
Job Monitoring and User Portal

28.11.2019  I  SEBASTIAN LÜHRS

Webportals @ JSC



Usage model of JSC resources
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User

Account: surname#

Grants: JUDOOR access
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1 PID: CPRJ42, PI: PI1

Budget: PRJ42: 

10000 core hours on JUWELS

Unix group: CPRJ42

PROJECT

20TB

SCRATCH

90TB
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2 PID: CPRJ97, PI: PI2

Budget: PRJ97: 

950 core hours on JURECA

Unix group: CPRJ97

PROJECT

20TB

SCRATCH

90TB
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1 PID: D172, PI: PI3

Unix group: D172

ARCH

400TB

DATA

20TBUnix group: juser

HOME: 16GB (at least 

access to one project 

necessary)

SSH-Key per system

Budget name: 

Necessary to submit 

jobs to the cluster 

Login name to the 

system and into 

JUDOOR

Dataspace: Shared by 

all project members

System name: 

Multiple systems and 

partitions can be 

granted per project



Compute project vs. data project
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Compute project Data project

Call Twice per year Continuously open

Computing time

Grants system access JUWELS / JURECA / JUDAC / éJUDAC

Filesystem access on 

all systems

PROJECT / SCRATCH ARCHIVE / FASTDATA / DATA / 

SOFTWARE



3 Steps to access the HPC systems

4



Step 1: JUDOOR account registration
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https://judoor.fz-juelich.de



Step 2: Join a project 
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in JUDOOR if you 
know the project id

Follow invitation link send 
by PI or PA
https://judoor.fz-
juelich.de/projects/join/...

Two alternatives

PI/PA receives notification and grants 
project resource specific access



JUDOOR Overview
A user can be part of multiple compute and data projects
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Compute project

Data project

Data project and PI/PA 

access



JUDOOR Overview
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Projects connected to this resource

Usage agreement link must be visited 

first before Manage SSH-Keys link 

appears

Each projects grants access to various systems and partitions.



JUDOOR Quota status
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Budget name to 

submit a job

Lost

Used Available

Over Budget

Consumed before 

this month

Consumable budget of 

next month



Step 3: Upload your SSH-key
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Online information and documentation
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JURECA: https://www.fz-juelich.de/ias/jsc/jureca

JUWELS: https://www.fz-juelich.de/ias/jsc/juwels



Overview preinstalled software
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JURECA: https://apps.fz-juelich.de/jsc/llview/jureca_modules/

JUWELS: https://apps.fz-juelich.de/jsc/llview/juwels_modules/

JURECA BOOSTER: https://apps.fz-juelich.de/jsc/llview/jureca_modules_booster/



Overview preinstalled software

13

One software 

toolchain: Intel 

compiler & 

ParaStationMPI

Software 

toolchains

Can be loaded on the system by 

using:
module load Intel

module load ParaStationMPI

module load netCDF



System news
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https://dispatch.fz-juelich.de:8812/HIGHMESSAGES

https://lists.fz-juelich.de/mailman/listinfo/highmessages



Job monitoring & reports
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JURECA: https://llview.fz-juelich.de/LLweb/jureca/jobreport/login.php

JUWELS: https://llview.fz-juelich.de/LLweb/juwels/jobreport/login.php

Logindata: JUDOOR username & password



Job monitoring
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Job overviews

Load & memory 

consumption
Network traffic

I/O traffic

Job report

Total I/O trafficTotal network 

traffic

Avg. load & 

max. memory 

consumption

Scheduler overview



Job monitoring
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ÅBased on the LLview platform and architecture 

ÅNon-intrusive monitoring of memory, load, interconnect, I/O, GPU

ÅNo job overhead

ÅAutomatically available, to additional instrumentation needed

ÅAvailable for all users on JURECA and JUWELS

ÅJob-reports and continuous job monitoring (two weeks job coverage)



Job reports
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Job reports ïLoad & memory
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CPU Nodes: Load CPU Nodes: Memory



Job reports ïNetwork traffic
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Interconnect: Packet Input / Node

Interconnect: Packet Output / Node

Interconnect: Data Output / Node

Interconnect: Data Input / Node



Job reports ïI/O traffic
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File system $SCRATCH: Write

File system $SCRATCH: Read

File system $SCRATCH: Open/Close Operations



Scheduler overview
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Total network 

traffic

Avg. load & 

max. memory 

consumption


