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Dear Reader,

you hold the Xth edition of the JARA-FIT Annual Report in your hands. We look back on ten years during which JARA-FIT has established itself as the collaborative effort of the RWTH Aachen University and Forschungszentrum Jülich devoted to the field of future information technology. This has kept us pretty busy and we succeeded in attracting excellent scientists, in establishing two new joint institutes, in creating high-end facilities, in acquisition of collaborative projects, and, most important, in conducting excellent and highly visible research. In those ten years, scientists involved in JARA-FIT have received more than ten grants from the European Research Council and have become involved in two European flagship programmes. JARA-FIT has been founded in the early days of the national Excellence Initiative and we have therefore been proud to be asked to present our ideas in the context of two excellence clusters of the current round of the German Excellence Strategy. It is our firm believe that two of the major trends we envisaged, namely quantum computing and neuromorphic computing, will play an important role in the future of information technology.

The core of the booklet, which you just opened, contains short scientific reports that illustrate the work that scientists of JARA-FIT have carried out and published in 2017. By looking at the publication list at the end of the booklet you may convince yourself that these reports constitute only a small selection of what has been actually achieved. It is our hope that you will find the selected research reports an interesting read.

While being busy with our research, writing proposals or presenting our ideas, the world seemed to have come suddenly to a hold when we heard that Peter Grünberg had passed away on April 7th this year. Peter Grünberg was like a spiritus rector for us, considering his curiosity-driven personal endeavour to gain a fundamental understanding of solid state phenomena, his anticipation of the potential application of his discovery and the impact he made on information technology. Peter Grünberg received the Nobel Prize together with Albert Fert in 2007. In fact, JARA had just been founded a couple of weeks before the Nobel prize was announced. We will continue to work hard on his behalf to advance the fundamentals of future information technology. It feels just right that our institute in Jülich that explores the limits of what future information technology can achieve carries his name.

Wolfgang Speier   Stefan Tautz   Matthias Wuttig
Managing Director   Scientific Director   Scientific Director
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Foundation of the “Aachen Graphene & 2D-Materials Center”

The Aachen Graphene & 2D-Materials Center, a joint research center of RWTH Aachen University and AMO GmbH, started its work in July 2017. The Aachen Graphene & 2D-Materials Center integrates the already ongoing activities of several research groups at RWTH Aachen University and AMO GmbH in the fields of physics, material science and electrical engineering with the primary goal to efficiently bridge the gap between fundamental science and applications.

The founding members are JARA-FIT members Christoph Stampfer (spokesman of the center) and Markus Morgenstern together with Max Lemme (AMO and RWTH Aachen University), Renato Negra (RWTH Aachen University) and Daniel Neumaier (AMO, Aachen University). Meanwhile, two additional JARA-FIT members, Joachim Knoch and Andrei Vescan, have joined the Center.

The mission of the Aachen Graphene & 2D-Materials Center is to exploit the unique properties of graphene, two-dimensional (2D) materials and 2D-heterostructures from a fundamental and applied point of view. The activities of the Center will address the challenges of future technology including high-frequency electronics, flexible electronics, energy-efficient sensing, photonics as well as spintronics and valleytronics, for which graphene and related 2D-materials have proven to be a unique enabling platform. Therefore, the center brings together the complementary expertise of Aachen’s world leading research groups and puts the Aachen Graphene & 2D-Materials Center in a leading position in Germany and Europe. For more details see http://www.graphene.ac/.

As one of the first activities the center hosted a Graphene Flagship meeting with 150 experts from all over Europe of the “Electronics and Photonics Integration” division focusing on the current state of research as well as on future objectives.

JARA-FIT and the German Excellence Strategy

The aim of the Excellence Strategy is to strengthen Germany’s position as an outstanding place for research in the long term and further improve its international competitiveness. It continues the development of German universities successfully begun with the Excellence Initiative by supporting research of the highest standard, enhancing research profiles, and facilitating cooperation in the research system.

On the basis of the administrative agreement reached by the federal and state governments in June 2016, the DFG and the German Council of Science and Humanities launched the Excellence Strategy with the implementation of two funding lines: (1) Clusters of Excellence (EXC) for project-based funding in internationally competitive fields of research at universities or university consortia (funding to commence January 2019). (2) Universities of Excellence (EXU) to strengthen universities as individual institutions or as university consortia in the long term and further develop their leading international role on the basis of successful Clusters of Excellence (funding to begin by November 2019).

In 2017 the proposals for Clusters of Excellence have been developed and submitted to the DFG in February 2018. JARA-FIT has contributed to two proposals:

  Spokesperson: JARA-FIT director Matthias Wuttig.
  The idea of this drafted Cluster of Excellence is to develop novel computers whose structure and technology is inspired by neural networks. By contrast with traditional computers, these will be much more energy-efficient and capable of completing cognitive tasks.

- ML4Q – Matter and Light for Quantum Computing
  Joint proposal of University of Cologne (coordinating university), University of Bonn, Forschungszentrum Jülich (JARA-FIT member Detlev Grützmacher as site representative for Jülich), RWTH Aachen University (JARA-FIT member Hendrik Bluhm as site representative for Aachen).
Initially the laws of quantum mechanics were formulated as descriptions of atoms and molecules. Their use for communication and computing in quantum information processing opens up new possibilities such as the secure transmission of information as well as dramatic increases in performance that cannot be obtained using more traditional approaches. The drafted Cluster of Excellence seeks to lay the foundations for realizing this vision.

**Starting Grants for JARA-FIT scientist Christian Wagner**

The European Research Council (ERC) has awarded funding in the form of Starting Grants to young JARA-FIT scientist Christian Wagner at Forschungszentrum Jülich. The renowned research prizes honours his project “CM³ – Controlled Mechanical Manipulation of Molecules” and provides financial support with 1,5 Mio. Euro.

The idea to freely control the atomic-scale structure of matter has intrigued scientists for many decades. The low-temperature scanning probe microscope (LT SPM) is ideally suited for this task since it allows the rearrangement of atoms and molecules on a surface. There is, however, no generic SPM-based method for the manipulation of molecules beyond lateral rearrangement yet. The goal of the Wagner group is to develop controlled mechanical manipulation of molecules (CM³) in which a LT SPM is used to handle large organic molecules in three dimensions with optimal control over position, orientation and shape.

Christian Wagner wants to exploit the capabilities of his molecular manipulation lab (MoMaLab), which already allows intuitive and fast manipulation of molecules using motion tracking and a fully immersive head-mounted display (Oculus rift). The grand challenge that he will address is a method to identify the precise molecular conformations in real time during manipulation from measured data. To this end he wants to pursue an interdisciplinary approach that combines molecular simulations, machine learning, control theory, and newly developed AFM instruments.

CM³ could become a game-changing technique for research on molecular properties and molecular-scale engineering, because it will combine fully deterministic manipulation with broad access to molecular degrees of freedom. Christian Wagner plans to demonstrate the effectiveness of the approach in experiments that advance our understanding in the field of molecular electronics and our ability to assemble nanostructures from individual molecules, even in the third dimension.

**Ernst Ruska-Centrum 2.0 evaluated as Large-scale Research Infrastructures**

The German Council of Science and Humanities was requested by the German Federal Ministry of Education and Research (BMBF) to carry out a science-driven evaluation of large-scale research infrastructures for inclusion in a national roadmap. The German Council of Science and Humanities carried out its evaluation process by a mandated committee. The “Report on the Science-driven Evaluation of Large-scale Research Infrastructure Projects for Inclusion in an National Roadmap” was published in July 2017 (https://www.wissenschaftsrat.de/download/archiv/6410-17_engl.pdf). The evaluation report is primarily intended for the BMBF, with concrete recommendations on the further development of the proposals also for the responsible institutions for the research infrastructure projects, the majority of which are funded jointly by the federal and state governments on the basis of Article 91b of the Basic Law. It is also addressed to the scientific communities, research organisations and political actors at national, European and international level.
For the field of materials research RWTH Aachen University and Forschungszentrum Jülich proposed to establish the Ernst Ruska Centre 2.0 as the National Research Infrastructure for Ultra-High-Resolution Electron Microscopy (ER-C 2.0). The intention is to study structures at atomic and molecular level with the aid of next-generation electron microscopes. In addition to a focus on hard matter and material physics, the purpose of ER-C 2.0 would be to enable the analysis of soft matter and its application in the life sciences.

The committee came to the conclusion that ER-C 2.0 would significantly expand opportunities to analyse inorganic and biological matter. With its combination of instruments, this research infrastructure would develop scientifically highly innovative capacity and is expected to enable a substantial technology leap. The expected contributions are considered of very high value for materials and life sciences. Moreover, the ER-C 2.0 would continue to significantly expand the leading position of its responsible institutions in the field of electron microscopy and would be able to develop into a unique infrastructure that attracts researchers from around the world. Finally, it was concluded that technology development at the highest level would be pursued, boosting the international visibility and attractiveness of Germany as a location of science and research.

2nd Sino-German Symposium on Advanced Electron Microscopy and Spectroscopy in Materials Science

The second Sino-German Symposium on Advanced Electron Microscopy and Spectroscopy in Materials Science was held in Xi’an Jiaotong University in Xi’an, China. The event attracted 90 participants from more than 25 research institutes and universities, including more than 50 students and young scholars. During 12 scientific sessions that comprised more than 40 presentations given by invited experts from China, Germany, Denmark, Australia and the United States, the participants discussed current developments and challenges in advanced and in situ electron microscopy and spectroscopy, including aberration-corrected electron microscopy, in situ characterisation methods, correlative methods, and their applications to current and future materials science problems and to the processing of materials for the future development of materials and devices.

The symposium presented insights into many current research areas related to materials for energy technology, nanotechnology, future nanoelectronics, transport, product development, and the environment. The novel developments in instrumentation and materials that were presented documented the impressive progress that has been made possible by applying aberration-corrected electron microscopy to the characterisation and understanding of novel materials and devices and their properties. It was shown that correlative approaches that involve the application of different characterisation techniques to the same problem and the use of in situ and environmental transmission electron microscopy can be used to provide an improved understanding of the fundamental properties of structures and mechanisms and of reactions in materials and on surfaces on the atomic and molecular scale. The four day symposium was organised by JARA-FIT member Rafal Dunin-Borkowski from the Ernst Ruska-Centre for Microscopy and Spectroscopy with Electrons in Forschungszentrum Jülich, Wolfgang Jäger from the Christian-Albrechts-Universität zu Kiel as well as Chunlin Jia and Zhiwei Shan from the School of Materials Science and Engineering in Xi’an Jiaotong University.
A wide spectrum of methodological and materials research topics was covered, including (1) novel instrumentation and imaging and spectroscopic methods in aberration-corrected high-resolution and scanning transmission electron microscopy (TEM) and related novel developments, such as electron ptychography and electron wavefront engineering, (2) advances in high-resolution and scanning TEM and in simulations of atomically-resolved elemental maps, (3) advances in electron spectroscopy and spectrum imaging for probing plasmonic properties of nanomaterials, the electronic structure of interfaces, and magnetic circular dichroism, (4) imaging of fields using differential phase contrast imaging and quantitative off-axis holography for the characterization of the electrical and magnetic properties of materials and devices, (5) in situ and environmental transmission electron microscopy, involving nanometre-scale investigations of materials, reactions and processes at different temperatures in gases and liquids, and the development of novel methods and instrumentation for the in situ manipulation and measurement of nanomaterials, (6) novel developments in oxides and ferroics, (7) applications of electron microscopy and spectroscopy and correlative scanning TEM-atom probe tomography to advanced materials research on structural and functional materials, including two-dimensional materials, soft materials, materials for applications in bioscience, materials for hydrogen storage, materials for solar cells, catalytic materials, nanostructured and nanoporous functional materials, devices, metallic alloys, composite materials, and structural materials for industrial engineering.

Humboldt Research Award for Visiting Professor at the ER-C
Leslie John Allen, Visiting Professor at the Ernst Ruska-Centre for Microscopy and Spectroscopy with Electrons (ER-C) in Jülich, was presented with a Humboldt Research Award for his work on understanding ultra-high resolution electron microscopy. The physicist from the University of Melbourne, Australia, who joined the Jülich research team in May 2017, was honoured with the prize at the annual meeting in Berlin of the Alexander von Humboldt Foundation. The Foundation grants the award in recognition of the entire achievements to date of academics from abroad whose fundamental discoveries, insights or new theories have had a lasting impact on their discipline, and who are expected to continue with their innovative, cutting-edge achievements in the future. Leslie John Allen is a theoretical physicist and has made significant contributions to understanding how atomic resolution transmission electron microscopes produce images of materials. Using these instruments, it was possible to determine the type and number of single atoms in given samples. The award supports his visits to Germany and gives the opportunity to undertake his research at the ER-C.

Helmholtz International Fellow Award Goes to France
Jean-Michel Hartmann from the Grenoble institute CEA-Leti received a Helmholtz International Fellow Award in 2017. The laureates from all over the world should have particularly excelled in research areas that are important to the Helmholtz Association. The aim of the prize is to intensify collaboration: in addition to prize money, the scientists receive invitations to a research stay at one or several Helmholtz centres. Forschungszentrum Jülich had nominated the physicist Jean-Michel Hartmann for the prize. For more than ten years, the scientist has been working in close cooperation with one of the institutes in JARA-FIT, Peter Grünberg Institute – Semiconductor Nanoelectronics, investigating silicon-based nanoelectronics and optoelectronics.
Autumn School on Correlated Electrons

More than 100 young researchers working in the field of strongly correlated materials convened in Jülich during 25. – 29. September 2017. Continuing its successful tradition, the seventh Autumn-School on Correlated Electrons offered lectures by internationally recognized scientists. The format of 90-minute lectures plus ample time for discussions provided a thorough introduction to modern areas of research with the aim at bringing young investigators quickly up to speed for pursuing original research of their own. The School was led by JARA-FIT member Eva Pavarini from the Institute for Advanced Simulation (IAS) and Erik Koch from the Jülich Supercomputer Centre (JSC).

The lectures addressed the physics of strongly correlated matter, focusing on the nature of the insulating, metallic, and superconducting state as well as the transitions between them. After an introduction to the fundamental challenges in correlation physics, the criteria and geometrical theories for distinguishing the fundamental states of matter were introduced. Advanced lectures addressed the characteristic effects found in insulators, metals, and superconductors. The programme was completed by a set of lectures introducing modern approaches to correlation problems.

Students enthusiastically took the opportunity to discuss with the outstanding scientists at the school. In addition, a poster session allowed them to present their projects and expand their network in the global research community, represented by participants from, besides Germany and the EU, Iran, Cameroon, Saudi Arabia, India, China, Brazil, the USA, and Canada. Moreover, a number of international participants were supported by the Institute for Complex Adaptive Matter (ICAM).

To enhance the impact of the courses, comprehensive lecture notes were published as a book that was distributed at the beginning of the school. These lecture notes will help to fill the acute gap between introductory textbooks and the research literature, as is evident from the high demand also outside the school. To be as widely accessible as possible, the lecture notes have been made available via Open Access.
JARA-FIT Members

Prof. Dr. St. Appelt, Lehrstuhl für Technische und Makromolekulare Chemie, Lehr- und Forschungsgebiet Niederfeld-NMR (Methoden der NMR), RWTH Aachen University
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Zentralinstitut für Engineering, Elektronik und Analytik: Systeme der Elektronik (ZEA-2), Forschungszentrum Jülich & Institut für Technische und Makromolekulare Chemie (ITMC), RWTH Aachen University

St. Appelt

Our research revolves around spin order generation, the manipulation, measurement and transfer of spin order by combining Hyperpolarization technology with Nuclear Magnetic Resonance (NMR) spectroscopy. Starting from states with high spin orders, like nuclear singlet states or highly premagnetized (hyperpolarized) spin systems, we investigate the field dependancy of the complexity, and thus information content, of corresponding NMR spectra in very low magnetic fields. Our research includes chemical synthesis as a means for substrate generation and optimization of spin order transfer, the development and construction of new hardware for mobile NMR spectroscopy as well as the investigation of the underlying quantum mechanical principles of coupled spins in low magnetic fields.

Peter Grünberg Institut / Institute for Advanced Simulation – Quantum Theory of Materials, Forschungszentrum Jülich

S. Blügel

The Institute for Scattering methods develops and uses scattering methods (neutron- as well as synchrotron x-ray-scattering) to investigate ordering phenomena and the corresponding fluctuations and excitations in (nano-) magnetic and highly correlated electron systems. We relate this microscopic information to macroscopic physical properties and functionalities to obtain an understanding of the underlying mechanisms and to optimize material systems for possible applications in future information- or energy-technologies. Research ranges across a wide spectrum, from novel quantum materials through frustrated and topological magnets, magnetic nanoparticles and thin film heterostructures to multiferroic and magnetocaloric materials.

JARA-FIT Institute for Quantum Information, RTWH Aachen University and Forschungszentrum Jülich

H. Bluhm and D.P. DiVincenzo

This institute combines the forces of theoretical and experimental research in quantum information science, with the overarching goal of making key advances towards to the achievement of large-scale quantum computation. In addition, many fundamental principles of quantum information are investigated here. On the theory side, new principles for the implementation of quantum computation in noisy systems, with attention on the careful design of multi-qubit couplings, are studied. This includes the investigation of Majorana qubits realized in semiconductor nanowires. Protocols for error correction codes and fault tolerance in quantum computation are investigated. New applications of the theory of quantum entanglement are developed. Both theory and experiment focuses on highly coherent two-level quantum systems in semiconductor quantum dots for quantum information processing, exploring the physics governing these devices as well as pushing forward their technological development. Key topics include high fidelity control, decoherence measurements and multi-qubit circuits.

II. Physikalisches Institut, Quantum Technology Group, RWTH Aachen University

H. Bluhm

Operationally, the quantum technology group is the experimental part of the JARA-Institute for Quantum Information. In addition to the quantum computing related activities mentioned above, it is pursuing scanning SQUID microscopy at ultra-low temperatures for magnetic imaging and ultra-sensitive magnetic measurements on mesoscopic structures.

Peter Grünberg Institut / Jülich Centre for Neutron Science - Streumethoden, Forschungszentrum Jülich

Th. Brückel

At the Institute of Scattering Methods, we focus on the investigation of structural and magnetic order, fluctuations and excitations in complex or nanostructured magnetic systems and highly correlated electron systems. Our research is directed at obtaining a microscopic atomic understanding based on fundamental
interaction mechanisms. The aim is to relate this microscopic information to macroscopic physical properties. To achieve this ambitious goal, we employ the most advanced synchrotron X-ray and neutron scattering methods and place great emphasis on the complementary use of these two probes. Some of our efforts are devoted to dedicated sample preparation and characterization from thin films and multilayers via nano-patterned structures to single crystals for a wide range of materials from metals to oxides.

**Peter Grünberg Institut / Institut for Advanced Simulation – Theoretische Nanoelektronik, Forschungszentrum Jülich**

D. P. DiVincenzo, group leaders G. Catelani, T. Costi, E. Pavarini, M. Wegewijs

The behavior of interacting electrons in nano-scale structures is a primary focus. The Kondo effect, involving the interaction of an isolated spin impurity with conduction electrons, or the formation and transport of high-spin complexes forming spin quadrupoles, are particular areas of expertise. Novel computational techniques permit accurate calculations with thousands of atoms, and in complex multi-functional perovskites. Correlated electrons also form the basis of the physical creation of qubits, and the coherence and dynamics of such qubits, and mutiqubit systems, is being investigated.

**Lehrstuhl für Festkörper- und Quantenchemie und Institut für Anorganische Chemie, RWTH Aachen University**

R. Dronskowski

The chair is specialized in the fields of synthetic and quantum-theoretical solid-state chemistry, bordering with materials science, physics, and crystallography. In detail, we synthesize novel, sometimes extremely sensitive, compounds (nitrides, carbodiimides, guanidinates, intermetallics, small molecules etc.) and elucidate their compositions and crystal structures by means of X-ray and neutron diffractional techniques. The characterization of their physical properties such as electronic transport and magnetism also plays an important role.

We regularly perform solid-state quantum-chemical calculations from first principles to yield the electronic structures and to extract the important chemical bonding information needed to thoroughly understand the interplay between chemistry and physics (LOBSTER code). In particular, ab initio steel, phase-change materials, phase prediction, theoretical thermochemistry, and finite-temperature vibrational properties (ab initio ORTEP) are being studied. In addition, we are engaged in constructing the POWTEX time-of-flight neutron diffractometer at Garching.

**Peter Grünberg Institut – Mikrostrukturforschung & Ernst Ruska-Centre for Microscopy and Spectroscopy with Electrons, Forschungszentrum Jülich**

R. E. Dunin-Borkowski

The institute works on topical fields in solid state physics. Strategically, two directions are followed: first, to make key contributions to the development and application of ultra-high-resolution and in situ transmission electron microscopy, with a strong focus on aberration-corrected electron optics for the highest spatial resolution quantitative imaging of structural, spectroscopic and functional properties and, second, to synthesise selected materials and to study their physical properties. Examples of materials systems that are studied are high temperature superconductors and novel complex metallic alloys. The high temperature superconductors provide the basis for the institute's work on SQuID sensors. The head of the institute is co-director of the Ernst Ruska-Centre for Microscopy and Spectroscopy with Electrons.

**Institute of Neuroscience and Medicine - Computational and Systems Neuroscience (INM-6) and Institute for Advanced Simulation – Theoretical Neuroscience (IAS-6), Forschungszentrum Jülich**

S. Grün together with M. Diesmann, A. Morrison, M. Helias, S. van Albada, A. Stein

The institute is specialized in the integration of experimental data on the structure and the dynamics of the brain into mathematical models and in overcoming bottlenecks in simulation technology and scientific workflows. The group "Statistical Neuroscience" led by Sonja Grün focuses on the development and application of methods to analyze multi-channel activity data in close contact to experimental groups. A focus is the connection between neuronal activity data recorded on different temporal and spatial scales and on the structure of correlations of spiking activity. The group "Theoretical Neuroanatomy" headed by van Albada focuses on the collation and analysis of microscopic and macroscopic anatomical data, informing large-scale dynamical models of the mammalian brain at cellular and synaptic resolution that are simulated using supercomputers. Comparison of the model dynamics with experimentally measured activity further constrains the inferred connectivity. The group "Computational Neurophysics" headed by
Markus Diesmann focuses on bottom-up approaches in order to integrate physiological and anatomical data into models. This also requires the development of simulation technology for neural networks. The group “Computation in Neural Circuits” led by Abigail Morrison investigates mechanisms underlying neural computation through the development of models on the level of networks of spiking neurons. It applies a predominantly top-down approach to discover functional constraints on structure, plasticity and dynamics, particularly with respect to learning and memory. The secondary focus is on simulation technology for high-performance computers. Recent research indicated that a much deeper understanding of the correlation structure of neuronal networks may be possible by the import of theoretical tools of modern physics into neuroscience, and a systematization of the theory of neuronal networks. To this end, the group “Theory of Multi-Scale Neuronal Networks” (Helias) focuses on the investigation of mechanisms shaping the correlated and oscillatory activity in neuronal networks with structured connectivity on several spatial scales. This requires the development of quantitative theoretical descriptions, adapted from statistical physics, combined with direct simulations of neuronal networks at cellular resolution. The Bernstein Coordination Site (BCOS) headed by Alexandra Stein, located at the University of Freiburg, is an administrative unit that coordinates the activities of the national Bernstein Network Computational Neuroscience.

Peter Grünberg Institut – Halbleiter-Nanoelektronik, Forschungszentrum Jülich

D. Grützmacher

The institute’s research activities are based on its competence in semiconductor heterostructure and nanostructure research, both in fundamental and device physics as well as in material and process development. They address two major fields. (1) Energy efficient information technology (Green-IT). Here compound semiconductors and group IV alloys are employed for innovative devices, to exploit novel physical phenomena and thereby contribute to progress in future optical communication, data storage and advances in nanotechnology. (2) Exploring Quantum Systems on the Nanoscale. Special emphasis is put on nanostructures consisting of semiconductors, topological insulators and other layered materials as well as hybrid structures of them with magnetic and superconducting materials for the conceptual development of devices for quantum information technology.

JARA-FIT Institute for Energy-efficient Information Technology (Green IT), RTWH Aachen University and Forschungszentrum Jülich

D. Grützmacher, R. Waser, M. Wuttig

The institute develops novel devices and architecture concepts for merging logic and storage components on computer chips. The institute bring together expertise from physics, nanotechnology and electrical engineering in Jülich and Aachen in order to combine ultra-low power logic with novel energy-efficient memristive devices at the nanometer-scale.

Institut für Theoretische Festkörperphysik, RWTH Aachen University

C. Honerkamp, R. Mazzarello, S. Wessel

The research groups in this institute study many-particle interactions in solids, ranging from quantum effects in magnetic systems over electron correlation effects leading to unconventional superconductivity and magnetism to the dynamics of structural phase transitions. Recent work has focused on interaction effects in graphene systems, topological insulators, pnictide high-temperature superconductors and chalcogenide phase-change materials. The powerful theoretical methods employed and developed here comprise quantum Monte Carlo techniques, the functional renormalization group, density-functional theory and molecular dynamics.

Lehr- und Forschungsgebiet Experimentalphysik des Extrem-Ultraviolett, RWTH Aachen University

L. Juschkin (till April 2018)

The research in the field of extreme ultraviolet (EUV) radiation is a major contribution for nanoelectronics and future developments in information technology. At the Chair for Experimental Physics of EUV different aspects related to the EUV radiation are investigated ranging from generation and characterization of EUV, to wave propagation and light-matter interaction as well as developing new methods and applications. In combination of EUV interference lithography and the self-organized growth of nanostructures novel materials are prepared, and their properties are analyzed. Moreover, in cooperation with the Fraunhofer Institute for Laser Technology in Aachen different concepts of EUV sources are investigated. On the application side, a series of measurement procedures for which the specific features of EUV radiation can be used, for example, the EUV microscopy and spectroscopic reflectometry, are investigated.
II. Physikalisches Institut (IIB) – Röntgenstreuung und Phasenumwandlungen, RWTH Aachen University

U. Klemradt

Our research is centered at the investigation of nanoscale structures and fluctuations, with focus on nanoparticles, polymer-based nanocomposites and ferroic materials. Of particular interest are phase transitions in smart materials like shape memory alloys. The main experimental tools are X-ray scattering and acoustic emission spectroscopy. We use both laboratory tubes and international synchrotron facilities for X-ray experiments. Core techniques are small angle X-ray scattering (SAXS), grazing incidence scattering (GISAXS and reflectometry), and photon correlation spectroscopy using coherent X-rays (XPCS).

Institut für Halbleitertechnik, RWTH Aachen University

J. Knoch

The institute carries out research on semiconductor technology and device with a special focus on low power and energy harvesting technologies with the long-term vision of energy autonomous systems. To be specific, we work on nanoelectronics transistor devices based on Si- and III-V nanowires as well as on carbon nanotubes and graphene particularly aiming at a realization of so-called steep slope switches that enable a significant reduction of the power consumption of highly integrated circuits. In addition, the institute has broad experience in the science and engineering of Si wafer-based solar cells and also performs research on Si-based third generation photovoltaic cells. A combination of our know-how in micro- and nanotechnology with the solar cell technology is used to investigate and realize novel concepts for energy harvesting and storage based e.g. on efficient direct solar water splitting.

Institut für Anorganische Chemie – Molekularer Magnetismus, RWTH Aachen University & Peter Grünberg Institut – Elektronische Eigenschaften (Molekularer Magnetismus), Forschungszentrum Jülich

P. Kögerler

The Molecular Magnetism Group focuses on the chemistry and fundamental physics of discrete and networked magnetically functionalized inorganic molecules. Based on its experience with the control and understanding of magnetic characteristics of purely molecular origin, the group synthesizes magnetic materials based on transition metal clusters that exhibit a complex interplay of charge transport and static/dynamic magnetic properties such as phase transitions, hysteresis, or quantum tunneling. To functionally combine magnetic state switching and charge transport in systems for FIT spintronic devices, the molecule-surface interface is addressed, in particular employing pre-synthesized contact groups for precise electrical access to an individual molecule in e.g. a gated environment.

Lehrstuhl für Technologie Optischer Systeme, RWTH Aachen University (RWTH-TOS) & Fraunhofer-Institut für Lasertechnik ILT, Aachen

P. Loosen

Extreme ultraviolet radiation (XUV, 1-50 nm, or EUV at 13.5 nm) enables new optical, analytical and manufacturing technologies because of its characteristic interaction with matter, its short wavelength and recent progress on light sources and optical components (e.g. EUV lithography). XUV tools are already deployed by the semiconductor industry, which significantly pushes the further development of XUV technology. Future applications which will support scientific progress in a variety of fields such as nanoelectronics or biotechnology are also within the scope of our research. Activities include structuring on a nanometer scale using interference lithography, XUV microscopy for imaging of dynamic processes or at-wavelength inspection of multilayer mask-blanks for hidden defects, and characterization of thin film coated surfaces using grazing-incidence reflectometry.

Institut für Physikalische Chemie (IPC), RWTH Aachen University

M. Martin

The institute’s research activities are based on its competence in the physical chemistry of solids with a special emphasis on defects and diffusion in inorganic solids, in particular oxides. Within JARA-FIT two major fields are addressed: (1) Ionic transport: transport of oxygen ions in the bulk, across and along grain boundaries and in space charge zones is investigated by means of secondary ion mass spectrometry (SIMS), density functional theory and Monte Carlo simulations. (2) Electronic transport: amorphous and highly non-stoichiometric oxides are investigated concerning correlations between structure, electrical conductivity, and electronic structure with a view to applications in resistive switching.
GFE – Gemeinschaftslabor für Elektronenmikroskopie & Ernst Ruska-Centre for Microscopy and Spectroscopy with Electrons, RWTH Aachen University

J. Mayer

GFE is a central facility of RWTH Aachen University and has state-of-the-art equipment in the fields of transmission electron microscopy, scanning electron microscopy, electron microprobe analysis, focused ion beam instruments and atomic force microscopy. GFE provides services for a large number of institutes from RWTH Aachen University and a broad range of industrial companies. In the field of information technology, GFE participates in research projects on nonvolatile memories and on nanoscale CMOS devices. The head of the GFE is co-director of the Ernst Ruska-Centre for Microscopy and Spectroscopy with Electrons and coordinates the RWTH user activities and contribution to the Centre.

Institut für Theorie der Statistischen Physik, RWTH Aachen University

V. Meden, H. Schoeller, M. Wegewijs

The members of the institute are investigating the spectral and transport properties of low-dimensional quantum systems in contact with heat and particle reservoirs. The research focuses on the development of many-body methods for strongly correlated mesoscopic systems in nonequilibrium (quantum field theory and renormalization group in nonequilibrium) as well as on the application to experimentally realizable physical systems like semiconductor quantum dots, quantum wires (e.g. carbon nanotubes), and molecular systems.

Lehrstuhl I für Mathematik, RWTH Aachen University

Ch. Melcher

The research at our institute has a focus on nonlinear partial differential equations from mathematical physics and materials science. We are particularly interested in the emergence and dynamics of patterns and topological solitons in models from micromagnetics and Ginzburg-Landau theory. Using tools from functional and multiscale analysis, our aim is to capture the qualitative behavior of solutions to such complex theories and, if possible, to identify simpler models, whose behavior is easier to understand or simulate.

Institute of Materials in Electrical Engineering I, RWTH Aachen University

W. Mokwa (till September 2018)

The institute’s research activities are focused on the development of micro systems for medical and life science applications. Main activities lie on coupling of biological systems to technical systems, development of "intelligent" implants and prostheses and micro fluidic systems for biotechnology and medical diagnostics. For the development of these systems silicon and thin film technologies, silicon micromechanics, micro electroplating, soft lithography as well as sophisticated packaging technologies are used in a clean room of about 600 m².

II. Physikalisches Institut (IIB) – Rastersondenmethoden, RWTH Aachen University

M. Morgenstern

The research group develops scanning probe methods working in particular at low temperatures down to 0.3 K and in high magnetic fields up to 14 T in order to investigate the electronic structure of interacting electron systems and systems relevant for nanoelectronic applications. Thereby, we exploit the advantage of mapping the electronic structure down to the atomic scale at an energy resolution down to 0.1 meV, but also use the scanning probes for the excitation of the systems under study, which is probed with ps time resolution. Current topics of interest are topological insulators and Majorana fermions, electronic and mechanic properties of graphene, quantum Hall physics in graphene and III-V-materials, confined wave functions in quantum dots, nanomagnetic systems, and phase change materials.
Peter Grünberg Institut / Institute of Complex Systems – Biolektronik, Forschungszentrum Jülich

A. Offenhäusser

Biological signal processing and their utilization requires investigations of correlated biological events with high spatiotemporal resolution. Our research is focused on the development of bioelectronic devices and tools which exploit biology in conjunction with electronics encompassing for example, biomaterials for information processing, sensors, actuators, and biomedical devices. A key aspect is the interface between biological materials and electronics. The two main themes are “biosensing” and “neuroelectronics”.

Institute of Crystallography, RWTH Aachen University

G. Roth

The institute’s research profile covers the topics synthesis, structure and properties of novel materials. The synthetic activities include the preparation of new or crystal-chemically modified compounds with interesting properties in bulk poly- or single-crystalline form. Crystal and magnetic structures are studied by powder and single crystal X-ray as well as neutron diffraction methods (outstation at FRM-II/Garching) with special emphasis on complex, defect dominated systems such as partially disordered, incommensurately modulated structures and composite crystals. Among the materials recently studied are superconductors (modulated CaAlSi), fullerenes (C70 high pressure polymer), spin-chain-compounds (vanadates and cuprates) and pyroxene-type multiferroics.

II. Physikalisches Institut (IIA), RWTH Aachen University

C. Stampfer

Our research activities are focused on 2D materials like graphene, hexagonal boron nitride, and transition metal dichalcogenides. In particular, we are interested in combining these materials to create so-called van der Waals heterostructures. In these systems we investigate, for example, charge transport through both 1D and 0D structures (nanoribbons and quantum dots), ballistic transport, proximity-induced superconductivity, spin dynamics. Furthermore, we develop nanoelectromechanical systems, which allows to investigate the interaction between charge and mechanical degrees of freedom. Finally, we also use optical techniques such as confocal Raman spectroscopy to investigate strain-induced phenomena in graphene or the time-resolved magneto-optical Kerr effect to investigate spin dynamics in 2D semiconductors. Potential applications of our research include ultra-fast electronics, new spin-based nanoelectronic device concepts and applied quantum technologies.

Peter Grünberg Institut – Elektronische Eigenschaften, Forschungszentrum Jülich

C. M. Schneider

The institute is engaged in the study of electronic and magnetic phenomena in novel materials and is one of the birthplaces of spintronics. Present research concentrates on the fundamental aspects, properties, and control of spin textures, spin transfer, and spin dynamics in a wide range of material classes down to the molecular level. The activities include the development of novel synchrotron- and laser-based microscopy and spectroscopy techniques for the study of static properties and highly dynamic processes in condensed matter systems. Further important research fields comprise nanomagnetism and molecular spintronics, which may form a bridge to quantum information processing.

Institut für Anorganische Chemie (IAC), RWTH Aachen University

U. Simon

Our research is devoted to electrofunctional and biofunctional inorganic nanostructures.

One focus is on the wet chemical preparation and characterization of tailored ligand stabilized metal nanoparticles of different geometries, i.e. nanospheres, nanorods and hollow nanospheres, as well as distinct nanoparticle assemblies. The utilization of these structures as building blocks for nanoelectronic devices is surveyed. Molecules exhibiting distinct functionalities, e.g. diode-like characteristics or molecules allowing self-organization, thereby allow to access new functional properties. Our characterization involves conventional spectroscopic techniques, dynamic light scattering, electron microscopy, and electrical local probe measuring techniques. We extend our investigations also to the uptake mechanism into cells and the impact on biological systems in order to explore their application potential in diagnostics and therapy.
The second focus is on the wet chemical synthesis of metal oxide and chalcogenide nanostructures, which are applicable as sensor materials, catalysts, electrode materials for Li-ion batteries or as resistive switching elements. In the latter context the development of chemically-based bottom-up approaches for the fabrication of resistively switching nanostructures is explored by in situ SEM. This topic aims at understanding the switching and structural consequences of the resistive switching process by using individual nanoparticles as model systems.

I. Physikalisches Institut (IA), Metamaterialien und Nano-Optik, RWTH Aachen University
T. Taubner

Our research is focused on the development and application of new infrared imaging and spectroscopic techniques with enhanced resolution and sensitivity. Specifically, we use and further develop scattering-type Scanning Near-field Optical Microscopy (s-SNOM) and related concepts like superlenses for imaging and spectroscopy below the diffraction limit of light. The use of infrared light enables us to gain information on the local chemical composition, the structural properties and the distribution of free carriers in individual nanostructures at nanoscale resolution. Additionally, we explore the use of resonant nanostructures to enhance the sensitivity of infrared spectroscopy and to create actively tunable optical devices by combining them with phase-change materials.

Peter Grünberg Institut – Funktionale Nanostrukturen an Oberflächen, Forschungszentrum Jülich
F. St. Tautz

Our research tackles fundamental issues in the quest towards functional nanostructures at surfaces, with a particular emphasis on nanoelectronics. Since our focus is placed on molecular materials, an important aspect of our work covers the structural investigations and spectroscopy of complex molecular adsorbates on metal, semiconductor and insulator surfaces. Based on these interface studies, the growth of thin films and nanostructures is investigated. Here, our work is directed towards hybrid materials, comprising both organic and inorganic components. Charge transport, being the most important function in the context of nanoelectronics, transport experiments on single molecules and nanostructures round off our activities. It is a specific asset of our institute that we combine well-established surface techniques with the development of new experimental methods.

Lehr- und Forschungsgebiet GaN-Bauelementtechnologie, RWTH Aachen University
A. Vescan

GaN Device Technology is performing fundamental and application-oriented research on the deposition and characterization of compound and organic semiconductor materials as well as on electronic and optoelectronic devices. Major research goals are the development of energy-efficient devices for power and RF electronics, displays, solid-state lighting and next-generation photovoltaics. The III-nitride activities include investigation and development of practical technological building blocks for (opto-)electronic devices and also address fundamental issues of materials growth and device physics. In the field of organic semiconductors, we focus on deposition technologies like organic vapor phase deposition (OVPD), device processing and the development of advanced OLED structures. A special focus is on hybrid structures and the specific properties of inorganic-organic heterojunctions for photovoltaics.

Institut für Werkstoffe der Elektrotechnik 2, RWTH Aachen University & Peter Grünberg Institut - Elektronische Materialien, Forschungszentrum Jülich
R. Waser

We focus on the physics and chemistry of electronic oxides and organic molecules, which are promising for potential memory, logic, and sensor functions. Our research aims at a fundamental understanding of nanoelectronic functions based on electrochemical redox processes, memristive phenomena, space charge effects, and ferroelectricity and at the elucidation of their potential for future device applications, in particular for neuromorphic computing. For this purpose, our institute provides a broad spectrum of facilities ranging from dedicated material synthesis, atomically controlled film deposition methods, molecular self-assembly routes, and integration technologies, to the characterization of processes, structures, and electronic properties with atomic resolution.
Institute of Integrated Photonics, RWTH Aachen University

J. Witzens

Integration of photonic components and systems in Silicon allows the realization of complex optical systems at the chip scale. At the Institute of Integrated Photonics we are working on the development of Silicon Photonics devices and systems with activities ranging from material science, core device development to system integration. Current activities focus on the development of cost effective, compact and low power electro-optic transceivers based on semiconductor mode-locked lasers, low power and low drive voltage electro-optic modulators, integrated light sources (on-chip comb generation with parametric conversion, GeSn based light sources), and misalignment tolerant fiber-to-chip and laser-to-chip couplers, as well as visible wavelength SiN based photonic integrated circuits for life science applications.

I. Physikalisches Institut (IA), RWTH Aachen University

M. Wuttig

The institute’s research activities are focused on the development of novel materials for advanced optoelectronic applications. In particular, materials for optical and electronic data storage have been developed in the last few years. For this class of materials, so-called phase change materials, we have established design rules and an atomistic understanding of essential material properties. This work has enabled novel functionalities of phase change materials in applications as non-volatile memories and is part of the SFB 917 (Nanoswitches). Recently, we could demonstrate that some crystalline phase change materials can possess very high levels of disorder, which gives rise to highly unconventional transport properties. Organic materials are a second focus, where we work on routes to tailor material properties for optoelectronic applications ranging from displays, to solar cells and electronic devices.
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Self-assembled QDs for optical read out of spin qubits

S. Schaal¹, M. Löbl², M. Rößler¹, B. Jöcker¹, F. Liu¹, T. Descamps¹, H. Bluhm¹, and B. E. Kardynał²

¹ II. Physikalisches Institut, RWTH Aachen University, Germany
² Peter Grünberg Institut-9, Forschungszentrum Jülich, Germany

The objective of this JARA seed fund project is to establish technological platform for conversion between photon and spin qubits. We consider singlet-triplet spin qubit in double gated quantum dot (DGQD) as it can be controlled electrically. We use tunnel coupled self-assembled quantum dots (SAQDs) as photon qubit receivers. The analysis of the spin transfer process sets the design rules for the required GaAs-based heterostructures and devices. In order to verify the design and realize optical interfaces for spin qubits, we develop device fabrication methods.

Spin qubits have been demonstrated in a number of solid state systems and their performance is constantly improving with our understanding of sources of spin state decoherence. Spin qubits implemented in semiconductor devise have many advantages of the standard microelectronic devices: they can be controlled either electrically or optically and they are compatible with standard microelectronic fabrication techniques. Both electrically and optically controlled spin qubits reach long coherence times, however only electrically controlled qubits are scalable and therefore suitable for building multi-qubit quantum processors. Optically controlled spin qubits on the other hand have been shown to realize spin–photon polarization state conversion or entanglement, which could both be used to connect remote quantum computers into networks. Spin–photon polarization state conversion could also enable realization of a quantum repeater, a functional equivalent of optical amplifiers in optic fiber telecommunication, which is needed to extend a distance of transmission of photon qubits in quantum key distribution systems. In both cases, in order to ensure error free operation, a conversion of the photon qubit into the spin qubit would need to be followed by post processing in a quantum processor with up to a hundred qubits, such as can be realized with electrically controlled spin qubits. A direct bandgap group III-arsenide semiconductor heterostructures have been shown to host electrically controlled and optically controlled spin qubits and are thus a natural choice to develop optically addressable quantum processor.

Here we propose to couple optically and electrically controlled qubits in a single device in order to convert a photon qubit into a spin in the electrically controlled spin qubit. In particular, we consider electrically controlled singlet-triplet spin qubit in a gated double quantum dot (DGQD) and an optically addressable spin qubit in a self-assembled InAs quantum dot (SAQD) in GaAs/AlGaAs heterostructure, as shown in Figure 1. We chose Stransky-Krastanow InAs quantum dots as a photon qubit receiver since it is the most mature technology for SAQDs.

Our detailed modelling of the system of coupled quantum dots using realistic physical parameters for both qubits shows that spin transfer between them can be achieved with fidelities of over 90%. This is possible in the presence of strong coupling between electronic states of the component devices under resonant optical excitation. This requires that InAs quantum dots are placed in a close vicinity of the two dimensional electron gas in GaAs. This also requires a precise lateral alignment of the two qubits. In addition, several aspects of the device design have to be addressed in order to maintain long coherence times in the DGQD near InAs quantum dots and in the presence of the optical radiation field. These are a subject of this report.

Since layers of InAs contain randomly distributed QDs of varied size, a QD with desired properties must be selected and its position marked prior to the device fabrication. We do it by hyperspectral imaging and photoluminescence mapping of chips with predefined alignment marks before defining

FIG. 1: A schematic diagram of a studied device. It is based on GaAs (light blue)/ Al₃Ga₇As (dark blue) heterostructure with a layer of InAs QDs embedded in GaAs. Two dimensional electron gas (2DEG) is formed at the lower GaAs/Al₃Ga₇As interface (shown in the graph of the conduction band along z-direction). In the device, a SAQD (a red disc) is aligned with the pattern of metal gates (grey lines on the surface) defining DGQD in 2DEG. Electrons with qubit encoded in the spin can tunnel between the SAQD and the right quantum dot of GDQD, where they are entangled with a spin in the left quantum dot.
the GDQD. Photoluminescence (PL) for this purpose is excited with a laser beam with the photon energy above GaAs band gap. The laser beam focused to 1.5 \( \mu \text{m} \) diameter spot is scanned across the surface of the sample with a 0.4 \( \mu \text{m} \) step. The measurement is performed at 10 K to reduce thermal escape of charge carriers. A typical PL spectrum from one pixel of the map obtained from a chip with low density SAQDs is show in Figure 2.

![FIG. 2: a) A broadband photoluminescence spectrum of a selected quantum dot shows that it is well isolated spectrally from other quantum dots in the area of a laser spot. Photoluminescence from thin InAs quantum well (wetting layer) at 860-880 nm is also excited in this measurement. b) A map of PL in the spectral range marked by cursors in a) from the area around the selected quantum dot (centre of the map) after the alignment test structure (dark blue box) was fabricated. Cross hair cursor marks the position from which PL spectrum in a) is shown.](image)

Since excitons are generated in GaAs bulk, their capture in both quantum dots and a wetting layer gives a full spectral and spatial image of the exciton localization sites. An analysis of the maps identifies SAQDs suitable for optical interfaces. The required quantum dot can be isolated with the low pass filter from the surrounding dots in the area illuminated by diffraction limited photon beam. Finally, the location of selected quantum dot is determined by fitting a Gaussian function representing laser beam spot. The coordinates of the centre of the fitted function relative to the positions of alignment marks seen in the same image are later used for the alignment. Using this technique, we achieve a 200 nm precision of alignment, currently limited by the used laser beam scanning step size.

Once the alignment procedure has been developed, devices with SAQGs aligned to GDQDs have been fabricated. Characterization of the gated double quantum dot in such a device revealed a large impact of the layer of InAs on the gate characteristics. In comparison with typical characteristics of point contacts used to define the DGGQDs, the characteristics measured in the devices with a layer of InAs show large fluctuations in transimpedance when two dimensional gas is being depleted (see Figure 3).

![FIG. 3: An example of transimpedance characteristics of one split gate of the gated double quantum dot in a wafer with InAs layer. Oscillations in the transimpedance reveal disordered electrostatic potential landscape.](image)

Such oscillations indicate a presence of unintentional quantum dots in the one dimensional electron channels formed as a result of potential fluctuations. Oscillations were observed for all the split gates rendering the definition of the GDQD difficult. The universal presence of the oscillations in transimpedance of the split gates suggests a presence of multiply electron traps in the area of the GDQD most likely associated with the InAs wetting layer.

In conclusion, the results of this project constitute an initial step in the development on the spin-photon qubit interface for gated double quantum dots. Main aspects of device fabrication, namely selection and positioning of the self-assembled quantum dot have been established. While we successfully fabricated the devices, their electrical characteristics were not compatible with stable spin qubit operation. Following up from this seed project, we continue exploring other device designs. In one project, we study interfacing GDQDs with SAQDs grown using different methods that eliminate strain and wetting layer of Stransky-Krastanow SAQDs, which are most likely responsible for the disorder seen in the original device. In another project we create exciton traps laterally aligned with the GDQD. Such exciton traps are created using electrostatic confinement as shown in Figure 4.

![FIG. 4: (a) A schematic diagram of the optically-active GDQD. A single exciton (black and white spheres) is confined in z-direction by a GaAs quantum well and in x-y plane by an electrostatic potential (red curve) defined by two local gates (yellow). (c)A spatial PL map measured at \( V_c = -2.3 \text{ V} \). The color scale corresponds to the energy of the PL peak. A clear red-shift of the PL peak is observed at the position of the metal gates (central gate diameter = 1 \text{ um}), indicating a lateral electrostatic confinement could be formed.](image)

Project financed by JARA-FIT Seed Funds as part of the Excellence Initiative II of the Deutsche Forschungsgemeinschaft (DFG).
One-dimensional (1-D) materials such as nanowires have attracted a great deal of attention as building blocks of future nanoelectronics systems. This interest is in part due to the small geometry that allows realizing optimum scalability of the devices due to the strong electrostatic gate control in e.g. wrap-gate device structures. In addition, nanowires enable one-dimensional electronic transport that has a number of benefits such as a rather long mean free path for scattering or the prospect for highly linear transfer characteristics. Furthermore, the combination of 1-D transport and excellent gate control enables a tight control over the potential distribution within the device. A promising application to this are band-to-band tunneling FETs (TFETs), which exhibit steeper slopes than conventional MOSFETs and therefore enable further reduction of the supply voltage. This is the reason why TFETs are intensely investigated for their use in low power and low standby-power logic applications, ultra-low power specialized analog ICs, and low-power SRAM architectures.

Recently, intensive research has been devoted worldwide to the exploration of band-to-band tunnel field-effect transistors (TFETs). The reason for this is that TFETs are considered as one of the most promising candidates for ultra-low power nanoelectronics devices since they potentially enable a superior switching behavior with an inverse subthreshold slope steeper than 60mV/dec. Studying the particular device behavior, it was found that optimum performance of a TFET can be expected when the band gaps in source and channel act as band-pass filter providing an effective cooling of the source Fermi function which can in principle be realized in 1-D nanowires (NWs) with ultrathin diameter in a wrap-gate device configuration. An elegant solution is the source/drain doping by means of electrostatic potentials. For the implementation of TFETs, three individually controllable gates are required. Therefore, the development, manufacturing and characterization of a novel “Buried Triple-Gate” (BTG) structure for the realization of electrostatic doping is the first key aspect in order to manipulate the NW electro-statics. As material system, the combination of InAs and GaSb into a core-shell NW structure is suitable for the fabrication of performant TFETs.
Silicon on insulator (SOI) wafers are the starting material for the fabrication of the BTG. The process begins with the implantation of phosphorus with a peak implantation depth of 104 nm. In the following a thin oxide is grown by dry thermal oxidation. After a photo lithography of the BTG meander is carried out, buffered oxide etch (BOE) is used to reproduce the resist pattern in the oxide. In the following step hot TMAlH etches the top-Si layer selectively forming trenches with an edge slope of 54.7°. After removing the oxide mask with BOE, wet thermal oxidation is carried out to oxidize the silicon side-gates. The fabrication of the center gate is done by a sputter-deposition of aluminum followed by a chemical-mechanical planarization (CMP) in order to remove the Al overburden yielding an overall planar surface. At last, the gate dielectric Al₂O₃ is deposited using ALD.

The InAs/GaSb core–shell NWs are grown on Si (111) substrates by MBE using As and Sb valved crackers [2]. Prior to growth, the Si substrates are cleaned using hydrofluoric acid and reoxidized in hydrogen peroxide [3]. The InAs core is grown at a temperature of 490 °C with In and As₄ fluxes of 0.035 µm h⁻¹ and 10⁻⁵ mbar, respectively. These conditions result in a self-seeded growth of InAs NWs via a vapour-solid growth mechanism, without foreign catalyst. Subsequently, the substrate temperature is decreased to 360°C and the growth of the GaSb shell is carried out with a Ga rate of 0.1 µm h⁻¹ and a Sb flux varying 2x10⁻⁸ mbar. The growth of the GaSb shell was initiated by first providing solely Sb for 2 min and then opening the Ga shutter. This sequence should firstly create an InSb-like interface and secondly remove the As from the chamber before GaSb is grown. Using the optimized growth conditions the growth rate of GaSb shell is ~23 nm. Fig. 3 shows an SEM micrograph of InAs/GaSb core-shell NWs. The InAs/GaSb NW are mechanically transferred onto the buried tri-gate structure. The electrodes are realized by e-beam lithography using a PMMA stack consisting of PMMA 200K/950K. The GaSb-shell of the NW is contacted with a Ni by lift off. Following, the GaSb-shell is removed from the NW in an etching step with developer (AZ 726 MIF, fig. 5). Finally, the InAs-core is contacted with Ni using overlay e-beam lithography.
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Effective masses, lifetimes and optical conductivity in Sr$_2$RuO$_4$: Spin-orbit and Coulomb interaction effects.
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We study the low-energy electronic properties and the optical conductivity of the layered ruthenate Sr$_2$RuO$_4$. We use the LDA+DMFT method. We investigate the interplay of spin-orbit, crystal-field, and Coulomb interactions, including the tetragonal terms of the Coulomb tensor. We show that the spin-orbit interaction is multifaced; depending on the parameter regime, filling, and temperature, it can either enhance or reduce the effective strength of correlations. We compare the results based on the two common approximations for the screened Coulomb parameters, the so-called constrained random-phase- and local-density-approximation (cRPA and cLDA). We show that the experimental Drude peak is better reproduced by cRPA parameters, hinting to relatively small mass renormalizations. We find that including the spin-orbit interaction is, however, important for the realistic description.

The layered perovskite Sr$_2$RuO$_4$ is a correlated system with exceptional electronic properties and it has been suggested as a possible case of a p-wave superconductor. It is built of tetragonally elongated RuO$_6$ octahedra forming layers; the latter repeat along the c axis, separated by a distance and alternately shifted parallel to the ab plane. Due to its remarkable properties, Sr$_2$RuO$_4$ has been studied for decades. Theoretically, Sr$_2$RuO$_4$ is especially intriguing because several competing interactions have similar strength. In such a situation it becomes a challenge to disentangle the key mechanisms from the rest; indeed, our understanding of this material was revised various times in the last decades.

Due to the perovskite structure, the low-energy states have mostly Ru 4d$^5$ t$_{2g}$ character, with nominal configuration $t_{2g}^4$. The tetragonal (D$_{4h}$) distortion splits the $t_{2g}$ states into a $x^2$ singlet (lower in energy) and a $a^3(xz, yz)$ doublet; the crystal-field splitting $\Delta_{CF}=\Delta_{xy} \sim \Delta_{xy}$ is small (~120 meV), however. The layered structure yields rather different bandwidth for the $xy$ and ($xz, yz$) electrons, with $W_{xy}>W_{xz, yz}$. As first guess, one could naively think that Sr$_2$RuO$_4$ is already well described by density-functional theory in the local-density approximation (LDA).

However, already early calculations based on dynamical mean-field theory (DMFT) suggested that Sr$_2$RuO$_4$ should rather be regarded as a correlated system. In addition, recent ab-initio estimates of the average screened Coulomb repulsion show that the latter is comparable with the $t_{2g}$ bandwidth, supporting the view of Sr$_2$RuO$_4$ as a correlated metal. Furthermore, experimentally, it has been found that when Sr is replaced by the isoelectronic Ca, the systems even becomes a Mott insulator below a critical temperature. Later on, it was understood that the small crystal-field splitting $\Delta_{CF} \sim 300$ meV, together with the bandwidth mismatch, $W_{xz, yz} \sim 0.5$, are key to explain this metal-insulator transition [1]. Finally, in the last years it has been pointed out the remarkable role of the Hund's rule coupling in enhancing the effective masses, thus making the ruthenates strongly correlated. This led to reclassify Sr$_2$RuO$_4$ as Hund's rather than Mott's metal. All these works have clarified essential aspects of the physics of Sr$_2$RuO$_4$, but others remain not fully understood, in particular, the effect of two interactions: The spin-orbit coupling and the tetragonal Coulomb terms. These interactions are small but they are comparable with the crystal-field splitting and the hopping integrals.

It has been shown already at the level of LDA that the spin-orbit (SO) interaction plays a key role at the Fermi surface. Realistic many-body calculations based on the state-of-the-art approach, the LDA+DMFT method, remained however a challenge for a long time. This is in particular due to the infamous sign problem of DMFT quantum Monte Carlo (QMC) solvers, which can become unmanageable in the presence of spin-orbit interaction.

Recently, we have generalized the continuous-time interaction-expansion (CT-INT) QMC DMFT solver to Hamiltonians of any symmetry, including the spin-orbit interaction and general Coulomb vertex; in the cases we studied, we could improve computational efficiency and stability via appropriated basis choices [2]; the sign problem remains manageable in all calculations we performed so far. This allows us to perform realistic LDA+DMFT calculations including spin-orbit effects. By using this approach, we have shown that, for a proper description of the Fermi surface of Sr$_2$RuO$_4$ it is necessary to include in the Hubbard model several terms: The rotationally invariant [O(3)-symmetry] part of the Coulomb interaction, the $D_{3h}$ Coulomb terms plus the spin-orbit interaction. The latter is enhanced by
Coulomb effects. In the light of these new insights, we thus reanalyzed several electronic properties of Sr$_2$RuO$_4$ [3].

In the LDA+DMFT scheme adopted in this work, first we calculate the electronic structure in the local-density approximation by using the full-potential linearized augmented plane-wave method as implemented in Wien2k code. Then, via the maximally-localized Wannier function method and t$_{2g}$ projectors, we construct localized t$_{2g}$-like Wannier functions centered at Ru atoms spanning the t$_{2g}$ bands. Using these Wannier orbitals we build the corresponding generalized Hubbard Hamiltonian. We solve the latter with DMFT using CT-INT QMC as the quantum impurity solver. We perform calculations with a 6 × 6 self-energy matrix in spin-orbital space.

Figure 1 shows the orbital-resolved mass enhancement m’/m and the quasi-particle scattering rate obtained with our approach, with and without spin-orbit coupling. The figure shows the remarkably strong temperature-dependence of all these parameters. Furthermore, switching from the cRPA to the cLDA Coulomb parameter set, not only places the two systems sizably more inside the strong-correlation region, but it also yields a larger mass-enhancement anisotropy. The effect of the spin-orbit interaction is small at high temperatures. It becomes however important at low temperature, where surprisingly, it reduces the effective strength of correlations.

Our numerical results for the orbital conductivity are shown in Fig. 2, where they are compared with experiments. LDA+DMFT cRPA calculations with no spin-orbit interaction (gray lines) are in line with previous similar calculations.

At high energy the effect of increasing Coulomb parameter strength from the cRPA to the cLDA values is minor; the differences appear mostly in the low- and intermediate-energy and temperature regime. Fig. 2 shows that already at 290 K, compared to the cLDA result, the cRPA static in-plane conductivity is sizably closer to the experimental value reported in Ref. [3]. Switching on the spin-orbit coupling yields only small changes at this temperature. It becomes however crucial at lower temperatures, where it enhances the Drude peak and the thermal foot at 2m$k_BT$.

In conclusion, we have shown that for a realistic description of the Sr$_2$RuO$_4$ including the spin-orbit interaction is important. We have shown that in t$_{2g}$ systems, the spin-orbit interaction can either increase or decrease the strength of correlation effects, depending on the parameters, the filling, and the energy scale. It affects not only the shape of the Fermi surface but also the height of the low-energy Drude peak as well as the strength of the thermal foot. We think that these kind of effects are likely to play an important role in other t$_{2g}$ systems with relevant spin-orbit couplings. For further details refer to [4].

Unexpected Ge-Ge contacts in two-dimensional Ge₄Se₃Te and an analysis of their chemical cause
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The existence of a hexagonal phase in the ternary Ge–Se–Te system has been suggested in the 1960s, albeit its structure remaining unknown. We have succeeded in growing single crystals by chemical transport, and subsequently solved the Ge₄Se₃Te crystal structure. Remarkably, its layered van-der-Waals-like character with weak chalcogen–chalcogen interactions also displays unexpected Ge–Ge contacts. These contacts are studied using chemical-bonding analysis, in particular the newly introduced density-of-energy (DOE) function.

Germanium telluride (GeTe) is a simple ferroelectric and used as an active ingredient in phase-change based data storage materials (PCM) [1]. While such materials are traditionally employed in optical data storage, implementations in storage class memories are seeing first use cases. To improve their performance, chalcogenide superlattices (CSL) or chemically synthesized nanocrystals are being examined to break the limits of traditional PCMs. Instead of walking the pseudo-binary line from GeTe towards Sb₂Te₃, we here report a compound found in the pseudo-binary and sparsely studied system GeTe–GeSe.

At room temperature, this system contains three phases: α-GeTe, α-GeSe, and a hexagonal phase for a GeSe content between 50 and 90%, first found in the 1960s by Muir and Cashman [2]. Although chemical transport was mentioned, the full structure remained unknown until today. We present single-crystal growth (Figure 1a) and the refined crystal structure of Ge₄Se₃Te, a seemingly two-dimensional (2D) van-der-Waals-like material, showing initially unexpected Ge–Ge interactions [3].

The unit cell (Figure 1c) comprises two A–Ge–Ge–A layers (with A being Se and Te in a 3:1 ratio). Within each layer, Ge is coordinated in a distorted octahedron made up from A and Ge. Because of the unique layer stacking, Ge₄Se₃Te can be categorized as a new type in the class of 2D (half-) metal-chalcogenides. Here, one finds a large structural variety with many phases adopting hexagonal symmetry including layers of chair-configurated metal–chalcogenide-rings.

In addition, many of these 2D structures, like those found in the GeTe/Sb₂Te₃-system, are dominated by strong metal–chalcogenide-interactions while only very few compounds exhibit metal–metal bonds, for example gallium or indium sulfides/selenides. Therefore, to support the results of diffraction experiments real space was probed using scanning transmission electron microscopy (STEM) and local energy dispersive X-ray spectroscopy (EDS) which confirmed the presence of the A–Ge–Ge–A layering in Ge₄Se₃Te.

The unit cell (Figure 1c) comprises two A–Ge–Ge–A layers (with A being Se and Te in a 3:1 ratio). Within each layer, Ge is coordinated in a distorted octahedron made up from A and Ge. Because of the unique layer stacking, Ge₄Se₃Te can be categorized as a new type in the class of 2D (half-) metal-chalcogenides. Here, one finds a large structural variety with many phases adopting hexagonal symmetry including layers of chair-configurated metal–chalcogenide-rings.

In addition, many of these 2D structures, like those found in the GeTe/Sb₂Te₃-system, are dominated by strong metal–chalcogenide-interactions while only very few compounds exhibit metal–metal bonds, for example gallium or indium sulfides/selenides. Therefore, to support the results of diffraction experiments real space was probed using scanning transmission electron microscopy (STEM) and local energy dispersive X-ray spectroscopy (EDS) which confirmed the presence of the A–Ge–Ge–A layering in Ge₄Se₃Te.

FIG. 1: A single crystal of Ge₄Se₃Te (a) grown with GeI₄ at 400 °C. Comparison of the Ge₄Se₃Te crystal structure (c) with the related structures of α-GeTe (b) and β-GaSe (d). Each structure is built up of 2D hexagonal sheets (lined boxes). GeTe shows a regular alignment of the sheets along c. By flipping every 2nd sheet, the structure of Ge₄Se₃Te results. β-GaSe also has a layered structure built with tetrahedrally coordinated metal. Reproduced from Ref. [3]. © 2017 Wiley-VCH, Weinheim.

Figure 1 (b–c) shows the structural relationship of α-GeTe, Ge₄Se₃Te, and β-GaSe. At the Te-rich end, the solid solution crystallizes in the rhombohedral Peierls-distorted α-GeTe structure (Figure 1b) with quasi-octahedral Ge–Te
coordination and shorter/longer Ge–Te bonds. Although Ge$_5$Se$_6$Te (Figure 1c) includes the same sheets as GeTe, it is the partial substitution of Te against Se which implies an imaginary “flip” of every second GeTe layer to generate the newly found structure with $3 \times 2.62$ Å for Ge–Se/Te and the unexpected $3 \times 2.94$ Å for Ge–Ge. The relation to GaSe is shown in Figure 1d where just a shift of one sheet in the $ab$-plane switches between the GaSe and Ge$_5$Se$_6$Te motifs. GaSe crystallizes in Se–Ga–Ga–Se layers with tetrahedrally coordinated Ga atoms with the leftover electron of Ga(II) paired between single-bonded Ga neighbors at 2.44 Å.

The Ge–Ge contacts are exceptional, and the strength of such interactions must be clarified, for example by density-functional theory. First, to examine the structural stability phonon calculations were performed, whose results showed another surprise: The rather untypical structure is dynamically stable for all compositions, namely GeSe, Ge$_5$Se$_6$Te, and GeTe. This is in line with what has been proposed as active ingredients in interfacial phase-change materials, which do not switch between a crystalline and an amorphous but between two crystalline phases [4]. Therefore, Ge$_5$Se$_6$Te could be a promising structural candidate for such new types of PCMs.

However, the question remains as to why we find Ge–Ge contacts in Ge$_5$Se$_6$Te and why they are not found in GeTe. To analyze the electronic structure we partition the band energy using the crystal orbital Hamilton population (COHP) [5-6]. The results are shown in Figure 2, where we show the COHP of Ge$_5$Se$_6$Te in its own structure (left) and in the Peierls-distorted motif of α-GeTe (middle), as well as GeTe in the Ge$_5$Se$_6$Te structure (right).

Below the Fermi level, all cases show antibonding Ge–chalcogenide interactions, as often seen in PCMs. However, they are significantly larger in the case of Ge$_5$Se$_6$Te in the wrong α-GeTe structure, where, to reduce these antibonding states, nature would typically expel Ge atoms to lower the Fermi level and depopulate the unfavorable states.

Here, nature solves this problem of unfavorable excess electrons by putting Ge$_5$Se$_6$Te in its own $P6_3mc$ structure, where the formerly antibonding Ge–chalcogenide interactions are weaker since the electrons have been reshuffled into bonding Ge–Ge states (Figure 2a, left, shown in red).

Meanwhile the COHP of GeTe in the Ge$_5$Se$_6$Te structure looks incredibly similar to the one of Ge$_5$Se$_6$Te in its own structure. In order to better visualize why GeTe is not found in this $P6_3mc$ structure, we introduce the density-of-energy (DOE) function which comprises all off-site (inter-atomic, COHP) and on-site (atomic) contributions, and energetically resolves the entire band energy. Figure 2b shows the DOE for the $P6_3mc$ structure, and a clear distinction can be made while comparing GeTe and Ge$_5$Se$_6$Te. GeTe does not fit into the $P6_3mc$ structure (Figure 2b, right) because there is a lack of stabilizing energy contributions at

FIG. 2: a) COHP bonding analysis of Ge$_5$Se$_6$Te and GeTe in the two crystal structures of Ge$_5$Se$_6$Te ($P6_3mc$) and GeTe (R3m). b) DOE analysis of the same problem but covering all atomic and bonding interactions; the DOE energy integrals are shown as blue lines. Reproduced from Ref. [3]. © 2017 Wiley-VCH, Weinheim.

low energies and too strongly destabilizing ones just below $\varepsilon_F$. Only when Ge$_5$Se$_6$Te is put into the correct $P6_3mc$ structure (Figure 2b, left), there is significant loss of destabilizing contributions, as already suggested by the Ge–Ge COHP curve directly above.

In conclusion, we have synthesized single crystals, determined the structure, and analyzed the chemical bonding of Ge$_5$Se$_6$Te. Besides weak van-der-Waals-like chalcogenide–chalcogenide interactions, the structure includes unexpected, bonding Ge–Ge contacts, which reshuffle electrons from antibonding Ge–Te into bonding Ge–Ge contacts, thereby lowering the energy. The analysis of the density-of-energy (DOE) function clarifies the importance of both off-site and on-site energetic contributions for phase stability.

Antiskyrmions stabilized at interfaces by anisotropic Dzyaloshinskii-Moriya interactions
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Chiral magnets are an emerging class of topological matter harbouring localized and topologically protected vortex-like magnetic textures called skyrmions, which are currently under intense scrutiny as an entity for information storage and processing. Here, on the level of micromagnetics we rigorously show that chiral magnets can not only host skyrmions but also antiskyrmions as least-energy configurations over all non-trivial homotopy classes. We derive practical criteria for their occurrence and coexistence with skyrmions that can be fulfilled by (110)-oriented interfaces depending on the electronic structure. Relating the electronic structure to an atomistic spin-lattice model by means of density-functional calculations and minimizing the energy on a mesoscopic scale by applying spin-relaxation methods, we propose a double layer of Fe grown on a W(110) substrate as a practical example. We conjecture that ultrathin magnetic films grown on semiconductor or heavy metal substrates with C2v symmetry are prototype classes of materials hosting magnetic antiskyrmions.

Chiral magnetic skyrmions are currently the subject of intense scientific investigations. The topological protection of their magnetic structure and particle-like properties with a well-defined topological charge offer good conditions for skyrmions becoming the new information-carrying particles in the field of spintronics and this explains the additional motivation of their current intensive investigation.

Skyrmions in chiral magnets may appear as isolated solitons or condensed in regular lattices. Their stability results from the Dzyaloshinskii-Moriya interaction (DMI), which breaks the chiral symmetry of the magnetic structure. The energy and size is determined by the competition between the Heisenberg, Dzyaloshinskii-Moriya, and Zeeman interaction together with the magnetic anisotropy energy (MAE). The DMI results from the spin-orbit interaction and is only non-zero for solids lacking bulk or structure inversion symmetry. For applications in spintronics, skyrmions stabilized in systems with surface or interface induced DMI seem to be more promising than bulk systems with DMI. For these systems the dipolar interaction between magnetic moments is typically of minor importance and is added as an additional on-site contribution to the magnetic anisotropy energy of the interface.

Taking the micromagnetic view of the DMI, which is valid in the limit of slowly varying magnetic textures, with the prototypical examples of interfacial or cubic DMI, it may not be surprising that the community focuses primarily on the realization of skyrmions (Q = -1) rather than antiskyrmions characterized by Q = +1 (see Fig. 1), assuming a ferromagnetic background pointing in positive z direction, where Q(m) is the topological charge or $S^2$ winding number. For skyrmionic configurations with a well-defined skyrmion center, it is instructive to take into account the index or $S^1$ winding number $v$, which assumes the same integer value for every oriented Jordan curve enclosing the skyrmion core. In this case, $v$ can be considered as a secondary topological charge and the defining index to distinguish between skyrmion ($v = 1$) and antiskyrmion ($v = -1$) independently of the background state.

The classical Skyrme problem exhibits a reflection symmetry, and the particle and antiparticle with the topological charges $Q = \pm 1$ exist with the same minimal energy. This is different for chiral magnetic skyrmions, where this degeneracy is lifted as a consequence of chiral symmetry breaking. In the context of cubic DMI it has been shown that corresponding antiskyrmionic configurations have a strictly higher energy. In fact, the DMI densities can be mapped onto each other by a rigid (90 degree) rotation in horizontal spin space and can be considered equivalent. A close inspection of those proofs and simulations verifying that the lowest-energy magnetization configuration of non-trivial topology is attained for $Q = -1$, reveals that a

![FIG. 1: Schematic representation of a Néel-like skyrmion (left) and an antiskyrmion (right). While a skyrmions shows one rotational sense along any direction, multi-chirality can be seen in the antiskyrmion (4 directions with different Néel- and Bloch-like rotation are highlighted).](image)
Due to symmetry restrictions, those skyrmions, as has been recently demonstrated for the stabilization of antiskyrmions rather than DMI. Some of which, e.g. those transforming to rigid O(2) transformations applied to the cubic spiralization. Different versions of the DMI arise in our recent work \[2\], we have extended our analysis to two-dimensional chiral systems governed by a micromagnetic energy functional with an arbitrary (non-vanishing) spiralization tensor \(D \in \mathbb{R}^{2}\). Such an arbitrary spiralization tensor is possible for systems with symmetries lower than \(C_{2v}\). In those systems, the directions of the atomistic DM vectors are not predefined by the symmetry but can vary depending on the electronic structure of the particular system.

Thus, more general and interesting are crystal symmetries where the spiralization constant \(D\) is replaced by a generic tensor quantity \(\mathbf{D}\), which is not included in the \(O(2)\) orbit. This is the case of anisotropic DMI and various scenarios of topological pattern formation, including nonsymmetric skyrmions and antiskyrmions, are possible.

Two extreme examples for the direction of those DM vectors in the case of the \(C_{2v}\) symmetry are shown in Fig. 2. While in the first case, the DM vectors are equivalent to the high-symmetry cases, pointing perpendicular to the bond connecting the two interacting atoms resulting in the preference of skyrmions, also highly anisotropic DMI is possible as shown in the second example. Here, the resulting preferred rotational sense is opposite for the two crystallographic directions (indicated by the small red and green arrows) and thus an antiskyrmion is energetically most favorable.

In our analysis we provide a precise criterion for the optimality of antiskyrmions versus skyrmions; analysing the determinant of the spiralization tensor gives direct information about the preferred magnetic structure. While a negative determinant favours antiskyrmions, a positive one results in a preference of skyrmions. In addition, we show that in general, coexistence of both entities is possible in chiral magnets with anisotropic DMI.

Furthermore, we show in this article by means of vector-spin density functional theory (DFT) calculations that the electronic structure of a double layer Fe on W(110) leads to long-range and microscopically anisotropic DM vectors that add up to tensorial elements of \(D\) such that the antiskyrmion becomes the non-trivial low-energy magnetization texture. We confirm the stability of antiskyrmions by energy minimization on a mesoscopic scale employing atomistic spin-dynamics.

This work also motivates the design of materials that can host skyrmions and antiskyrmions simultaneously. This opens an exciting perspective to investigate the interaction of particle and antiparticle of different energies in the spirit of the skyrmion to antiskyrmion interaction in dipolar magnets or frustrated magnets and the conditions of mixed ordered lattices and phases. It should be explored in how far the tunnelling mixing magnetoresistance (TXMR) effect can be used to discern electrically skyrmions from antiskyrmions. We expect that the topological charge density of an antiskyrmion produces an emergent magnetic field opposite to that of skyrmions for the same material. These different emergent fields give rise to topological orbital moments of opposite sign that can be exploited to discriminate the different skyrmion-antiskyrmion phases spectroscopically using soft X-ray magnetic circular dichroism (XMCD). These mixed phases are lattices of staggered magnetic fields. The topological Hall effect (THE) of these latices would be an exciting topic to study.

Rank-one materials, i.e. anisotropic DMI materials with \(\det(D) = 0\), should be particularly interesting for information storage and processing. One may envisage a creation process of a skyrmion-antiskyrmion pair out of the trivial FM state or a domain wall keeping the total \(S^2\) winding number, \(Q\), zero. They allow for an extension of the skyrmion track idea \[3\], where the information is encoded in relative positions or time sequences, respectively, of the skyrmions along the track, to a skyrmion-antiskyrmion race track memory, where the binary information is encoded in the sequence of skyrmions and antiskyrmions \[4\], which are expected to be read out distinctly. Upon further investigations of skyrmion-antiskyrmion interactions in constrictions, rank-one materials may be an ideal host to extend the concepts of skyrmion logic gates to magnetic logic gates in which skyrmions and antiskyrmions are the elementary particles for binary operations.

In our recent work \[2\], we have extended our analysis to two-dimensional chiral systems governed by a micromagnetic energy functional with an arbitrary (non-vanishing) spiralization tensor \(D \in \mathbb{R}^{2}\). Such an arbitrary spiralization tensor is possible for systems with symmetries lower than \(C_{2v}\). In those systems, the directions of the atomistic DM vectors are not predefined by the symmetry but can vary depending on the electronic structure of the particular system.

Two extreme examples for the direction of those DM vectors in the case of the \(C_{2v}\) symmetry are shown in Fig. 2. While in the first case, the DM vectors are equivalent to the high-symmetry cases, pointing perpendicular to the bond connecting the two interacting atoms resulting in the preference of skyrmions, also highly anisotropic DMI is possible as shown in the second example. Here, the resulting preferred rotational sense is opposite for the two crystallographic directions (indicated by the small red and green arrows) and thus an antiskyrmion is energetically most favorable.

In our analysis we provide a precise criterion for the optimality of antiskyrmions versus skyrmions; analysing the determinant of the spiralization tensor gives direct information about the preferred magnetic structure. While a negative determinant favours antiskyrmions, a positive one results in a preference of skyrmions. In addition, we show that in general, coexistence of both entities is possible in chiral magnets with anisotropic DMI.

Furthermore, we show in this article by means of vector-spin density functional theory (DFT) calculations that the electronic structure of a double layer Fe on W(110) leads to long-range and microscopically anisotropic DM vectors that add up to tensorial elements of \(D\) such that the antiskyrmion becomes the non-trivial low-energy magnetization texture. We confirm the stability of antiskyrmions by energy minimization on a mesoscopic scale employing atomistic spin-dynamics.

This work also motivates the design of materials that can host skyrmions and antiskyrmions simultaneously. This opens an exciting perspective to investigate the interaction of particle and antiparticle of different energies in the spirit of the skyrmion to antiskyrmion interaction in dipolar magnets or frustrated magnets and the conditions of mixed ordered lattices and phases. It should be explored in how far the tunnelling mixing magnetoresistance (TXMR) effect can be used to discern electrically skyrmions from antiskyrmions. We expect that the topological charge density of an antiskyrmion produces an emergent magnetic field opposite to that of skyrmions for the same material. These different emergent fields give rise to topological orbital moments of opposite sign that can be exploited to discriminate the different skyrmion-antiskyrmion phases spectroscopically using soft X-ray magnetic circular dichroism (XMCD). These mixed phases are lattices of staggered magnetic fields. The topological Hall effect (THE) of these latices would be an exciting topic to study.

Rank-one materials, i.e. anisotropic DMI materials with \(\det(D) = 0\), should be particularly interesting for information storage and processing. One may envisage a creation process of a skyrmion-antiskyrmion pair out of the trivial FM state or a domain wall keeping the total \(S^2\) winding number, \(Q\), zero. They allow for an extension of the skyrmion track idea \[3\], where the information is encoded in relative positions or time sequences, respectively, of the skyrmions along the track, to a skyrmion-antiskyrmion race track memory, where the binary information is encoded in the sequence of skyrmions and antiskyrmions \[4\], which are expected to be read out distinctly. Upon further investigations of skyrmion-antiskyrmion interactions in constrictions, rank-one materials may be an ideal host to extend the concepts of skyrmion logic gates to magnetic logic gates in which skyrmions and antiskyrmions are the elementary particles for binary operations.
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The magnetocaloric effect is a temperature or entropy change of a material subject to a variation of magnetic field and is the basic principle of magnetic refrigeration. This technique is considered as promising for a more environmentally friendly and efficient use of energy. The quest for new tailored materials involves the understanding of the microscopic mechanisms at play in the thermomagnetic phenomena. Here the magnetic excitation spectrum of the magnetocaloric compound MnFe₄Si₃ has been investigated by means of polarized and unpolarized inelastic neutron scattering on single crystals. Spectra were collected in the ferromagnetic phase (Tc=305K), as well as in the paramagnetic state, in order to understand the nature of the magnetism in this compound. In addition, it is demonstrated that the critical spin-fluctuations around Tc can be suppressed by a magnetic field of 2T.

The search for more efficient use of energy has been leading to a growing interest for the research field of magnetocaloric (MC) materials. The MC cooling process is based on the magnetocaloric effect (MCE) where entropy changes of a magnetic material in an applied magnetic field are tied to adiabatic changes in temperature. An entropy transfer between the crystal lattice and the magnetic spin system has to take place. A large MCE at room temperature and low magnetic field for a material with cheap, abundant and environmentally friendly elements opens the way for solid state cooling devices. Therefore, in the recent years the corresponding field of MC material research has been highly expanding [1-3].

The MCE is usually enhanced around a magnetic phase transition and is quantified by the entropy change in an isothermal process upon field variation (ΔSiso) or by the temperature change during an adiabatic magnetic field change (ΔTad). The quantities ΔTad and ΔSiso can be determined via macroscopic measurements such as heat capacity and magnetization. The entropy transfer between the lattice and the spin system can be described through magnetostructural couplings, which can be established with X-ray and neutron diffraction investigations. Although these measurements can provide a basis to quantify and phenomenologically explain the MCE, they cannot answer the question of the fundamental driving forces of the MCE. To this aim inelastic neutron scattering (INS) measurements can address the dynamical magnetic response, which is at the origin of thermomagnetic effects and can highlight key components concerning the spin and lattice dynamics and their couplings in MC compounds.

Among the different compounds under investigation, the system Mn₅₋ₓFeₓSi₃ (0≤x≤5) shows a moderate MCE at low magnetic fields (0 to 2T magnetic field change) and at different temperatures depending on x. X-ray and neutron diffraction studies indicate that the Mn₅₋ₓFeₓSi₃ series crystallize in a hexagonal structure with the space group P6₃/mcm, with two distinguished crystallographic sites (Wyckoff positions (WP) 6g and 4d) occupied by Mn and Fe in different ratios depending on composition. From these series, the x=4 compound exhibits a moderate MCE (ΔSiso≈2JKg⁻¹K⁻¹) at a phase transition from the paramagnetic (PM) state to the ferromagnetic (FM) phase around room temperature (Tc=305K) [4], which makes it a promising candidate material for magnetic refrigeration applications.

INS measurements were carried out on triple-axis spectrometers (TAS) IN12 and IN22 at the Institut Laue Langervin and on MIRA and PUMA at the Heinz Maier-Leibnitz Zentrum. The spin dynamics of the MC compound MnFe₄Si₃ was investigated above and below Tc as a function of the wave vector Q and energy transfer E. Magnetic excitations were mainly measured around the zone centers G=(2,0,0) and G=(0,0,2) along the high symmetry reciprocal directions (00l) and (h00) of the hexagonal system.

The obtained acoustic magnon branches at E<20meV at T=1.5K are shown in Fig.1. The acoustic spin-wave spectrum is found to be anisotropic in the (00l) and (h00) symmetry directions. Spin-wave simulations using a Heisenberg type Hamiltonian $\hat{H} = \sum_{i,j} J_{ij} \hat{S}_i \cdot \hat{S}_j$ allowed us to reproduce the strong anisotropy in
the two hexagonal directions and to extract the dominant in-plane (2SJ1=-4meV) and out-of-plane (2SJ2=-18meV) FM interactions of the system [5].

**FIG. 1:** Acoustic spin-waves of MnFe4Si3 at 1.5K along the (00l) and (h00) high symmetry hexagonal directions. Red lines correspond to spin-wave simulations.

To get insight into the spin dynamics above TC, the PM scattering was investigated at 1.036∙TC=316K. The obtained q-dependent susceptibility χq is shown in Fig.2. χq decreases faster along the (00l) direction compared to (h00), indicating a shorter inverse spin correlation length κq. A Lorentzian fit for χq gives the values 0.054(3)Å⁻¹ and 0.14(1)Å⁻¹ for κq along the (00l) and (h00) directions, respectively. The bare inverse spin correlation length κ₀ for a Heisenberg model within the mean-field approximation can be calculated by

\[ κ₀ = κ \sqrt{\frac{T_C}{T - T_C}}. \]

The calculated values κ₀ for the (h00) and (00l) directions are 0.74(5) Å⁻¹ and 0.284(16)Å⁻¹, respectively. Comparing the corresponding spin correlation lengths ξq=κq⁻¹ with the lattice parameters a and c, one can expect a localized feature of the magnetism of MnFe4Si3 [5].

**FIG. 2:** q-dependent susceptibility χq of MnFe4Si3 at 316K along the (00l) and (h00) high symmetry hexagonal directions. Red lines correspond to Lorentzian fits.

Short-range magnetic correlations in the PM state were also observed in Fe2P-based MC compounds. However, their importance concerning the MCE is not clearly demonstrated. Therefore, we investigated the evolution of elastic scattering as a function of magnetic field near TC (see Fig.3) at the lowest accessible Q range with TAS. In this very low Q range, the contribution to the intensity in the spectra is mainly due to magnetic scattering. It is demonstrated that the critical scattering is suppressed by a magnetic field of 2T. To get insight into the observed behavior a comparison with a model that estimates the q-dependent susceptibility under a finite external magnetic field using the Landau theory for the magnetic fluctuations was employed [5]. The obtained calculation for the field-dependent susceptibility χq(H,TC) is shown in the inset of Fig.3 and describes qualitatively well the experimental data.

**FIG. 3:** Evolution of elastic scattering of MnFe4Si3 at 300K as a function of magnetic field. Dashed lines are guides for the eyes. The inset shows a calculation of the field dependence of χq(H,TC).

Here, we show with INS on MnFe4Si3 single crystals that: i) a strong anisotropy between the in- and out-of-plane magnetic exchange interactions is observed in the FM phase, ii) the spin correlation lengths measured in the PM state point to short-range order if compared to typical distances and iii) the critical fluctuations around TC can be suppressed by a magnetic field of 2T.

So far it is not clear which ingredient is favorable to produce a large MCE. Nonetheless, this study suggests that the strong response of the critical fluctuations in the PM state to a magnetic field of 2T is an important feature.

Spin Structure of MnO Nanoparticles, powder and single crystal
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As one of the first studied materials using neutron scattering, MnO has been intensely investigated both in nanoparticle (NP) and bulk form. Despite numerous studies, its spin structure is still not well-understood. Zero field cooled (ZFC) magnetization measurements of MnO NPs show a low temperature peak at ~ 25 K instead of the expected feature at the Néel temperature of MnO. However, polarized neutron scattering shows the expected behavior of the antiferromagnetic (AF) order parameter vanishing around 118 K. We conclude that the magnetic behavior of MnO particles can be explained by a superposition of superparamagnetic (SPM)-like thermal fluctuations of the AF-Néel vector inside the AF core and a magnetic coupling to a ferrimagnetic (FiM) Mn2O3 or Mn3O4 shell. Interestingly, ZFC curves of MnO powder and a single crystal show also a peculiar peak at low temperatures similar to the low temperature peak observed in MnO NPs. However, these peaks originate from either a small amount of nanosized particles or FiM Mn2O3 or Mn3O4 impurities.

Magnetic NPs have attracted considerable interest for decades both in fundamental research and industry. This is due to their potential applications in magnetic data storage, ferrofluidic systems and medicine [1-4]. With decreasing particle size, they may show novel magnetic, electronic and optical properties due to finite size or surface effects. In this report, we focus on MnO NPs, which is a textbook antiferromagnet (AF) with a bulk Néel temperature of 118 K. Above its $T_N$, it is paramagnetic and has a rocksalt crystal structure [5].

Fig. 1 shows the ZFC/Field cooled (FC) magnetization curves of MnO NPs with 12 nm diameter compared to bulk samples (powder and single crystal). At about 25 K, a peak can be found in the ZFC curve of NPs (Fig. 1(a)). However, no feature indicating the Néel temperature at 118 K could be found. This is usually attributed to SPM behavior. However, the field dependence of the peak temperature shows only a weak decrease even up to 1 T (data not shown). Such weak field dependence is very different from that of SPM systems. There, the blocking temperature decreases rapidly with an increasing magnetic field and disappears at a few hundred or thousand mT. A stability of this peak temperature is usually expected only for AF systems, because most AFs have a very high critical field.

To confirm the AF order of MnO NPs, polarized neutron scattering was performed using the DNS instrument at MLZ. As can be seen in Fig. 2(a), the magnetic component (red circles) could be successfully separated from the nuclear coherent (black squares) and spin-incoherent (blue triangles) components despite the extremely small amount of sample (50 mg), as well as the hydrogen contained in the oleic acid shell covering the particles. This could only have been achieved with the help of polarization analysis. By measuring the temperature dependence of the intensity of the magnetic $\langle 111 \rangle$ Bragg peak, the expected behavior of the AF order parameter that vanishes between 100 and 140 K can be observed, i.e. near the bulk $T_N$ = 118 K of MnO (Fig. 2(b)). The magnetic $\langle 111 \rangle$ Bragg peak was fitted with a pseudo-Voigt function.
The order parameter near the expected $Q$-value of magnetic Curie temperature of Mn$_3$O$_4$ (42K). A decrease in the temperature of 40K agrees roughly with the ferromagnet (FM) or ferrimagnet (FiM). Moreover, a greater resemblance to the behavior of a temperature peak is relatively sharp compared to the one observed for NPs and powder and shows a T vs $T^2$ dependence. As the surface spins, an AF domain state, or the presence of an oxidized Mn$_2$O$_3$ or Mn$_3$O$_4$ shell. As the temperature increases, the correlation length decreases due to thermal fluctuation.

Interestingly, a low temperature peak was also found in the ZFC magnetization curves of bulk MnO samples in addition to the expected feature found in the ZFC curves of MnO powder and single crystal samples due to nanosized particles or partially oxidized Mn$_2$O$_3$ or Mn$_3$O$_4$ impurities at the interfaces between MnO crystal twins, respectively.

Summarizing our findings, the magnetic behavior of MnO NPs can be explained by a superposition of superparamagnetic-like thermal fluctuations of the AF-Néel vector inside the AF core and a magnetic coupling to a ferromagnetic/FiM Mn$_3$O$_4$ or Mn$_2$O$_3$ shell as shown in Fig. 3. Above $T_N$, the system is paramagnetic. Magnetometry result shows a Curie-Weiss behavior in the magnetization curve, and the neutron scattering shows no AF order. At a temperature between $T_p$ and $T_N$, the AF-Néel vectors inside the NPs fluctuate similar to a SPM system. This can be called an AF-SPM state. In this case, the AF order parameter continues increasing as the temperature decrease. In magnetometry, the crossover between the blocked and unblocked states is marked by a peak similar to a SPM. For bulk MnO, the low temperature peak found in the ZFC curves of MnO powder and single crystal samples are due to nanosized particles or partially oxidized Mn$_2$O$_3$ or Mn$_3$O$_4$ impurities, respectively.

FIG. 2: (a) Separated neutron-scattering contributions of 12 nm MnO NPs from polarized neutron scattering measured at 4 K. (b) Temperature dependence of the integrated intensity of the AF $\{2\over 1\over 2, 2\over 1\over 2\}$ Bragg peak. The red line is a guide to the eye assuming the bulk $T_N$ of 120 K and a continuous transition. The inset (i) in (b) shows the magnetic $\{2\over 1\over 2, 2\over 1\over 2\}$ Bragg peaks at different temperatures. The inset (ii) in (b) displays the magnetic correlation length as a function of temperature. (Reprinted figure with permission from [6] Copyright (2017) by the American Physical Society.)

The instrument resolution of DNS is considered as the width of the Gaussian profile, and the broadening due to the nano-size of the particles as the width of the Lorentzian profile. Using the Scherrer formula, the magnetic correlation lengths $\xi$ can be obtained. In the inset of Fig. 2(b), a T vs $\xi$ curve can be found. At low temperatures, the magnetic correlation length is about 6-7 nm for 12 nm NPs. This is possibly due to disordered surface spins, an AF domain state, or the presence of an oxidized Mn$_2$O$_3$ or Mn$_3$O$_4$ shell. As the temperature increases, the correlation length decreases due to thermal fluctuation.

FIG. 3: Model to explain the magnetism in MnO NPs: the MnO core shows antiferro-SPM (AF-SPM) behavior while it is exchange coupled to a ferrimagnetic Mn$_3$O$_4$ or Mn$_2$O$_3$ shell.
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Frustrated magnets constitute a sui-generis class of magnetic materials. Due to their exotic excitations, they are of interest for the development of future quantum technologies. The frustration, which arises as a direct consequence of the lattice geometry, is the mechanism that, in theory, may inhibit long-range order at temperatures as low as absolute zero. The pyrochlore family of compounds is the most studied class of frustrated magnets in three dimensions. Paradoxically, pyrochlores are mainly interesting due to their magnetic ground states, which in general, and despite the frustration, are magnetically ordered. In this work, we study a prominent member of the pyrochlore family: the titanate Yb$_2$Ti$_2$O$_7$. Until recently, it was believed that Yb$_2$Ti$_2$O$_7$ evaded long-range order. We show that the compound does order around 280 mK, where a sharp cusp in the heat capacity is observed. Moreover, we present high-resolution neutron inelastic data at zero magnetic field that shows the magnetic excitations in Yb$_2$Ti$_2$O$_7$ with unprecedented details for a powder sample of the compound.

The latter is the case of the compound we present here. Yb$_2$Ti$_2$O$_7$ has been for many years an elusive puzzle in the pyrochlore titanate series. Many characteristics of this compound were misunderstood, mainly because the low temperature magnetic behaviour of ytterbium titanate is strongly sensitive to the sample quality. By quality we mean not only phase formation and crystallinity, but also stoichiometry. For this reason, probing the sample precise composition becomes an indispensable prerequisite and, being so, it was the first step performed in this work. By means of Rietveld refinements of neutron diffraction data, we show that our sample can be regarded as a very good exemplar of Yb$_2$Ti$_2$O$_7$, with a small deviation in the stoichiometry (at most 1% of B sites are occupied by Yb$^{3+}$ ions).

Following sample characterization, we also checked the heat capacity anomaly displayed by our sample. To determine the heat capacity anomaly temperature and sharpness has been shown to be one of the most efficient methods to also determine the sample quality. Non-stoichiometric single-crystalline samples usually display broader anomalies at variable temperature ranges. Powders, on the other hand, display the anomaly between 260 and 280 mK. The heat capacity anomaly measured on our sample, at zero and small magnetic fields, is shown in FIG. 1. The shift of the anomaly to higher temperatures, as well as the broadening of the peak with increasing field, are a good indicator that the sample indeed undergoes a ferromagnetic phase transition at 280 mK. Neutron diffraction measurements at low temperatures were carried out on the same sample at the instruments DNS, at MLZ in Germany, and OSIRIS, at ISIS in United Kingdom. Both results are consistent with the development of an essentially collinear ferromagnetic structure, with spins pointing along the equivalent [100] cubic axes. This structure, curiously, is unique in the whole pyrochlore family, in which another sister compounds with different A and B sites are included. Due to the single ion anisotropy, usually the ordered magnetic moments point either along the Z-axis, i.e. the [111] direction or the line that...
connects the centres of two adjacent tetrahedra, or along the plane perpendicular to it, forming the class of XY pyrochlores. We show also in Fig. 1 the diffraction pattern obtained at OSIRIS. With considerable better resolution, we can estimate a correlation length of at least ~ 800 Å, which means that the ferromagnetic structure is genuinely long-ranged.

Additional information about the magnetism at low temperatures in Yb₂Ti₂O₇ can be obtained using high-resolution inelastic neutron scattering. We show in Fig. 2 the colour contour plots of the spectra measured at different temperatures.

Intentionally, we display here four spectra that represent specific temperature intervals where different magnetic correlations are manifested. At 10 K, the sample behaves as a classical paramagnet and few inelastic signal is observed. At 2.5 K, an intensity increase in the low energy, low momentum transfer |Q| region of the spectra can be seen. It develops further with decreasing temperature, appearing considerably stronger at 500 mK. Another interesting feature, also clear at 500 mK, is some higher energy, broad, diffuse scattering. It corresponds to the so-called continuum of scattering in Yb₂Ti₂O₇, and the reason for its presence is still uncertain. However, it is clear that the continuum develops already much above the sharp phase transition temperature [see Fig. 3 panels (g)-(h)]. The most obvious difference between the spectrum at 500 mK and the one at 50 mK is the gap that opens at low-|Q|. This strong branch, around 0.2 meV is the single remnant of conventional spin-wave excitations in the apparent conventional ferromagnetic state of this compound.

In conclusion, basically all the dynamics measured in our Yb₂Ti₂O₇ sample, including the persistent paramagnetic scattering at a temperature as low as 50 mK, are exotic and, ultimately, also unique in Yb₂Ti₂O₇. Our work points out the complicated physics encoded in frustrated magnets. The unconventional coexistence of long-range order with persistent paramagnetic fluctuations and a continuum of scattering constitutes a still unsolved, challenging puzzle in modern condensed matter physics.

Strain and electric-field control of magnetism in supercrystalline iron oxide nanoparticle–BaTiO$_3$ composites
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Magnetoelectric (ME) materials are promising candidates for electric field controlled memory elements. The ability of a purely electric manipulation of the magnetization offers the opportunity to design energy efficient magnetoelectric random access memories (MERAMs) [1]. We reported the manipulation of the magnetism of self-assembled iron oxide nanoparticle (NP) monolayers on top of BaTiO$_3$ (BTO) single crystal. Strain induced magnetoelectric coupling (MEC) is observed. Cross-sectional scanning transmission electron microscopy (STEM) provide information about the layer structure of the sample. This work opens up viable possibilities for fabricating novel electronic devices by self-assembly techniques.

Magnetoelectric (ME) materials are systems where a magnetic field can manipulate the polarization or an electric field the magnetization. They have stimulated great research interest due to their potential applications in spintronics or multifunctional devices. Moreover, the possibility to switch the magnetization via an electric field could reduce the energy consumption to write data in electronic devices and offers the possibility to scale down magnetic random access memories (MRAMs) further.

However, ME systems based on nanoparticles (NPs) are very limited. NPs can be considered as building blocks for artificial super-structures. One prominent route is to employ the self-organization of NPs into regular arrangements, so called “supercrystalline lattices” or “supercrystals”. Such systems are particularly interesting because of their prospective applications as multifunctional materials. Ferromagnetic (FM) – ferroelectric (FE) or ferrimagnetic (FiM)–FE composites based on magnetic NPs are promising novel candidates for artificial nanoscale multiferroic devices. However, there are several open questions, e.g. what is the exact mechanism of MEC in such nanocomposites? How can it be tuned and optimized? Therefore, we investigated strain and electric field mediated magnetoelectric coupling (MEC) in a model system composed of a monolayer of self-assembled iron oxide NPs coupled to a BTO substrate.

Structural characterization of the NP ordering was also performed using SEM as displayed in Fig. 1(a) for the uncoated system. Fig. 1(b and c) show the results of different sample processing steps, i.e. after oxygen plasma etching to remove the oleic acid shells (Fig. 1b) with the 8 nm Ti layer between the substrate and NPs, and after coating the NPs with a 25 nm Au layer (Fig. 1c). The Au coating almost covers perfectly the NP layer as a percolated Au network embedding the NPs. This is evidenced by our STEM/EDX observation.

![FIG. 1:](image-url) (a) Zoomed-in on-top view of the BTO/NP sample observed by SEM. (b) A similar sample but with an 8 nm Ti layer deposited before spincoating the NPs. Moreover, the sample was treated in oxygen plasma (sample BTO/Ti/NP). (c) The same sample after deposition of a 25 nm Au capping layer on top of the NPs (sample BTO/Ti/NP/Au). (d–i) Z-Contrast high-angle annular-dark-field STEM image showing the stacking sequence of different layers in the BTO/Ti/NP/Au sample and the simultaneously collected EDX maps of Fe (blue), Au (pink), O (yellow), Ti (green) and Ba (red), respectively. Fig. 1(d) shows the morphology of the multilayer system viewed along the cross-sectional direction. The upper white area represents hereby the Au layer. The elemental maps (Fig. 1(e−i)) detected by EDX clearly identify the Au/NP, NP/Ti and Ti/BTO interfaces, in which the BTO/Ti and Ti/NP interfaces are further manifested by the dark-contrast that the top surface of the Ti layer is oxidized while the bottom surface is oxygen-free, i.e. the dark band at the Ti/BTO interface indicating a pure metallic Ti layer. In addition, the coverage of the Au layer of about half of the particle diameter is revealed from the Fe and Au maps, see Fig. 1(e and f). For these three sample structures we measured the magnetic moment as a function of temperature for (a) the untreated NP
monolayer on top of the BTO substrate (BTO/NP), (b) the oxygen plasma treated NP monolayer deposited onto a Ti buffered BTO substrate (BTO/Ti/NP), and (c) the complete system, where the NPs are embedded in an Au top layer (BTO/Ti/NP/Au). The comparison of the data from the three systems yields several interesting observations. For the sample BTO/NP, the FC and FW curves are basically identical to each other and only a slight kink at the R–O phase transition at 190 K can be seen (Fig. 2a). No MEC is expected here. We attribute this kink to the magnetic response of the dipolarily coupled NPs to a change of the BTO corrugation and hence to the slight positional rearrangement of the NPs.

For the sample BTO/Ti/NP, the FC and FW curves show magnetization steps near the R–O transition at 190 K and the O–T transition at 287 K (Fig. 2b). We assume that strain mediated MEC is responsible for the observed magnetization changes. The results obtained on the BTO/Ti/NP/Au sample also display magnetization jumps but with a significantly enhanced amplitude as shown in Fig. 2(c). Our interpretation is that the embedding Au layer effectively mediates the strain produced by the BTO substrate onto the NPs and hence increases the MEC between BTO and NPs. Second, one should note the sign of the magnetization changes and the relative amplitudes at the phase transition temperatures. The FC curve hereby displays an about three times larger jump compared to the FW curve. At the T–O transition at around 280 K the FC curve shows a negative magnetization step, whereas FW is basically unaffected.

We demonstrate that the magnetization of the Au/BTO/Ti/NP/Au system (with a thin BTO substrate) can be influenced by DC and AC electric fields. Fig. 3(a) shows the magnetic moment as a function of the applied DC electric field at room temperature. A typical butterfly shaped curve was obtained as expected from in-plane strain mediated MEC in ME composites.

Clearer evidence of a true MEC in contrast to possible artifacts is provided by probing the converse ME effect using magnetoelectric ac susceptibility (MEACS). The MEACS coefficient, $\alpha_{ME}$, as a function of temperature is displayed in Fig. 3(b). The same sample as above, Au/BTO/Ti/NP/Au, was measured upon cooling using a frequency of 1 Hz and an AC electric field amplitude of 3.2 kV cm$^{-1}$. The frequency and amplitude are chosen in such a way that the largest signal is observed while the electric field amplitude still probes the linear response regime which can be seen in Fig. 5(a). The curve shows two clear jumps in the BTO phase transition regions at 190 K and 280 K. Deep inside each phase the MEACS signal, being a direct probe of the MEC strength, is approximately constant. This is expected because inside a phase only a negligible change of strain occurs by lattice expansion. However, near the BTO phase transitions a large change of the MEC and hence a jump in the MEACS signal is observed due to the step-like transformation of the BTO lattice parameters, the change in the domain structure and consequently the change in the BTO surface morphology.

In conclusion, an efficient MEC effect with a large ME coefficient, between a supercrystalline monolayer of iron oxide NPs and a BTO substrate was demonstrated. The mechanism of the MEC effect can be understood as strain mediated coupling.

The figures are reproduced from [3] with permission from the Royal Society of Chemistry.
Atomic resolution imaging of YAlO$_3$: Ce in the chromatic and spherical aberration corrected PICO electron microscope
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The application of combined chromatic and spherical aberration correction in high-resolution transmission electron microscopy enables a significant improvement of the spatial resolution down to 50 pm. We demonstrate that such a resolution can be achieved in practice at 200 kV. The Y-Y-atom pairs in [010] projected yttrium orthoaluminate are successfully imaged together with the Al and the O atomic columns. Although the 57 pm pair separation is well demonstrated, separations between 55 pm and 80 pm are measured. This observation is tentatively attributed to structural relaxations and surface reconstruction in the very thin samples used. Quantification of the resolution limiting effective image spread is achieved based on an absolute match between experimental and simulated image intensity distributions, suggesting an instrumental resolution of 52 pm for the present experiment.

In a spherical aberration ($C_s$) and chromatic aberration ($C_C$) corrected electron microscope, the two major resolution limitations of previous instrument generations due to partial spatial and partial temporal coherence are significantly reduced. The spatial resolution of such an instrument is limited by an incoherent image spread which damps linear and non-linear contributions at the same image frequency by an equal amount. This is an essential qualitative difference compared to the previously dominating partial temporal coherence effects, which in general cause a different dampening of linear and non-linear contributions. Besides, the typical sources of image spread, such as mechanical vibrations of the specimen holder and electrical instabilities of beam deflectors, thermal magnetic field-noise, also known as Johnson noise, is currently considered as the major contribution to the image spread in the C-COR setup. The C-COR allows unwanted coherent axial aberrations of the imaging system to be reduced effectively up to the fourth order ($C_4$), leading to optimum phase-contrast transfer up to the information limit by adjusting also the fifth-order spherical aberration ($C_5$). The PICO microscope is equipped with an advanced version, C-COR+, of the image corrector. It is optimized for an as low as possible level of Johnson noise thus providing an improved resolution compared to that of C-COR at 200 kV.

In order to allow a comparison of the performance of different instruments, resolution has inevitably to be defined universally and independent of sample parameters. In reality, however, these parameters may be decisive for the direct perception of resolution in practical work. On the other hand, today, where information limits in the range of 50 pm are characterizing transmission electron microscopy (TEM), the dilemma of an insufficient image-signal separation due to sample parameters applies quite frequently and contrast simulations have become compulsory for image interpretation. These calculations are providing also an indirect access to the value of a microscope’s spatial resolution. However, a necessary condition in order to be able to extract the instrument resolution based on image simulations is a quantitative comparison of experimental intensities with calculated values on the same absolute scale. This has just recently been achieved. Within this numerical forward modeling of the imaging process in TEM the real atomic separation in the sample can be determined irrespective of whether this is directly visible in the images.

Here, we report on imaging b-axis oriented orthorhombic Ce-doped yttrium orthoaluminate (also known as yttrium-aluminium perovskite, YAP) with the Júlich PICO microscope operated at an acceleration voltage of 200 kV in TEM mode. We present details of the imaging experiments illustrating the performance of an instrument at the limit of what can be optically achieved today.

Our TEM images were taken employing the negative $C_{s}$ imaging (NCSI) technique on a 4k × 4k Gatan Ultrascan 4000 UHS camera at a sampling rate of 4.3 pm/pixel. Optimum contrast transfer for NCSI conditions considering third-order ($C_3$) spherical aberration and $C_5$ was treated.
Negative phase contrast, providing bright image contrast at atomic positions against a dark background, is obtained over a certain range of sample thicknesses for a negative value of $C_3$ combined with a positive value of $C_5$ and a positive defocus value $C_1$ (overfocus).

The YAP has the orthorhombic $Pnma$ structure with lattice parameters $a = 0.5330$ nm, $b = 0.7375$ nm and $c = 0.5180$ nm [1]. Fig. 1 shows schematically the projection of $2 \times 2 \times 2$ unit cells of the structure along the crystallographic $b = [010]$ zone axis. Both the Y-Y-atom pairs and the O-Al-O atom arrangement occur in two different orientations, where the latter is due to opposing rotations of corner-sharing oxygen octahedra as indicated by the circular arrows. Our simulated HRTEM images along this axis evidenced that there is a range of defocus and thickness values that allow the separation of the close Y-Y-atom pairs to be directly imaged.

Fig. 2(a) displays an experimental image. The schematic in the upper left corner depicts the projection according to Fig. 1. In this original unfiltered image, both the Y-Y-atom pair and the oxygen atoms are resolved with rather high contrast. Also the two different orientations of the projected O-Al-O arrangement are clearly visible. Frequently one of the two Y-atom columns forming a pair shows stronger contrast compared to the other. As confirmed by contrast simulations this indicates a difference of ±1 atom in length of the two columns. Individual Y-atom pair separations were measured by locally fitting two Gaussian functions to the image intensity distribution. The apparent pair distances vary between 55 pm and 80 pm with a mean value of 69 pm and a standard deviation of 8 pm, c.f. Fig. 2(b). We note that the 57 pm atom pair separation is clearly resolved for both pair orientations as shown in Fig. 2(a) and (c).

Quantification of the resolution limiting effective image spread is achieved by iteratively matching the experimental image with simulations at an absolute contrast level. From this contrast transfer limitation, we deduce an instrumental resolution of 52 pm for the present experiment.

![FIG. 2.](image)

Finally, we would like to acknowledge an earlier brief report on YAlO$_3$:Ce imaging by high-angle annular dark-field scanning TEM (STEM) [2]. Coherent TEM and incoherent STEM with 200 keV electrons show here comparable resolving power, as the close Y-Y separation can be directly observed in images obtained by either technique. However, in contrast to STEM, imaging by NCSI TEM shows also the oxygen atoms.

In conclusion, by application of combined $C_3$ and $C_5$ correction, the spatial resolution of transmission electron microscopes is significantly improved. This is demonstrated here by resolving the Y-Y-atom pairs in $b$-axis oriented YAlO$_3$:Ce with a nominal separation of 57 pm in images recorded at 200 kV with the Jülich $C_3$ and $C_5$ corrected PICO microscope. To the best of our knowledge, this demonstrates the highest direct resolution in coherent TEM atomic imaging in materials at 200 kV to date [3].

---
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Explorations of the high-pressure, high-temperature regimes for the economically relevant Fe−N system led to the discovery of an unprecedented form of FeN crystallizing with the nickel arsenide type of structure. In addition to the crystal structure, the magnetic properties and electronic structure of the new [NiAs]-type FeN were determined.

Determining the components and the physical properties of the iron−nitrogen system has attracted an enormous attention among materials scientists [1]. This quest was triggered by the ability of certain iron nitrides to serve as coatings for steel-based materials and as feasible magnetic recording media [1]. To date, examinations of the components for this system have solely resulted in the iron-rich nitrides Fe₁₆N₂, Fe₈N, Fe₄N, Fe₃N, Fe₂N, besides FeN [1]. To gain access to the nitrogen-rich components of this very system, explorations employing high temperatures and pressures have been conducted. In the course of these investigations, an unprecedented modification of equiatomic FeN has been discovered [2].

Previous investigations on the equiatomic FeN proposed two different structure models based on the zinc-blende type and the rock-salt type for FeN [3]. The new form of FeN crystallizes with the [NiAs] structure type (P6₃/mmc; at p = 0.0001 GPa; a = 2.80 Å; c = 5.02 Å; V = 34.05 Å³; Fig. 1) and was obtained from high-pressure and -temperature reactions. In particular, the [NiAs]-type of FeN was yielded from reactions of ⁵⁷Fe or ⁵⁷Fe₂N with nitrogen which was utilized as both pressure medium and reactant at pressures ≥ 10 GPa and temperatures of 1300 K. The crystal structure of the nitride was determined based on Rietveld refinements of powder X-ray diffraction patterns that were collected using synchrotron radiation. Furthermore, the magnetic properties of the reactants and the diverse products were monitored by means of synchrotron source Mößbauer spectroscopy experiments.

An inspection of the Mößbauer spectra (Fig. 2) revealed that an iron nitride with a composition close to Fe₂N/Fe₃N₁.₄ is obtained for temperatures up to 1300 K and pressures ≤ 10 GPa, while a magnetic sextet corresponding to the [NiAs]-type FeN is observed after annealing at temperatures ≥ 1300 K and pressures ≥ 10 GPa. This magnetic hyperfine splitting indicates a magnetic ground state for the [NiAs]-type FeN. Notably, additional laser heating of the [NiAs]-type FeN results in a transformation of FeN into Fe₂N⁵/Fe₃N₁.₄ at a pressure ≤ 10 GPa. The crystal structure of the new FeN is composed of hexagonal close-packed layers of nitrogen atoms with iron atoms residing in all octahedral voids for the equiatomic composition (Figure 1).
FIG. 3: a) Energy-volume curves and b) pressure-dependent enthalpies of the [ZnS]-type and [NiAs]-type FeN; c) and d): non-spin-polarized DOS and –pCOHP curves of the [NiAs]-type FeN; e) and f): spin-polarized DOS and –pCOHP curves of the [NiAs]-type FeN. Reprinted with permission from reference [2].

More specifically, the nitrogen atoms reside in trigonal prisms assembled by the iron atoms, while the iron atoms are surrounded by nitrogen octahedra sharing common faces along the c axis.

Previous research on the electronic structures of the zinc blende type and rock salt type FeN showed that the former type of structure should be preferred [4]. A comparison of the energy-volume curves and pressure-dependent enthalpies for the zinc blende type and [NiAs]-type FeN (Figure 3) indicates that the zinc blende type is more favorable for the equiatomic iron nitride. To identify the reasons for this structural preference at the atomic scale, we followed up with an analysis of the electronic structure for the new polymorph of FeN.

The features at the Fermi level, $E_F$, in the non-spin-polarized densities-of-states (DOS) and projected crystal orbital Hamilton population (pCOHP) curves clearly point to an electronically unfavorable situation for the [NiAs]-type FeN (Figure 3). In particular, the electronically unfavorable situation which is denoted by the position of $E_F$ at a maximum of the DOS and antibonding Fe–N interactions may be alleviated by approaching a magnetic state [5]. Indeed, the Fermi level falls in a pseudogap of the spin-polarized DOS of [NiAs]-type FeN – a typical fingerprint hinting to a ferromagnetic instability [5]. This outcome agrees well with experimentally determined magnetic hyperfine splitting of [NiAs]-type FeN (Figure 2). A comparison of the integrated values of the projected COHP curves (IpCOHP) of [NiAs]-type FeN to those of the zinc blende type FeN [2] reveals that the latter form comprises shorter Fe–N contacts providing larger –IpCOHP values relative to those in the [NiAs]-type FeN. Thus, it can be inferred that the tendency to adopt the zinc blende type stems from the attempt to maximize the overall bonding at the atomic scale.
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POWTEX is an instrumentation project for time-of-flight neutron powder-diffraction and texture studies at the research reactor FRM II. The instrument components, e.g., the tailor-made, innovative \textsuperscript{10}B-detector system, have been designed, significantly advanced, manufactured and tested. Concurrently, the development of a multi-dimensional Rietveld refinement method has been worked out to fully exploit the possibilities of the new instrument concepts.

POWTEX (see Figure 1) is a time-of-flight (TOF) neutron powder-diffractometer awaiting on-site construction and commissioning phase at MLZ/FRM II. Funded by Germany’s Federal Ministry of Education and Research (BMBF), it is built by RWTH Aachen University and Forschungszentrum Jülich, with contributions for texture analysis and dedicated sample environments from Göttingen University.

For powder diffraction, POWTEX aims for short measurement times and large sample throughput. It will give access to in situ chemical experiments, e.g., to characterize phase transitions as a function of $T$, $p$, and $B_0$. The diffractometer will accommodate large sample environments, e.g., a unique uniaxial deformation apparatus (Göttingen). For texture analysis, in situ deformation, annealing, simultaneous stress, etc., the large-area detector drastically reduces the need for sample tilting/rotation.

The double-elliptic neutron-guide system with the octagonal cross-section and a changing super-mirror coating \cite{1} focuses the neutrons on the sample with sizes of about $1 \times 1 \text{ cm}^2$ while reducing neutron background and providing a smooth and Gaussian-like divergence-distribution of the neutron-beam, which is very beneficial and TOF-untypical, for the Rietveld refinement process (see below). SwissNeutronics delivered the guide in early 2014. The chopper system is certainly another essential part of a time-of-flight diffractometer, which is built by the chopper group of the ZAT at the Forschungszentrum Jülich. The double-disk pulse-chopper located at the other focal point of the elliptic guide features chopper-disks with a diameter of 75 cm made from carbon-reinforced plastics on magnetic bearings at a very small distance of 5 mm between the two disks. Together with the small slit size ($1 \times 1 \text{ cm}^2$) it effectively forms an “eye of a needle” in space and time, which again reduces the neutron background at the sample and allows for a sharp pulse structure. Again, the latter is important for the Rietveld refinement, since the time-resolution mainly defines the regime of the best resolution at high 2$\theta$ values (back-scattering) allowing to separate two neighboring reflections.

For sure, the innovative large-area \textsuperscript{10}B-detector system \cite{2} manufactured by CDT GmbH, Heidelberg, is the very heart of POWTEX. The main detector parameters (resolution, efficiency) were tailored to the needs of POWTEX. The detectors on the surface of the cylindrical shape were manufactured and are running pre-commissioning tests, the detectors in the forward and backscattering positions (cylinder bottom) are in series production. The compact, cylinder-shaped design with almost no blind spots allows a cost-efficient and remarkably large-area coverage of 9 sr producing angular- and wavelength-dispersive diffraction patterns (intensity as function of 2$\theta$ and $\lambda$). Next to the mentioned detector parameters, the cylinder-shape of POWTEX (and other large-area TOF-diffractometers, e.g., DREAM at ESS, built upon the POWTEX concept) has a major influence on the Rietveld refinement process. The compact
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\caption{The POWTEX instrument and its main instrument components.}
\end{figure}
design results in a strong variation of the resolution \((\Delta d/d)\), i.e., for one specific \(d_{\text{meas}}\) measured at different detector-positions \((2\theta)\) and wavelengths \((\lambda)\).

Indeed, the varying resolution of individual reflections necessitates an extension to the traditional Rietveld method allowing the refinement of multi-dimensional data sets (see Figure 2).

The current approach at existing TOF instruments is to reduce, transform and integrate these data sets to the well-known one-dimensional diffraction patterns that can be routinely treated using standard Rietveld refinement packages. Depending on the instrument design, a significant amount of the originally available information is forever lost in the data reduction process. Furthermore, regions of varying resolution (peak width) and peak shapes are integrated to single reflections, which will lead to a complex overall peak shape in the reduced pattern, which are usually more complicated to refine.

Recently, we introduced an alternative approach [3] using the diffraction data in their pristine form by implementing a two-dimensional description of the peak shape/width variation. This is achieved by analyzing (fitting) the usual reference samples (e.g., diamond or NAC) for the so-called analytical and now two-dimensional instrument resolution function. In our approach we choose an alternate orthogonal, coordinate systems formed by a new variable called \(d_\perp\) (\(d\) perpendicular) and the \(d\)-spacing. This coordinate system seems a natural choice (among possibly others) as the curve defined by a single \(d_\perp\)-value is intersecting all reflections of a given diffraction pattern orthonormally, i.e., with the smallest possible width. As a further enhancement, we devised a resolution-adopted binning scheme, which has an impact on the refinement stability by achieving an optimized data-point density. Making use of these new features, we derived a multi-dimensional and fundamental (instead of the usually used arbitrary analytical) profile function that is based on instrumental parameters, experimental setup and sample geometry.

Additional peak width contributions originating from the sample can now be separated more precisely from instrumental effects.

A two-dimensional Rietveld refinement using the above technique is shown in Figure 3.

Although the future POWTEX instrument as well as the DREAM instrument at the ESS, because of their designs, will have a truly large benefit from the 2D approach, even for other instruments a major improvement regarding the right description of the instrumental resolution can be gained.

We are looking forward to the commissioning of POWTEX as a powerful instrument for chemist, physicist and geologist alike, optimized for performance regarding measurement speed, medium resolution and data analysis.
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A route to realize strain engineering in weakly bonded heterostructures is presented [1]. Such heterostructures, consisting of layered materials with a pronounced bond hierarchy of strong and weak bonds within and across their building blocks respectively, are anticipated to grow decoupled from each other. Hence, they are expected to be unsuitable for strain engineering as utilized for conventional materials which are strongly bonded isotropically. Here, it is shown for the first time that superlattices of layered chalcogenides (Sb₂Te₃/GeTe) behave neither as fully decoupled two-dimensional (2D) materials nor as covalently bonded three-dimensional (3D) materials. Instead, they form a novel class of 3D solids with an unparalleled atomic arrangement, featuring a distribution of lattice constants, which is tunable.

Two-dimensional (2D) materials are a rapidly growing research field, driven by their outstanding properties. Common to all of these 2D materials is a pronounced bond hierarchy, featuring strong bonds within the 2D building blocks, while weak bonds, which are denoted vdW gaps, link adjacent blocks [2]. One example for such materials are the quintuple layered V₂-VI₃ chalcogenides (e.g., Sb₂Te₃, Bi₂Te₃, and Bi₂Se₃). Also septuple, nontuple, and more complex layered systems can be created when alloying the latter class of materials with IV-VI chalcogenides like GeTe, SnTe, or PbTe.

The weak interlayer interaction allows the growth of heterostructures and superlattices of dissimilar 2D materials without epitaxial guidance (vdW epitaxy) [3]. Yet, it also creates adverse side effects such as poor adhesion and wetting [3,4]. More importantly, the weak coupling impedes strain engineering [5–8]. The engineering of strain is an elegant concept to tailor physical properties without changing composition. Heteroepitaxial growth provides a versatile platform to create such strained films on appropriately chosen substrates. With this goal in mind, we have investigated GeTe/Sb₂Te₃ superlattices (SLs). Here we show that such SLs, where a classical three-dimensional (3D) material (GeTe) is sandwiched between 2D blocks of Sb₂Te₃, behave neither as true 2D nor as 3D systems (see Fig. 1) but form a novel class of solids, instead.
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To explain these observations, the experimental data have been modeled assuming elastic energy minimization in the growing film. Therefore, a spring model has been developed in reference to similar models that were proven to describe physical properties in crystalline solids such as vibrational and thermal properties. In this first-order approximation, each fundamental building block (Sb$_2$Te$_3$ quintuple layer or GeTe bilayer) is modeled by springs with given spring and intrinsic lattice constants (see Figure 1b). The periodic structure of the SL is then accounted for by alternately repeating each sublayer, consisting of one or more building blocks. The number of springs in the sublayers is thus representative of their thickness. However, we still need to describe the coupling across the sublayers, and in particular the vdW gaps, adequately. To account for the bonding hierarchy typical of 2D materials, a coupling constant ε with 0 ≤ ε ≤ 1 is introduced, where the extreme values of 0 and 1 refer to the ideal 2D and 3D case, respectively. In a 3D heterostructure, the equilibrium length is given by the ratio of spring constants and layer thicknesses (right-hand side panel of Figure 1b). In a 2D heterostructure, since there is no coupling at all between adjacent blocks, each block possesses its own unstrained lattice constant.

**FIG. 2: (Left) Distribution of the in-plane lattice constant in the as-grown film predicted by our model, depicted here for the SL 6/3 case. The solid red squares display the in-plane lattice constant as a function of layer thickness of the as-grown film where $z = 0$ is the substrate/film interface. As reference, also the modeled RHEED signal during growth (dashed dark gray) and the position of the vdW gaps (vertical green lines) are displayed. Owing to the vdW gaps, the Sb$_2$Te$_3$ blocks (light blue) develop a distribution of in-plane lattice constants (see histogram on the right), while GeTe (orange) essentially reveals a single lattice constant.**

Within this model, the experimentally obtained RHEED data can only be reproduced by a partial coupling, that is, values of ε between the extreme cases of 2D ($ε = 0$) and 3D growth ($ε = 1$). Thus, the model is no longer purely elastic. In the case of a partially 2D bonded material, we anticipate that the as-grown SL develops a distribution of lattice constants, as the fundamental building blocks are most strongly influenced by their nearest neighbors. Hence, we employ the simulation to calculate the in-plane lattice constants of the as-grown SLs. This is displayed exemplarily for a SL of 6 nm Sb$_2$Te$_3$ and 3 nm GeTe in Figure 2, which contrasts the RHEED data (in-plane evolution of lattice constant during growth) with the distribution of in-plane lattice constants in the SL after deposition. As can be seen, the calculated lattice constants (solid red squares) indeed obey a wide distribution with values well between the extremes of the experimentally obtained RHEED data (dashed dark gray line). The simulations predict a jump in lattice constant at each vdW gap, while a single lattice constant characterizes the block between two vdW gaps. The lattice constants follow a periodic sequence, except for regions of broken periodicity (i.e., substrate–film interface ($z = 0$ nm) and the film surface ($z ≈ 40$ nm)). This pattern of lattice constants can be readily understood within our model. The distribution of lattice constants in Figure 2 is attributed to the partial coupling between Sb$_2$Te$_3$ blocks. This is highlighted by making a histogram of the lattice constants, sorted by blocks of Sb$_2$Te$_3$ (light blue) and GeTe (orange), respectively. Owing to their 3D character, the blocks of GeTe only develop a single lattice constant throughout the whole SL stack, while the Sb$_2$Te$_3$ blocks show several different lattice constants caused by the coupling loss at the vdW gaps between adjacent blocks.

In conclusion, we have presented evidence that p-bonded V$_2$V$_3$ as well as their alloys devise a gap of non pure vdW nature between the two chalcogenide atoms. This nonzero coupling distinguishes these materials from classical 2D compounds like graphene or TMDCs. Moreover, the larger coupling across the gap allows the tuning and engineering of strain. Most importantly, SLs of this class of materials develop a tunable distribution of in-plane lattice constants. Such a distribution of lattice constants within one solid has no precedent and is clearly beyond reach in classical 3D coupled solids. Therefore, heterostructures of such partially coupled 2D materials form a novel class of crystalline solids, which neither exhibit pure 2D nor 3D behavior but constitute an interesting and novel in-between state.
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Using finite-temperature determinantal quantum Monte Carlo calculations, we examined the pairing susceptibilities in the Hubbard model on the honeycomb lattice, focusing on doping levels onto and away from the van Hove singularity (VHS) filling. From analyzing the temperature dependence of pairing susceptibilities in various symmetry channels, we found the singlet $d + id$-wave to be the dominant pairing channel both at and away from the VHS filling.

We furthermore investigated the electronic susceptibility to a specific chiral spin density wave (SDW) order, which we find to be similarly relevant at the VHS, while it extenuates upon doping away from the VHS filling. At charge neutrality, corresponding to a half-filled lattice in the Hubbard model description of graphene’s π-electron system, a vanishing density of states at the Fermi level (the Dirac points) renders a semi-metallic state stable against instabilities from electron-electron interactions, even in the intermediate coupling regime. In contrast, upon doping well away from the Dirac points through chemical doping or electrical gating, correlation effects are expected to no longer be limited to the strong interaction regime. Indeed, various possible phases, such as superconducting instabilities, magnetism or charge/spin density waves have been considered to emerge in doped graphene: Several theoretical studies focused on superconducting states of correlated electrons on the honeycomb lattice of graphene, mainly within a local Hubbard model description (cf., e.g., Ref. [1] for a review). For example, based on mean field theory, Black-Schaffer et al. [2], suggest that graphene may become a $d + id$-wave superconductor over a wide range of doping, while other works suggest extended $s$-wave and $p + ip$-wave pairing states or $f$-wave pairing. In general, this problem is thus far from having reached a conclusion. An even more peculiar condition is obtained upon doping the electronic system onto the van Hove singularity (VHS), where the non-interacting extended Fermi surface exhibits perfect nesting. As a consequence, the pairing mechanism may be different from the one at more generic doping levels and furthermore the electronic system might exhibit host other types of orders, such as a Pomeranchuk instability [3], or a chiral spin density wave (SDW) order [4]. This states of affairs motivated us to examine this problem using finite-temperature determinantal quantum Monte Carlo (FT-DQMC), an essentially un-biased numerical algorithm.

FIG 1: Temperature dependence of the effective pairing susceptibilities at the VHS filling ($\rho = 0.75$) on the $L = 10,12$ and 14 lattices (with $2L^2$ sites) for (a) $U/t = 1$ and (b) $U/t = 2$.

In order to probe for superconducting instabilities, we examined the system’s susceptibility towards various previously proposed pairing channels for this model [5]. In particular, we consider the nearest-neighbor (NN) extended $s$-wave, $d + id$-wave and $p + ip$-wave pairing correlations, and consider also next-nearest-neighbor (NNN) $d + id$-wave, $p + ip$-wave and $f$-wave pairings. Within the QMC simulations, we can directly access the temperature dependence of the pairing susceptibilities for the various channels. These pairing susceptibilities are however strongly affected by the enhanced response of the free system at $U = 0$. We thus required to examine the various pairing channels based on the effective pairing interaction vertex. Here, we only discuss our results at the VHS filling, focusing on the larger system sizes $L = 10,12$ and 14, cf. the data shown in Fig. 1. We find – consistently among these larger system sizes – that the dominant pairing channel switches from the $f$-wave, which we observed on the $L = 6$ system (not shown here, cf. [5]), to the NN and NNN $d + id$-wave pairings when the lattice size is increased. The reason for this behavior may be that the fact that on these larger lattice sizes, we resolve a more narrow grid of momenta within the Brilliouin zone, thus better resolving the effective interactions near the momenta corresponding to the VHS in the density of states (DOS) – which is most important at the VHS filling. Another reason for this size dependence may be that due to the enhanced...
DOS at the VHS filling, other electronic instabilities compete with superconductivity. Indeed, based on a recent mean-field theory [4] and FRG calculations, a particular interesting chiral SDW state was argued to form the leading magnetic instability of the Hubbard model at the VHS filling. In the following section, we examine this scenario based on FT-DQMC simulations.

The chiral SDW state considered in Refs. [4] is characterized by the three independent nesting vectors $Q_i, i = 1, 2, 3$ of the free-system's Fermi surface at the VHS filling, which (folded back to the first Brillouin zone) correspond to the three independent $M$ points at the centers of the Brillouin zone edges. In terms of the reciprocal lattice vectors $\mathbf{b}_1$ and $\mathbf{b}_2$, these are $Q_1 = \frac{1}{2} \mathbf{b}_1$, $Q_2 = \frac{1}{2} \mathbf{b}_2$, $Q_3 = \frac{1}{2} (\mathbf{b}_1 + \mathbf{b}_2)$. For lattice sites on the $A$ and $B$ sublattices within a unit cell centered at position $\mathbf{R}$, the mean-field expectation values of the local spin operator in the chiral SDW state are proportional (up to a global rotation in spin space) to the local direction vectors $\vec{\mathbf{s}}(\mathbf{R}, \mathbf{Q}_i) = \frac{\mathbf{Q}_i}{|\mathbf{Q}_i|}$, where $\mathbf{Q}_i$ represents the local spin operator on the $A$ sublattice site within the unit cell at position $\mathbf{R}$, for a lattice site at position $\mathbf{R}$, and for lattice sizes $L = 12 \times 64$. The local spin operator on the $B$ sublattice site within the unit cell at position $\mathbf{R}$, for a lattice site at position $\mathbf{R}$, and for lattice sizes $L = 12 \times 64$.

Due to the sign problem, we were restricted to the weak coupling regime at the VHS filling, while at lower fillings beyond the VHS, we also accessed the weak to intermediate coupling regime. In both cases, we find NN and NNN d + id-wave pairing as the dominant pairing channels on the larger system sizes [5]. However, at the VHS filling, we observed strong finite-size effects in the dominant pairing symmetry. This may be taken as indication, that at this filling, due to the logarithmically diverging density of state and a nested Fermi surface also other electronic instabilities may be relevant. In fact, we observe from measuring appropriate structure factors and magnetic susceptibilities that a previously proposed chiral spin density wave state shows a robust enhancement near the VHS filling, but weakens quickly upon doping away from the VHS point. For the future, it will be interesting to extend also previous dynamical cluster approximation studies [6] to consider the competition among the superconducting and magnetic instabilities of the doped honeycomb lattice Hubbard model.
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High-resolution nanopatterning techniques are in high demand for various applications in academia and industrial research, ranging from pre-patterning of substrates to resist characterization, development and its processing optimization. In photon-based lithography the quality of the resist pattern is directly related to the quality of the aerial image that is utilized for the exposure of the photoresist. Approaches that are based on interference effects can provide very homogeneous intensity modulations over large areas. The intensity modulation in mask-based interference approaches is defined only by the transmission mask and the source emission properties since there are no additional optical elements necessary. The realization of such approaches with short wavelength radiation allows for high-quality nanopatterning on the 10-nm-scale. Additionally, interference effects can lead to more relaxed transmission mask fabrication requirements since mask defects can be compensated and structure sizes on wafers is typically smaller than those on masks.

The Extreme Ultraviolet (EUV) Laboratory Exposure Tool (EUV-LET) is developed at RWTH Aachen University, Chair for Technology of Optical Systems (RWTH-TOS), in cooperation with Fraunhofer Institute for Laser Technology (Fraunhofer ILT) and Bruker ASC GmbH. The main components of the compact exposure tool are a discharge-produced plasma (DPP) source, efficient phase-shifting masks and a high-precision positioning system for mask and wafer inside of a vacuum vessel (Fig. 1). By varying and controlling the distance between mask and wafer, the tool can be used for proximity [1] and interference lithography [2, 3]. The main purpose of this compact nanopatterning setup is the operation in research facilities and small batch production, where the fabrication of dense high-resolution periodic arrays over large areas (~cm²) is required. The method can be used to create highly efficient nanostructured AR-coatings, wire-grid polarizers and templates for directed self-assembly of highly uniform quantum dot arrays.

EUV radiation is created by the commercially available xenon/argon DPP source which is developed at Fraunhofer ILT. Broadband EUV radiation is emitted in a wavelength range from 10 nm to 20 nm and the working wavelength can be selected by spectral filtering or variation of the working gases. The EUV-LET is optimized for a working wavelength of 10.9 nm (3.1 % bandwidth) to achieve a maximized throughput and fulfill the coherence requirements for interference lithography [4]. Source monitoring is realized by a diode-based dose monitor with a full range transmission filter in combination with a compact in-line transmission grating spectrograph (TGS) that is used for measuring the spectral distribution of the source in between exposures (s. Fig. 1).

FIG. 1: Photograph of the EUV Laboratory Exposure Tool (EUV-LET). The main components are labeled in the schematic drawing (inset).

The required transmission masks are the key component in this approach and need to be fabricated for each structure half-pitch (HP). Simple and robust fabrication technologies are developed at Helmholtz Nanoelectronic Facility (HNF), Research Center Jülich [5], in order to create amplitude [6] and phase-shifting masks [7] for proximity and interference lithography. An efficient fabrication of the masks is achieved by minimizing the required number of process steps. Optimized parameters for the electron beam lithography of the polymer layer (1:1 copolymer of α-chloromethacrylate and α-methylstylene, C13H15ClO2) on top of an ultrathin SiNx-membrane with 30 nm thickness lead to high-aspect ratio mask structures down to 30 nm half-pitch. The polymer contrast is enhanced by a cold development procedure and pattern collapse.
(induced by capillary forces) is minimized by isopropanol evaporation. This results in a process flow consisting of four main-steps (s. Fig. 2).

FIG. 2: Top: Process flow for the developed mask fabrication process. Bottom: Top-down SEM image of 30 nm HP mask. Right side: Cross-sectional SEM images of fabricated mask structures with HPs of 30 nm (b), 40 nm (c) and 50 nm (d).

The spin-on polymer thickness is optimized to achieve a maximum first diffraction order efficiency of up to 42 % (intensities into all 1st diffraction orders) providing sufficient aerial image contrast at the exposure distances and resulting in a maximal process latitude. Measurements of the achieved diffraction efficiencies and the expected aerial image contrast are carried out directly within the EUV-LET. A high yield of the patterning process is established by an in-line mask inspection procedure before exposure.

An ultimate resolution is achieved by utilization of the achromatic Talbot effect, which is an effective method when broadband radiation is used since all diffraction orders contribute to the intensity modulation. The intensity modulation is stationary and achromatic within the distance window, which is mainly defined by the spatial coherence in the mask plane and the spectral bandwidth of EUV radiation. The distance window appears at short distance behind the mask and has a depth of field of 10 µm to 20 µm (s. Fig. 3).

FIG. 3: Schematic drawing of achromatic Talbot lithography approach (left). Calculated distance window for the EUV-LET (right).

By positioning the resist-coated wafer within the distance window, a pattern demagnification of a factor of \( \sqrt{2} \) can be achieved for 2D structures (s. Fig. 4).

FIG. 4: Typical exposure results in achromatic Talbot distance. Compared to the mask half-pitch, the wafer half-pitch is reduced by a factor of \( \sqrt{2} \) (and tilted by 45°).

Scalable single exposure fields of several square millimeters are exposed and repeated laterally to cover even larger areas. The unusable field stitching border, caused by mask edge diffraction is typically below 3 µm thanks to close mask-to-wafer distances during exposures. Exposure times are less than a minute for an EUV-Resist with a sensitivity of 15 mJ/cm², demonstrating the high-throughput of the developed method.

With the available photoresists and mask fabrication technology we have demonstrated 37.5 nm lines-and-spaces and 28 nm half-pitch hole arrays, setting so far a world record for structure sizes produced by achromatic Talbot lithography and approaching the theoretical resolution limit of 10 nm half-pitch [8].
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Quasicrystals (QCs) lack real-space periodicity and possess symmetry axes that are forbidden in periodic crystals. They exhibit rotational symmetry axes such as fivefold, eightfold, tenfold and twelvefold. We investigated the formation of a two-dimensional dodecagonal fullerene quasicrystal on a Pt₃Ti(111) surface, which can be described in terms of a square–triangle tiling. Employing density functional theory calculations, we identify the complex adsorption energy landscape of the Pt-terminated Pt₃Ti surface that is responsible for the quasicrystal formation. We demonstrate the presence of quasicrystal-specific phason strain, which provides the degree of freedom required to accommodate the quasicrystalline structure on the periodic substrate. Our results reveal detailed insight into an interface-driven formation mechanism and open the way to the creation of tailored fullerene quasicrystals with specific physical properties.

In the present contribution we report on fullerenes (C₆₀) adsorbed on a Pt₃Ti(111) single crystal terminated by two layers of Pt [1,2]. The resulting fullerene monolayer is characterized by low-energy electron diffraction (LEED) and scanning tunnelling microscopy (STM) supported by density functional theory (DFT) calculations. We will show that rather unforeseen domains of apparently dodecagonal fullerene QCs emerge and discuss the formation mechanism. More precisely, the self-assembly of fullerenes at 320 K results in a monolayer with non-periodic and hexagonal domains. The analysis of four, large-scale STM images revealed that on average the non-periodic domains cover 60–70% of the surface area. However, these domains without real-space periodicity exhibit 12-fold symmetry and a discrete diffraction pattern. Therefore, we interpret them as two-dimensional dodecagonal QCs. This finding is highly unexpected since fullerenes otherwise form periodic structures on (111) surfaces of various metals [3]. This behaviour is strikingly different from that associated with the templated growth of fullerenes [4], the self-assembly of molecular 2D QCs driven by hydrogen bonding or metal-organic network formation.
The coloured regions in Fig. 2a exhibit that the different approximants are randomly distributed.

Since a direct geometrical origin for the formation of dodecahedral symmetry can be excluded, we analysed with the help of DFT calculations the energetic landscape given by the adsorption energies of a fullerene molecule adsorbed on the 2Pt-Pt3Ti(111) surface. A remarkable result is that the Ti atoms beneath the two Pt overlayers affect the adsorption energies on otherwise similar positions on the first atomic layer. It is important to note that the distances between the energetically avoured adsorption sites do not correspond to the preferred C60-C60 intermolecular distance. However, these adsorption sites are threefold degenerate, indicating that fullerenes have a degree of freedom to adjust their nearest-neighbour distance within a surface area of 0.13 nm² (Fig. 3).

As a direct consequence of this substrate-induced complex adsorption energy landscape, a QC monolayer results while optimizing the fullerene-substrate interactions. The origin of the observed 2D quasicrystalline structure can thus be assigned to interfacial interactions between the self-assembled monolayer of fullerenes and the periodic 2Pt-Pt3Ti(111) surface. Therefore, C60 on 2Pt-Pt3Ti(111) belongs to a new and previously unknown class of dodecagonal QCs.

Our study demonstrates the generation of QCs by tuning an adsorption-energy landscape through the introduction of suitable atoms in subsurface layers of a periodic substrate. This concept can be applied to other organic molecules, such as endo-fullerenes and functionalized fullerenes. Our results have significant implications for the directed synthesis of a wide variety of quasicrystalline structures, whose physical properties are tunable by the choice of substrate or adsorbed molecules.

Influence of Ion Specific Effects on the Immobilization of Gold Nanoparticles on Metal Surfaces

C. Kaulen and U. Simon
Institute of Inorganic Chemistry, RWTH Aachen University, Germany

The immobilization of gold nanoparticles (AuNPs) on metal surfaces has great impact on many fields in research and technology. Due to their unique optoelectronic properties, ligand stabilized AuNPs are used for the construction of metamaterials, sensing of biomolecules or as building units in nanoelectronic devices. In this context, we report on the immobilization of carboxylic acid functionalized AuNPs on metal surfaces and their salt induced aggregation in electrolyte solution as a function of the monovalent cations Li^+, Na^+, K^+ and Cs^+. Both assembly processes are clearly influenced in the same manner by addition of the different cations, showing that the interaction of the functional end groups of the AuNPs with the added cations is responsible for the observed effects.

We are aiming to integrate ligand stabilized AuNPs by self-assembly between nanogap electrodes, in a directed manner, thus building up hybrid electronic devices with advanced functionality [1]. Against this background, we investigated the differential adsorption of ligand stabilized AuNPs on pristine AuPd-alloy and Pt surfaces depending on the pH and the ionic strength of the immobilization solution [2]. We found that AuNPs functionalized with mercapto-octanonic acid (Au-MOA) adsorb to Pt surfaces with high selectivity. Additionally, we tuned selectivity and coverage density of the adsorbed AuNPs by adjusting the ionic strength of the colloidal solution.

Following the theory of ion specific effects, ions are arranged according to their ability of structuring the surrounding water. Small ions with high charge density and strongly bound hydration shell are considered kosmotropic, while big ions with low charge density and a loosely bound hydration shell are called chaotropic. According to the concept of like-likes-like, ion pairing of two kosmotropic ions as well as ion pairing of two chaotropic ions occurs in aqueous solution. The carboxylate anion is considered kosmotropic, which theoretically forms strong ion pairs with kosmotropic cations like Li^+ or Na^+. Therefore, interactions of different monovalent cations with charged (-COO^-) and uncharged (-COOH) terminal groups on the AuNPs should influence the covering density of the particles on metal surfaces as well as their salt induced precipitation. Therefore, we investigated the adsorption characteristics of carboxylic acid terminated Au-MOA on pristine AuPd and Pt surfaces in the presence of different monovalent chloride salts MCl (M = Li^+, Na^+, K^+, Cs^+) [3]. Based on these considerations, we synthesized Au-MOA with a mean diameter of 13.1 nm ± 1.3 nm from citrate stabilized AuNPs by ligand exchange with MOA as previously published [2]. The purified Au-MOA were dissolved in HEPES buffer at pH 9 containing 10 mmol MCl (M = Li^+, Na^+, K^+, Cs^+). Subsequently, 10 µl of the freshly prepared Au-MOA solutions were drop cast on the structured AuPd/Pt substrates. This kind of sample preparation was used to emulate the trapping of the AuNPs within the electrode nanogaps. After 45 min, the substrates were rinsed with water, dried in a nitrogen stream and SEM and images were taken from nine different spots on each substrate. Representative SEM images and the determined covering densities are shown in Fig. 1.

![Representative SEM images of adsorption experiments of Au-MOA after adding the monovalent salts MCl (M = Li, Na, K, Cs, the sizes of the schematic drawings of the cations are in relation to their actual ionic radii) and b) the determined covering densities, scale bar represents 500 nm.](image-url)
The results reveal that the highest amount of surface coverage density was determined in the presence of Li⁺ and the lowest amount of AuNPs adsorbed on Pt was observed in the presence of Na⁺. In the presence of K⁺ and Cs⁺ the amount of AuNPs was slightly higher than in the presence of Na⁺. Moreover, in all experiments we found preferential adsorption on the Pt surface.

To get a deeper understanding of the interactions of the charged end groups with ions we investigated the aggregation behavior of Au-MOA in electrolyte solutions. Aggregation occurs when the charges of the end groups are shielded due to the formation of ion-pairs with the available ions in solution and thereby the electrostatic repulsion is reduced, that particle collisions lead to precipitation. Therefore, we prepared a stock solution of Au-MOA in HEPES/TRIS buffer at pH 9. We took samples from this stock solution and added different amounts of a 1 M MCl solution ending up in final salt concentrations varying from 40 mM to 250 mM. Immediately after mixing of the sample, UV-vis spectroscopy revealed a significant red shift of the AuNPs’ plasmon resonance indicating aggregation. To determine the ratio of single particles to aggregates the ratio of absorbance \( R \) at 520 nm relative to the absorbance at 620 nm was calculated and plotted as a function of time. In order to compare the stability of the AuNPs in the different salt solutions, we fitted the aggregation curves by a first order exponential decay function:

\[
y = y_0 + A_1 e^{-t/k}
\]  

From these fit curves the rate constants \( k \) of the aggregation were calculated by \( k = 1/t \). Time dependent UV-vis spectra, progression of the ratio of absorbance and the plot of the aggregation constants as function of the salt concentration are shown in Fig. 2. Based on these results the stability of Au-MOA decreased in MCl solutions in the following order: Cs>Li>K>Na. That means the terminal carboxylic acid group forms strong ion pairs with Na⁺ and K⁺ and solvent separated ion pairs with Li⁺ and Cs⁺. As stated before, the carboxylic acid group is a kosmotropic anion, which is expected to form strong ion pairs with kosmotropic cations like Li⁺ and Na⁺. This correlates with our observations for Na⁺ but Li⁺ seems to act more like a soft cation. Apparently, the strong hydration shell of Li⁺ prevents charge compensation of the overall negatively charged Au-MOA and thereby hampers salt induced aggregation.

Comparing the aggregation experiments with the results of the immobilization, we found for Au-MOA a decreasing covering density on Pt upon addition of salts in the following order: Li⁺>Cs⁺>K⁺>Na⁺. The aggregation experiments led to comparable trends, i.e., decreasing stability in salt solutions in the following order: Cs⁺>Li⁺>K⁺>Na⁺. This consistence suggests that the interplay of the added ions with the charged end groups influences the aggregation in the same manner as the adsorption of the AuNPs, which represents a useful insight for future investigations on the immobilization of charged AuNPs on metal surfaces.

![Fig. 2: Time dependent absorption spectra of Au-MOA in HEPES/TRIS at pH 9 after adding NaCl (final concentration 50 mM), spectra were taken every 3 minutes over 1 h. b) Progression of the ratio of absorbance \( R \) (symbols) for NaCl concentrations from 40 mM to 80 mM and the respective fit curves (lines) fitted by a first order exponential decay function. c) Semi-logarithmic plot of the aggregation constant \( k \) as a function of electrolyte concentration for the time dependent aggregation of Au-MOA. The higher the value of \( k \), the faster the aggregation proceeds.

These results allow further control of the self-assembly of charged NPs in solution and on metal surfaces, which can be used for the development of sensors, metamaterials and the implementation of functionalized AuNPs within electronic devices.

TiO₂ Nanoparticle Monolayers: Self-Assembly and Resistive Switching
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Resistive switching is considered as highly promising technology for advanced non-volatile data storage. Up to now devices are fabricated following top-down routes that apply thin films sandwiched between electrodes. Previously we demonstrated that resistive switching (RS) is also feasible on chemically synthesized nanoparticles (NPs) having diameters in the 50 nm range. We now developed this approach further to the sub-10 nm range and thereby go below the size range achievable by means of lithographic techniques. In this work, we report RS of sub-10 nm TiO₂ NPs that were self-assembled into monolayers and transferred onto metallic substrates. We electrically characterized these monolayers in regard to their RS properties by means of a nanorobotics system in a scanning electron microscope, and found features typical of bipolar resistive switching.

The increasing demand for digital data storage will require new, non-volatile data storage technologies in the near future. Resistive random access memories (RRAM) are promising candidates for such applications [1,2]. They rely on resistive switching (RS), which results from a resistance change of a functional layer sandwiched between metal electrodes. RRAM devices are typically composed of a metal–insulator–metal layer structure, mainly in the form of thin films that are structured by means of lithographic (top-down) techniques. As an alternative approach, nanoparticle (NP) thin films formed via chemical synthesis and assembly can be utilized as a functional layer in RS devices. Such a bottom–up approach in principle allows the fabrication of cell dimensions that exceed the size limits of top–down approaches. From a technological point of view, NPs can be synthesized via inexpensive methods and under mild reaction conditions. Subsequently, the NPs can be deposited on the electrodes using solution-based techniques that are suitable for organic or polymeric substrates, thus leading to flexible memory devices.

Recently, we reported the RS of individual TiO₂ NPs with sizes as small as 50 nm [3]. In order to go below the size range achievable by means of lithographic techniques, we present now the synthesis and the self-assembly of sub-10 nm TiO₂ NPs and their resistive switching properties.

The synthesis of the sub-10 nm TiO₂ NPs followed a procedure first reported by Dinh et al. [4]. For this purpose, titanium butoxide was used as titanium precursor, oleylamine and oleic acid were used as capping agents. Spherical NPs with anatase structure were obtained. For self-assembly and monolayer formation, the TiO₂ NPs were dispersed in an organic solvent and were dropped on a water surface with a controlled surface curvature. Due to the evaporation of the organic solvent, a self-assembled monolayer was formed on the water surface. As can be derived from Fig. 1, extended continuous self-assembled NP monolayer films of approximately 1 µm² in size were formed with close packing. Fourier transformation by means of the Software ImageJ (Version 1.43u) revealed the hexagonal symmetry of the particle packing with a center-to-center spacing of ca. (9 ± 1) nm, which corresponds to the dimensions of the NPs, plus the approximately 2 nm length of the oleic acid and oleylamine ligands.

FIG. 1: Exemplary TEM images of the self-assembled TiO₂ NP film with decreasing magnification (a,b). The inset in (b) shows the fast Fourier transformation of the black highlighted area of the monolayer. Reprinted from [3].

For the RS experiments, the monolayers were transferred to Pt/Ir substrates by means of microcontact printing.

Images derived from TEM and AFM measurements indicate that the monolayers were successfully transferred to the Pt/Ir substrates. Fig.
2 displays an exemplary AFM image including the respective height profile.

**FIG. 2:** Exemplary AFM image of a TiO$_2$ NP film after transferring to Pt/Ir surface (a) and the corresponding height profile (b). Reprinted from [3].

For the electrical measurements, a nanorobotics system in a FE-SEM was applied [5]. Prior to the switching experiments, oxygen plasma cleaning was applied to remove the oleylamine/oleic acid ligands. As top electrodes, we used Pt/Ir coated AFM tips. While the voltage was applied to the tip, the planar Pt/Ir bottom electrode was set to ground. A schematic illustration of the experimental setup and an exemplary SEM image are displayed in Fig. 3a, b, respectively.

**FIG. 3:** Schematic illustrations of the (Pt/Ir)/TiO$_2$ NP film/(Pt/Ir tip) device (a). Exemplary SEM image of a TiO$_2$ NP film on the Pt/Ir surface, exhibiting mono- and multilayers. On the left hand side, the Pt/Ir coated tip electrode is visible (b). Reprinted from [3].

The RS properties were tested with a current compliance of up to 10 µA to protect the TiO$_2$ NP layer, as well as the metal coating of the measurement tips. The $I$–$V$ curve shown in Fig. 4 was recorded on a TiO$_2$ NP monolayer. It exhibits typical bipolar resistive switching (BRS) with a SET process of the device from the high resistance state (HRS) into the low resistance state (LRS) at a voltage of ca. −2.5 V. The RESET process occurred over a voltage range from 1.0 V to approximately 2.8 V, and switched the device back into the HRS. As exemplary shown in Fig. 4, in most experiments, we observed counter eight wise switching polarity, whereby hysteresis and the current are larger at a negative voltage polarity compared with the positive voltage polarity.

**FIG. 4:** $I$–$V$ curve recorded on a TiO$_2$ NP monolayer exhibiting bipolar resistive switching (BRS) properties. The arrows and letters besides the plotted curves depict voltage sweep direction. Reprinted from [3].

In general, the switching polarity of a BRS device is determined by a microstructurally asymmetric cell design, or a voltage/current-controlled electroforming process. The underlying switching mechanism for valence change memories is generally explained by a formation and rupture of a conductive filament inside the insulating TiO$_2$ matrix due to the redistribution of oxygen vacancies under an applied electric field, and the effect of Joule heating. This gives rise to a resistance hysteresis exhibiting the counter eight wise polarity.

In summary, we synthesized TiO$_2$ NPs with a size below 10 nm by a solvothermal method. Self-assembly of TiO$_2$ NP monolayers was achieved with dense packed monolayers in an area of 1 µm$^2$. As the TiO$_2$ NP films were prepared on a water surface, they had to be transferred onto metallic surfaces in order to subsequently electrically characterize the NPs. We successfully executed a microcontact printing to transfer the self-assembled film to Pt/Ir surfaces that acted as bottom electrodes during resistive switching experiments. The electrical characterization of the self-assembled TiO$_2$ NP films on Pt/Ir bottom electrodes was performed by means of a nanorobotics setup SEM and revealed BRS-like behavior.
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Magnetite nanoparticles exhibit magnetic properties that are size and organization dependent and, for applications that rely on their magnetic state, they usually have to be monodisperse. Forming such particles, however, has remained a challenge. We synthesize 40 nm particles of magnetite in the presence of polyarginine and show that they are composed of 10 nm building blocks, yet diffract like single crystals. We use both bulk magnetic measurements and magnetic induction maps recorded from individual particles using off-axis electron holography to show that each 40 nm particle typically contains a single magnetic domain. The magnetic state is therefore determined primarily by the size of the superstructure and not by the sizes of the constituent sub-units. Our results fundamentally demonstrate the structure – property relationship in a magnetic mesoparticle [1].

Magnetite is a ubiquitous iron oxide mineral that is found on Earth and in planetary settings, as well as in the biological world. Magnetite nanoparticles have numerous industrial and technological applications, which often require well-defined magnetic behaviour. The magnetic properties of magnetite are dependent on Néel relaxation, which in turn depends on particle size, morphology and interparticle interactions, as well as on the temperature and time-scale of the measurement. For example, for a measurement time of 100 ms at room temperature, isolated equidimensional magnetite particles that have diameters of less than approximately 25 nm are superparamagnetic (SP), i.e., the directions of their magnetic moments change due to thermal fluctuations on the order of the measurement time. Particles with diameters of approximately 25 to 80 nm are typically magnetized homogeneously and considered to be stable single domain (SSD), i.e., thermally blocked, magnetic states with uniform magnetization. Particles that are larger than 80 nm are usually multi-domain (MD), i.e. each particle is split into magnetic domains. Synthesized magnetite nanoparticles are generally considered to be individual magnetic units. However, magnetite superstructures have been reported that are based on sub-units potentially too large to display SP behaviour, while the particles themselves are too large to display SSD behaviour. Here, we show that the addition of polyarginine to aqueous solution [2] mostly leads to the formation of 40 nm monodisperse magnetite particles that are made from 10 nm sub-domains, yet possess true SSD properties.

Transmission electron microscopy (TEM) is used to study the sizes, shapes, structures and compositions of the particles, as well as the crystallographic orientations of individual nanocrystals within particles. The nanoparticles were found to distribute themselves into two-dimensional clusters or self-organized chains when deposited on TEM grids (Fig. 1(a) and (b)). The measured size distribution of the particles indicates that they are monodisperse, with a mean diameter of 36.7 ± 3.7 nm (inset to Fig. 1(b)).

We use off-axis electron holography (EH) in the TEM to study the magnetic induction associated with individual magnetite particles arranged in rings and chains, in order to examine the magnetization states within the mesocrystals and
interactions between them. A representative magnetic induction map recorded from a ring of six magnetite particles demonstrates that each particle contains a single magnetic domain (Fig. 2(a)), while the ring configuration of the particles constrains the magnetic field to form a flux-closed state. A similar magnetic induction map of a chain configuration also indicates that most of the particles are single magnetic domains, with the direction of the magnetic induction now determined by the overall direction of the chain (Fig. 2(b)). Two of the largest (ca. 50 nm) particles that are visible in Fig. 2(b), however, appear to have multi-domain states, as suggested by the changes in the directions of the contour lines and colours within them. Each 40 nm magnetite particle can be regarded as a “magnetic mesoparticle”. It is composed of a number of SP sub-units but its magnetic properties are determined by the size of the superstructure, rather than that of its components, reminiscent of the structural properties of mesocrystals.

We also analyse the bulk magnetic properties of the sample. The nanoparticles showed a thin hysteresis loop, with a coercivity $H_c$ of 4.2 mT. The magnetization is saturated by 200 mT, while the ratio of saturation remanent magnetization ($M_r$) to saturation magnetization ($M_s$) is 0.29. A backfield isothermal remanent magnetization (IRM) curve is saturated by approximately 150 mT. These results indicate that the synthesized magnetite is pure and shows no significant degree of oxidation.

We speculate on the possible mechanism that results in the controlled organization of the sub-units. We performed syntheses over prolonged periods of time (up to 5 h), but did not observe particle growth. the formation of our particles does not occur by simple stabilization of primary particles by polyarginine but is thought to occur in a three-stage process, whereby the particles first form and then aggregate into magnetite nanoparticles (our sub-units) with sizes of approximately 10 nm. This size agrees well with the sizes of the sub-units observed in the 40 nm particles. The sub-units possibly aggregate via oriented attachment. A potential reason for this behaviour is that the magnetite surface is negatively charged at the pH of our synthesis whereas the guanidine group of polyR is positively charged. As a result, polyR may serve as an “electrostatic glue” for the aggregation of the sub-units, similarly to what has been observed for ellipsoid hematite particles. The uniform sizes of our particles demonstrate that the synthesis method leads to SSD magnetite particles with a narrow particle size distribution, despite the fact that the particles are made of smaller SP sub-units.

**FIG. 2:** Magnetic induction maps recorded in magnetic field-free-conditions using off-axis electron holography from (a) a ring and (b) a chain of magnetite particles. The colours and contours show the direction and strength of the projected in-plane magnetic flux density, respectively. A colour wheel is shown as an inset at the lower left corner of each image. The magnetic phase contour spacing is $2\pi/256$ radians in each image. The white arrows indicate the direction of the magnetic induction in each particle. A thin white line marks the outer edge of each particle.

In summary, we have used 40 nm magnetite particles composed of ca. 10 nm sub-units as a model system to study the relationship between the structures and magnetic properties of nanoscale magnetite particles. We have shown that the magnetic properties of each magnetite mesocrystal are dominated by those of the superstructure.

Direct imaging of a zero-field target skyrmion and its polarity switch in a chiral magnetic nanodisk
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A target skyrmion (Sk) is a flux-closed spin texture that has two-fold degeneracy and is promising as a binary state in next generation universal memories. Although its formation in nanopatterned chiral magnets has been predicted, its observation has remained challenging. We use off-axis electron holography (EH) to record images of target Sks in a nanodisk of the chiral magnet FeGe. We compare experimental measurements with numerical simulations, demonstrate switching between two stable degenerate target Sk ground states that have opposite polarities and rotation senses and discuss the observed switching mechanism [1].

Magnetic Sks, which are characterized by topological indices, exhibit novel dynamics and are of interest as carriers of binary digits or logic elements in future spintronic devices. The engineering difficulty and energy consumption of such devices would be reduced by the realization of zero-field Sk states. The stabilization of Sks in chiral magnets usually results from a combination of ferromagnetic exchange, anti-symmetric chiral Dzyaloshinskii-Moriya (DM) interactions and the presence of an externally applied magnetic field, with the first two coupling terms giving rise to a spin helix ground state. However, a zero-field Sk is predicted to be possible in a nanopatterned structure because the magnetostatic energy then prefers a flux-closed state. This exotic topological texture is termed target skyrmion.

A major obstacle that hinders the imaging of the magnetic texture of a target Sk is the fact that the size of the nanodisk that supports it must be comparable to the size \( a_{sk} \) of the Sk itself (<100 nm). The study of smaller samples by Lorentz transmission electron microscopy (TEM) has been hindered both by sample preparation and by limitations in the spatial resolution of magnetic imaging techniques. Such unwanted contributions to the recorded contrast can be eliminated more easily when using off-axis electron holography (EH) in the TEM [2]. EH has been used to provide direct access to magnetic phase shift and projected in-plane magnetization of FeGe thin films with nm spatial resolution [3].

FIG. 1: (a, b) Magnetization configurations of two-fold-degenerate target skyrmions for \( p = -1 \) and \( p = +1 \), respectively. (c, d) In-plane magnetization in the target skyrmions in (a) and (b), respectively with colors and arrows used to indicate the rotational sense of the in-plane magnetization, according to the color wheel shown. The black dashed lines in (a) and (b) and the thin red lines in (c) and (d) mark the boundaries between the skyrmions and the circular edge twists.

A target Sk consists of a central Sk surrounded by one or more concentric helical stripes (Fig. 1) and
can be regarded as a curved spin helical state. From the center of the disk to its boundary, the out-of-plane component of the magnetic moment rotates by an angle $\phi$ that is larger than the value of $\pi$ for a typical Sk. As a result of the boundary confinement, the outermost spin helix, which is termed an edge twist, may correspond to an irrational fraction of a period. There are two parameters—the polarity $p$ and the circularity $c$—to describe the direction of the out-of-plane magnetization at the center of a target Sk and the rotational sense of its in-plane magnetization, respectively. The out-of-plane magnetization at the core can point either up ($p=+1$) or down ($p=-1$), while the in-plane magnetization can rotate either clockwise ($c=+1$) or counterclockwise ($c=-1$). The circularity $c$ of the center Sk and the edge twist have opposite values. As a result of the fixed handedness and sign of the DM interaction, $c$ is determined uniquely once $p$ has been defined. In zero magnetic field, two degenerate configurations with opposite magnetization are possible as a result of the quadratic nature of the Heisenberg and DM interactions.

The first image in Fig. 2(a), also final in Fig. 2(b), shows a representative magnetic induction map of the nanodisk recorded using EH after zero-field cooling (ZFC). The central region with circularity $c=1$ is a complete Sk surrounded by an edge twist for which $c=+1$. We label this target Sk Type 1. As mentioned above, target Sk with opposite polarity have the same energy in zero magnetic field. The same ZFC annealing procedure was used to obtain a magnetic state in which the central Sk corresponded to $c=+1$ (first image in Fig. 2(b)). This target Sk is labeled Type 2. In order to switch between two degenerate states, we applied a magnetic field $B$ perpendicular to the disk. For the Type 1, an increase in applied magnetic field shrinks the central Sk, while both $c$ and $p$ are unchanged during the magnetization process until a saturated magnetic state is achieved at large $B$ (Fig. 2(a)) indicating that the polarity of this target Sk is $p=1$. Interestingly, the size of the central Sk exhibits a non-monotonic dependence on applied magnetic field and has a maximum value of 110 nm at $B=134$ mT, which is almost 1.5 times $a_{sk}$.

A different process is observed for a Type 2 target Sk, as shown in Fig. 2(b). At low values of $B$ between 0 and 67 mT, the size of the central Sk decreases, while that of the edge twist increases. Above a threshold value of $B=134$ mT, expansion of the edge twist cannot be sustained and it splits into a half-period spin helix and a new edge twist outside it. Not considering the new edge twist, the newly formed spin texture is referred to as a $2\pi$ vortex because the rotation angle $\phi$ from the center to the edge is exactly $2\pi$. The circularity ($c=-1$) in the new half period helix is opposite to that of the central Sk, while for the new edge twist $c=+1$. When the external field exceeds 200 mT, the central Sk shrinks and ultimately disappears. At the same time, the half-period circular helix takes over and evolves into a new Sk by collapsing its inner ring to a single point. The circularity of the newly formed central Sk is $c=-1$, which follows the initial circular edge twist at $B=0$ mT. $c$ is then opposite to that of the initial target Sk. As a result of the relationship between the polarity and the circularity, the polarity is also switched. The switching field $B_s$ from an initial $2\pi$ vortex to the new $\pi$ vortex is ~220 mT. Once the polarity reversal of the target Sk has been achieved, a decrease in the field does not change the polarity (final image in Fig. 2(b)).

We performed numerical simulations using a spin model for a 3D isotropic chiral magnet, in order to understand the spin arrangement and magnetic phase transitions in more detail. The results show that the target Sk always has a lower energy than any other magnetic state, indicating that the ground state is consistent with the experimental results, and also confirm that both the demagnetization energy and the magnetization variation normal to the disk plane stabilize a zero-field target Sk.

In summary, we have directly observed zero-field target skyrmions in a chiral magnet FeGe in a strongly confined nanodisk geometry using state-of-the-art off-axis electron holography. In the presence of an external magnetic field applied perpendicular to the nanodisk, the two types of target Skyrmion can be switched.

Dynamical amplification of magnetoresistances and Hall currents up to the THz regime
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The relativistic interaction between the spin and orbital degrees of freedom is the origin of a multitude of fascinating phenomena. Understanding these inherently dynamical processes is crucial to improve present-day reading and writing technology. On the one hand, the flow of electrons (the electric current) is influenced by the direction of the magnetization, giving rise to magneto-resistive effects. These are used in sensing devices for reading information stored in magnetic media. On the other hand, electric currents can apply (spin-orbit) torques on a magnetic unit, setting it into precessional motion or even switching its orientation. In this work, we investigate Co/Pt and Fe/W bilayers to uncover how the dynamical current-induced magnetic excitations, reaching the THz range, influence the flow of electrons through the system. Using a material-specific approach based on first-principles calculations, we prove that in-phase and out-of-phase processes can greatly magnify or suppress longitudinal and transverse currents, impacting all kinds of magnetoresistances and Hall effects.

In Ref. [1], we study how the electric current induces magnetization dynamics, and its intrinsic feedback to the current that drives it. To this end, we consider metallic bilayer heterostructures, consisting of a ferromagnetic (FM) metal deposited on a heavy metal (HM) substrate, combining magnetism with a strong spin-orbit interaction (SOI). The system is under the influence of a time-dependent uniform electric field given by \( E(t) = \text{Re}(E_{0}e^{i\omega t}x) \), where \( E_{0} \) is the field amplitude and \( \omega \) its angular frequency. An electric current may be measured along the longitudinal (x) or along the transverse (y) direction. The induced first order currents flowing through the system can be summarized in vector form as

\[
I_{C}(t) = \text{Re}\left\{I_{\omega,x}x + I_{\omega,y}y\right\}E_{0}e^{i\omega t},
\]

where both longitudinal and transverse components are composed of in-phase \( I_{\omega} \) and out-of-phase \( I_{\omega}' \) components, i.e., \( I_{\omega} = I_{\omega} + I_{\omega}' \).

A schematic setup and our choice of axes are depicted in Fig. 1. The total electric current flowing across the system can be split into two parts: \( I_{C}(t) = I_{C}^{L}(t) + I_{C}^{dyn}(t) \), where the first term is the current driven directly by the electric field, and the second is the dynamical part produced by the magnetization precession. The frequency dependence of \( I_{C}^{L}(t) \) can be well described by the Drude model in metallic materials, and exhibits very little variation in the energy range we are interested in (on the order of a few meV).

**FIG. 1:** Spin-orbit-related mechanisms in a ferromagnetic/heavy metal bilayer. (a) An ac electric field is applied to the sample, driving a charge current through the system and generating an oscillatory spin accumulation \( \delta s \times y \times E(t) \) on the surfaces of the heavy metal (HM). (b-d) At the interface between the heavy metal and the ferromagnetic (FM) layer, \( \delta s \) interacts with its magnetization \( m_{\omega} \). Depending on the direction of \( m_{\omega} \), the magnetization can be set into precession, pumping charge and spins back into the heavy metal, thereby contributing to the (longitudinal and/or transverse) current flowing across the system.

The dynamical contribution, \( I_{C}^{dyn}(t) \), which is the main focus of this work [1], originates from a combination of several mechanisms as follows: Due to the SOI, an oscillatory spin accumulation is induced at the heavy metal surfaces, as illustrated in Fig. 1a. Different processes contribute to the accumulation, such as the flow of a transverse spin current (spin Hall effect) that reaches the edges, or a change in the electronic occupations induced by the external field (Rashba-Edelstein or inverse spin galvanic effect). Then, spin-orbit torques may set the magnetic moment of the FM layer into precessional motion, depicted in Figs. 1(b-d). Note that when \( m_{\omega} \parallel y \), no precession is induced. Finally, spin pumping followed by inverse spin Hall effect and charge pumping generated by spin-galvanic effects produce the additional charge current \( I_{C}^{dyn}(t) \), as shown in Figs. 1(c,d).
The behavior of the longitudinal and transverse in-phase currents, $I_{i∥}$ and $I_{i⊥}$ respectively, calculated as functions of the applied electric field frequency, for different thicknesses of the Pt substrate in a Co/Pt(001) bilayer is shown in Fig. 2. A drastic variation is observed for the currents as the frequency is varied. The structures manifested in the currents are related to the ferromagnetic resonances of the magnetic layers, located at frequencies determined by the magnetic anisotropy. They induce substantial changes owing to the pumping mechanisms described earlier, which clearly affect both the longitudinal and transverse currents. The thickness-dependent variations reflect quantum well effects present in out atomically thin films.

The excitation of the spin waves and, therefore, the pumping effects depend on the relative angle between the magnetization and the induced spin accumulation at the interface of the bilayer. By applying a large magnetic field to orient the magnetization along any chosen direction, we calculate the angular dependencies of the in-phase longitudinal and transverse currents as a function of the frequency. In Fig. 3, we show this result as a color-coded map when the magnetization is rotated in the xy-plane. Note that when $m_y II y$, the precession is not excited (Fig. 1b) and no enhancement is obtained. On the lower plots we display cuts for the static field and in the vicinity of the resonance frequency to demonstrate the substantial increase obtained in the currents.

To conclude, we remark that taking into account the dephasing between the processes is crucial for a correct description of the dynamical quantities. In Ref. [1], we demonstrate that the spin Hall angle, a common quantity used to quantify the conversion between charge and spins currents, is better described as a complex number instead of a real one. We also present results on Fe/W(110) bilayers that exhibits remarkably distinct modifications and intricate angular dependencies.
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Industrial photocell technology has reached a saturation in producing maximum power in converting solar energy to electricity. With the developments of quantum technology and the possibility to make artificial atoms with long coherent times, it is attractive to study how quantum technology can help increase the efficiency. An important measure of thermodynamics is entropy production. We evaluate the entropy production of a photovoltaic cell that is modelled by four electronic levels resonantly coupled to thermally populated field modes at different temperatures. We show that entropy flow in the cell depends on the quantum coherence time and the degeneracy lifting in the ground states. Interestingly, we identify a lower bound for entropy production, which sets limitations on the statistics of dissipated heat in the photocells. We characterize regimes where reversal flow of entropy can take place in the opposite direction that heat flows. This opens up the possibility to engineer photocells with enhanced output power.

In the past decade a number of physical quantities, such as charge and spin, have been accurately measured in quantum systems, and these measurements have found practical applications in superfast computation. More recently, energy flow has also been measured with high precision on superconducting circuits, although in the preliminary step and in absence of full quantum features [1].

Quantum heat engines (QHE) have been recently studied and already found applications in various physical systems such as light-harvesting biocells, photovoltaic cells, laser industry, [2]. The QHE of our interest here has been introduced by Scully [2], which has four energy levels, two nearly degenerate ground states and the other two excited states. This quantum system, Fig. 1, is weakly coupled to two large heat reservoirs kept at temperatures $T_c$ and $T_h$ and externally driven by a frequency equal to the energy difference between two excited states. Heat dissipations has been previously studied for this QHE and showed lasing without inversion and elevated output working power [3].

A semiclassical approach has been taken to predict the entropy production, then the classical second law of thermodynamics has also been used to estimate the work produced by the cells. We noticed, however, that there are a number of limitations and inconsistencies in these analysis. Entropy is one of the central quantities in thermodynamics, whose consistent evaluation determine many features of the heat engines. In quantum theory evaluating entropy production sometimes contradicts classical evaluation. The reason is mainly in that entropy is nonlinear in density matrix; $S= -k_B \text{Tr}(\rho \ln(\rho))$, with $\rho$ being density matrix. Recently a consistent formalism has been proposed to evaluate entropy production in quantum systems in the weak coupling regime. [4]. An exact correspondence is also found to link this entropy production to the full counting statistics of heat dissipation in the quantum system [5].

Here, we use the new formalism to consistently evaluate entropy production for the photovoltaic cell [6]. Using the exact correspondence between entropy production and statistics of energy transfer we understand exactly how energy is transferred in the QHE and how work is produced. The interesting feature that makes our work distinct from other approaches is that here we are faithful to quantum mechanics and do not take anything from classical physics for granted in quantum system. Our result shows interesting features in the entropy flow that cannot be determined from semiclassical analysis.

We find that entropy production is the difference of two parts: a linear production and a nonlinear production. The linear part depends on energy level population probabilities and the nonlinear term depends quadratically on off-diagonal elements of density matrix. For intermediate values of driving force amplitude, the nonlinear entropy production is denoted with (blue curves) $F^\text{c}$ and the linear entropy production with (red curves) $F^\text{i}$. The linear part turns out to be total entropy production semiclassical analysis predicts, this obviously semiclassical analysis ignores an important
contribution from quantum physics. We find that the total entropy production of this quantum heat engine has non-vanishing nonlinear terms; thus \( \frac{dS}{dt} = F^i - F^c \).

We also find that quantum coherence time affects entropy production in these cells. A cell with lower coherence time can much faster produce entropy. We compare two different cells with different coherent times of \( \tau = 5 \) and \( 10 \) \( \mu s \). As shown in Fig. 2, in a cell with longer coherence time entropy production takes place with a completely different rate that what semiclassical approach predicts. This variation will modify the amount of work in terms of electric power that is produced by these cells. Depending on what is the cell coherence time its maximum power reach as well as engine efficiency get updated.

Another prediction of our analysis is that by lifting the degeneracy \( \delta \) of the two ground states by a very small amount, entropy production can change by a large amount. Fig. 3 shows semiclassical and nonlinear entropy flows for two QHEs with \( \delta = 0 \) (dotted) and \( 0.07E_h \) (solid). Lifting the degeneracy will shift entropy production down, which means that for small \( T_c \) the flow of entropy from cold to hot will take place faster, and for large \( T_c \) the flow from hot to cold bath will be slower. The nonlinear production in this case is almost negligible except at very cold \( T_c \).

As shown in Fig. 2 and 3 at a turning temperature \( T_{\text{turn}} \) the sign of entropy flow changes. This is in fact mainly due to the contribution of quantum coherence (off-diagonal elements of density matrix). If the cold reservoir temperature \( T_c < T_{\text{turn}} \) entropy flow is negative, which can be interpreted that entropy flows from hot to cold reservoirs. However if \( T_c > T_{\text{turn}} \) it changes the direction and flows from cold to hot. Here we are assuming \( T_h \) is normalized to 1.

Another interesting feature of entropy production that we find from our analysis is that from Fig. 2 changing coherence time does not influence the turning temperature \( T_{\text{turn}} \). However lifting degeneracy from 0 to the small amount of \( 0.07E_h \) will increase turning temperature \( T_{\text{turn}} \) by almost 20%. The reason is mainly in the fact that lifting degeneracy will reduce quantum coherence of ground states. Given that quantum coherence is mainly the reason for entropy reversal flow the increases of turning temperature effectively compensate quantum coherence reduction.

We also find a condition that if satisfied quantum coherence will be influential on the photovoltaic cell functionality, otherwise the cell remains mainly semiclassical. This indicates the presence of a lower bound on entropy production below which no quantum effect is expected. Such a lower bound can only be found due to the presence of the nonlinear entropy production that we found to exist in these cells [6].

Further progress can be made to evaluate the dependence of work production of these cells as a function of quantum features of the cells, such as quantum coherence time. This will indicate the physical domain of parameters to fabricate more efficient cells with higher maximum powers production.

Integrating high-mobility graphene grown by chemical vapor deposition (CVD) into spin transport devices is one of the key tasks in graphene spintronics [1]. We make use a van der Waals pickup technique to transfer CVD graphene by hexagonal boron nitride (hBN) from the copper growth substrate onto predefined Co/MgO electrodes to build inverted spin valve devices. Two approaches are presented: (i) a process where the CVD-graphene/hBN stack is first patterned into well-defined geometries and then transferred by a second larger hBN crystal onto spin valve electrodes and (ii) a direct transfer of a CVD-graphene/hBN stack. We report record high spin lifetimes in CVD graphene of up to 1.75 ns at room temperature. Overall, the performances of our devices are comparable to devices fabricated from exfoliated graphene also revealing nanosecond spin lifetimes. We expect that this dry transfer method paves the way towards more advanced device geometries not only for spintronic applications but also for CVD-graphene-based nanoelectronic devices for which patterning of the CVD graphene into sophisticated geometries may be required to unlock further device functionalities.
FIG. 1 (a)–(d) Illustration of the two different fabrication processes. (a) After the growth of the CVD-graphene on a copper foil, it is picked up with hBN. (b) The CVD-graphene/hBN stack is deposited on Si/SiO₂ and the stack (dotted line) is etched by reactive ion etching to pattern the desired shape. (c) The etched hBN/graphene bar is picked up using a second hBN crystal and (d) placed on pre-structured Co/MgO electrodes. (e) Optical image of CVD-graphene on the copper foil after oxidation of the graphene-to-copper interface. (f) Optical image of a finished CVD-graphene spin valve fabricated by the etching technique. (g) Optical image of a CVD-graphene spin valve device fabricated by the stamping technique where the graphene is ripped from the CVD flake along the outer edges of an hBN stamp and directly deposited on the pre-patterned Co/MgO electrode structure. (h) Spin lifetime vs. gate voltage measured at a temperature of 300 K.

For the stamping the respective edges of the CVD graphene and the hBN crystal are aligned in such a way that the overlap region of both flakes defines a stripe in the CVD graphene (see dashed line in Fig. 1a and label "hBN (ii)"). The pick-up of the stripe is feasible since there is only a strong adhesion between graphene and hBN but not between PMMA and graphene. Thereafter, the stack of PMDS/PVA/PMMA/hBN/graphene is aligned and transferred to a predefined Co/MgO electrode structure. In a last step the whole stack is put in acetone and isopropanol to remove the polymer.

An optical image of one final device fabricated by this second process is shown in Fig. 1g. Although the graphene flake is not visible through the thick hBN crystal, confocal Raman spectroscopy is able to map the exact position and shape of the CVD-graphene flake below the top hBN. A corresponding Raman map of graphene’s 2D peak is depicted in the inset of Fig. 1g.

CVD-graphene-based spin valve devices fabricated by one of these two processes show comparable spin transport properties to devices based on exfoliated graphene [5].

The room temperature spin lifetimes of typical devices show the well-known V-shape dependence as a function of back gate voltage, i.e. charge carrier density (see Fig. 1h) with values reaching 1.75 ns. This value is the longest spin lifetime measured for CVD graphene by now and compares well to the average values obtained for inverted spin valve devices where we use exfoliated graphene flakes [2].

The nanosecond spin lifetimes indicate that there is no significant spin scattering at, for example, copper residues on the surface of the transferred CVD graphene which might be expected as a result from the CVD growth in the copper enclosures [7,8].
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There are a number of theoretical proposals based on strain engineering of graphene and other two-dimensional materials, however purely mechanical control of strain fields in these systems has remained a major challenge. The two approaches mostly used so far either couple the electrical and mechanical properties of the system simultaneously or introduce some unwanted disturbances due to the substrate. Here, we report on silicon micro-machined comb-drive actuators to controllably and reproducibly induce strain in a suspended graphene sheet, in an entirely mechanical way. We use spatially resolved confocal Raman spectroscopy to quantify the induced strain, and we show that different strain fields can be obtained by engineering the clamping geometry, including tunable strain gradients of up to 1.4 %/µm. Our approach also allows for multiple axis straining and is equally applicable to other two-dimensional materials, opening the door to investigate their mechanical and electro-mechanical properties. Our measurements also clearly identify defects at the edges of a suspended graphene sheet as being weak spots responsible for its mechanical failure.

Strain is commonly induced in graphene by pulling on suspended sheets with an electrostatic gate [1] or by bending a flexible substrate [2]. These two approaches mostly used so far either couple the electrical and mechanical properties of the system simultaneously or introduce some unwanted disturbances due to the substrate [1, 2]. This lack of independent control over strain fields poses a great challenge for any application based on strain engineered graphene. Moreover, engineering truly controllable local strain patterns in graphene has not been achieved so far. Our comb-drive (CD) actuators give independent control and allow for engineered strain fields. The CD actuators with integrated graphene (schematic in Fig. 1a) are based on surface micromachining of silicon-on-insulator substrates and on transferring mechanically exfoliated graphene flakes [3]. Crucially, we use a polymethyl-methacrylat (PMMA) membrane to place the graphene flake onto the CD devices, which is then used to clamp the graphene flake by locally cross-linking it. After dissolving the remaining PMMA, we use hydrofluoric acid to suspend the complete device. Figure 1b shows a false color scanning electron microscope (SEM) image of such a device. The actuator consists of a suspended body that is connected by four springs to fixed anchors. The suspended body has multiple interdigitated fingers with a fixed body. Due to the unequal distances between the fingers, a potential difference $V_a$ between them gives rise to an electrostatic force $F = 2 \eta V_a^2$, where $2 \eta$ is the capacitive coupling. Our devices controllably reach a maximum displacement of 60 nm, which translates into 6% of strain in the suspended part of the graphene flake.

We use spatially resolved confocal Raman spectroscopy to quantify the induced strain [4]. Usually, we do not observe a D peak (characteristic for defective graphene) on the suspended part of the investigated graphene sheets. The force $F$ applied to the suspended graphene flake results in a red shift of the G and 2D peak at frequency $\omega_{2D}$ with increasing $|V_a|$ due to strain (see Fig. 2a). When sweeping $V_a$ back and forth many times, we observe no hysteresis and hence no noticeable sliding or slipping of the clamped graphene [5]. The actuator thus induces strain in a controllable and reproducible fashion. The center frequencies as a function of $V_a$ show a clear parabolic dependence (Fig. 2a) reflecting a linear stress−strain relation. We can thus use the value of $\partial \omega_{2D}/\partial \epsilon = -83$ cm$^{-1}$/% reported in the literature to translate the relative $\omega_{2D}$ shift into induced strain $\Delta \epsilon$ [2].

Figure 2b shows a typical example of a mechanical failure. This particular graphene sheet teared while approaching $V_a = -24$ V. This releases all strain,
which results in a sudden hardening of $\omega_{2D}$, which jumps to values above the one at $V_a = 0$ V due to the release of the existing prestrain introduced during the fabrication process. SEM pictures of broken devices (see, e.g., the inset of Figure 2d) confirm that the suspended graphene flake ruptured. The maximum relative shift of $\omega_{2D}$ before mechanical failure is around 30 cm$^{-1}$, which corresponds to at most 0.4% of strain (Fig. 2c). This implies that the PMMA-based clamping technique does not limit the maximum amount of strain that our samples can withstand. The actuators can induce forces strong enough to rip the suspended graphene apart.

To reduce the strain at the edges and to get control over the strain field in the bulk of the suspended graphene flake, we modify the clamping geometry. We employed two different methods: (i) the CD actuator is designed with a nose and (ii) the pattern of the cross-linked PMMA includes two noses (see Fig. 3a).

The noses locally reduce the distance between the fixed anchor and the suspended body of the CD actuator, which results in a higher strain in relation to the strain at the edge. Both methods show strain hotspots located at positions where the distance between the fixed anchor and the suspended body is minimal. The strain in the hotspots is up to 4 times larger than at the edges. Note the presence of a strain hotspot at $V_a = 0$ V for method (ii). We reached a maximum strain of 1.2% in the hotspots, which largely exceeds the rupturing strain of 0.3% for the devices shown in Fig. 2c. This not only highlights the crucial role of clamping in translating the applied force to strain but also reinforces the conclusion that the edges are responsible for the low rupturing point. The control over strain fields also allows us to design and control strain gradients. In particular, measurements on the device depicted in Fig. 3a shows mechanically tunable strain gradients of up to 1.4 %/µm (see Fig. 3b). This strain gradient can correspond to a so-called pseudomagnetic field [6] of 120 mT, which is strong enough to bring state-of-the-art ultraclean graphene devices into the quantum Hall regime [7-9], which is considered a crucial step for the realization of valleytronics [10].

In conclusion, our approach also allows for multiple axes straining (Fig. 3c), which is interesting for uniform pseudo-magnetic fields [11], and is equally applicable to other two-dimensional materials, opening the door to investigating their mechanical and electro-mechanical properties. The presented approach thus provides a workhorse for developing new sensor and transducer concepts.
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Redox-based resistive switching phenomena are found in many metal oxides and hold great promise for applications in next-generation memories and neuromorphic computing systems. Such kind of resistive switching involves the formation and disruption of electrically conducting filaments through ion migration accompanied by local electrochemical redox reactions. Hence, the conducting filaments are the functional basis of the resistive switching. The underlying mechanism in the conducting filaments is often explained by point defects, but so far clear experimental evidence of such defects is missing. In this work, we apply STEM, monochromated EELS and EDX atomic-scale imaging techniques to quantitatively characterize nanosized conducting filaments in electroformed Au / Fe: SrTiO3 / Nb: SrTiO3 thin film devices, providing direct experimental evidence for the point defect nature of the conducting filaments.

Redox-based resistive random-access memories (ReRAM) have attracted great attention in the recent years because of their superior properties over the Si-based Flash memory and their additional potential for applications in neuromorphic computing systems [1]. ReRAM relies on the switchable change in resistance of a metal-insulator-metal structure under externally applied electrical stimuli. An initial electroforming process or the first current voltage cycle presets the pristine device, which can subsequently be switched hysteretically between its conductive ON and less conductive OFF states.

The resistive switching process involves the formation and disruption of electrically conducting filaments through the migration of ions along with local electrochemical redox reactions. Depending on the nature of the mobile ions, two distinct fundamental switching mechanisms, electrochemical metallization (ECM) and valence change (VC), have been proposed. The ECM mechanism is related to the generation and migration of metal cations originating from one of the metal electrodes. The VC mechanism, on the other hand, is related to oxygen anion mobility in the insulator. The thin insulator film in a VC cell is typically a transition metal oxide such as TiO2 and SrTiO3. In these oxides the formation and disruption of electrically conducting filaments are widely explained by a redox process based on the migration of oxygen ions along with the formation of oxygen vacancies (O-vacancies) and reduced metal oxide phases. For both ECM and VC switching mechanisms, the conducting filaments are therefore the key elements.

For the well-known prototype VC material SrTiO3, extended defects, such as one-dimensional dislocations and two-dimensional stacking faults, as well as secondary oxygen deficient phases, e.g. Sr2Ti6O13 / SrTi11O20 in polycrystalline films, have been associated with the conducting filaments. The defects essential to the conducting filaments formation and disruption are still under debate. On the basis of an ion migration mechanism resistive switching is necessarily caused by point defects, however, quantification of point defects on atomic scale in a realistic device remains a challenge. X-ray absorption spectroscopy (XAS) has been demonstrated to be a successful technique to explore the Ti valence change and O-vacancies. Nevertheless, by means of XAS it is hardly possible to visualize the local structural details of individual filaments on atomic scale due to the limit of the lateral resolution of the technique (~25 nm). So far clear experimental evidence of conducting filaments formed exclusively by point defects is missing. The question still remains as to whether point defects alone are sufficient for the formation of conducting filaments.

Here we apply STEM, EELS and EDX imaging techniques to quantitatively characterize nanosized conducting filaments in electroformed Au / Fe: SrTiO3 / Nb: SrTiO3 thin film devices [2], providing direct experimental evidence for the point defect nature of the conducting filaments. Conducting filaments are identified by a high local concentration of trivalent titanium ions correlating to oxygen vacancies. A high concentration of strontium vacancies and significant lattice distortions also occur in the filaments. Despite a high concentration of defects in the filaments, their general SrTiO3 perovskite structure is essentially...
preserved. First insights into the switching mechanism are deduced from a snapshot simultaneously showing multiple nanosized filaments in different evolutionary stages.

Conducting filaments were created by electrical forming on individual devices by a sweep to +5 V with a current compliance of 10 mA, through which the devices were set into the ON-state. The current voltage curve of the electrical forming process is shown in Fig. 1b. The top Au electrode of the devices was delaminated and replaced by a Pt layer to protect the film from ion beam damage during the TEM sample preparation. The cross-sectional TEM specimens were cut by focused ion beam (FIB) milling across the regions where Ti³⁺ has been detected by XAS to include the filaments in the TEM samples. The as-cut samples with initial thickness of about 100 nm were stepwise thinned by Ar-ion beam milling at 500–900 V acceleration voltages and inspected by TEM alternatingly until the thickness decreased to about 25 nm.

Fig. 1c shows an annular bright field (ABF) STEM image of the cross-section of an electroformed device. We observed V-shaped areas showing darker contrast compared with their surroundings in the ABF image, providing a first indication that these areas are conducting filaments viewed in cross-section.

Monochromated EELS spectrum imaging was performed from the region which is shown in Fig. 1c. Two constituent spectra showing distinctly different features of the O-K and Ti-L₂,₃ edges (Fig. 2a and 2b) were identified from the experimental spectrum data cube by multivariate data analysis using a joint Bayesian algorithm. The algorithm relies on the assumption that each acquired spectrum is a linear combination of constituent spectra plus additive noise. On the basis of the fraction maps, one constituent spectrum is attributed to the normal film matrix and substrate, while the other is ascribed to the defect V-shaped areas.

The changes in the fine structures of the O-K (O 1s → 2p) and Ti-L₂,₃ (Ti 2p → 3d) edges present evidence for a high concentration of O-vacancies and Ti³⁺ in the V-shaped areas, and hence prove the related areas to be conducting filaments in the device.

By a linear interpolation from a decrease in crystal-field splitting of the Ti-L₂,₃ edge about 20 % for 50 at% Ti³⁺ concentration reported in literature, the maximum Ti³⁺ concentration in the defect areas observed here is estimated to be 30 at%. This value was used to calibrate the fraction map of the corresponding constituent spectrum thereby transforming it into a Ti³⁺ distribution map (Fig. 2c). The Ti³⁺ distribution map clearly reveals four different V-shaped defect areas in the film developed to different stages (Fig. 2c). The shape of the filaments can be explained by the electric field and chemical gradients driving ion drift and chemical diffusion, respectively.

Quantitative EDX analysis indicates also considerable Sr- and O-vacancies in the filaments. By taking both Sr-deficiency and static lattice distortion into account, multislice STEM image simulations can qualitatively reproduce the decrease of mean intensity in both ABF and high angle annular dark-field (HAADF) images of the filaments [2]. Intriguingly, atomic resolution STEM imaging reveals that the perovskite lattice is maintained intact at such high defect concentrations and considerable lattice distortions.

In conclusion, our work [2], for the first time, provides clear experimental evidence for the existence of multiple nanosized conducting filaments formed solely by atomic-scale point defects in a SrTiO₃ based thin film device. The coexistence of a high Ti³⁺ concentration along with Sr- and O-vacancies in the conducting filaments provides atomic scale explanations for the resistive switching mechanisms. The results shed light on the complexity of the conducting filaments formation that cation and anion defects need to be considered jointly. The presence of multiple nanosized conducting filaments in a single device may provide a mechanism for multi-level resistive switching.

We acknowledge the financial support by the Deutsche Forschungsgemeinschaft, SFB 917 Nanoswitches.
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GeTe-Sb$_2$Te$_3$ superlattices (SLs) prepared by MBE were investigated by TEM. The seed Sb$_2$Te$_3$ layer as well as individual SL layers are not perfectly flat and contain twin domains. The SLs layers are chemically intermixed with each other, forming additional phases. The presence of all these defects leads to the multiple lattice distortions in the SL film, leading to dislocation formation in the most distorted regions.

The Ge-Sb-Te alloys are widely used in optical storage devices and in non-volatile PCRAM memory [1, 2, 3]. The interfacial phase change memory (iPCM) based on GeTe-Sb$_2$Te$_3$ SLs has recently attracted a lot of interest due to the lower power consumption in PC-RAM devices [4].

The defects in Sb$_2$Te$_3$ have been studied for many years [5]. A detailed description of the pulsed laser deposited (PLD) GeTe-Sb$_2$Te$_3$ superlattice micro- and nano-structure has been presented by Lotnyk et al [6]. In current work using Transmission Electron microscopy (TEM) we explore features of GeTe-Sb$_2$Te$_3$ SLs prepared by molecular beam epitaxy (MBE), therefore we will skip some of the previously described defects. MBE growth method allows precise control of layer thickness down to the atomic scale and results in higher quality structures.

The thin films were deposited by MBE at the Nanocluster in Forschungszentrum Jülich. An Sb$_2$Te$_3$ seed layer was deposited on Si(111) substrates followed by 10 layers of GeTe-Sb$_2$Te$_3$ grown on top of the seed layer. The substrate, a Si(111)-oriented wafer, was prepared in few steps. Firstly, it was chemically cleaned. Secondly, it was thermally treated to form Si(111)-7x7 reconstruction and finally the surface was Sb-passivated [7].

Cross-sectional lamellae for TEM were prepared by Focused Ion Beam (FIB) technique. Before the TEM investigation lamellae were shortly plasma-cleaned in Ar-O atmosphere to remove residual organic surface contamination.

High resolution high angle annular dark field scanning transmission electron microscopy (HAADF STEM) was performed using a probe Cs-corrected FEI Titan TEM, operated at 200kV and 300kV. Figure 1a contains a Z-contrast HAADF STEM image showing the overview of as-grown GeTe-Sb$_2$Te$_3$ based SL.

The dark contrast area at the bottom corresponds to the low-Z Si substrate. The bright contrast layer, above the Si substrate, is the pure Sb$_2$Te$_3$ seed layer. On top of this layer there are 20 thin dark and bright contrast layers. The darker regions correspond to Ge-rich phase (lower Z), while brighter areas correspond to Sb-rich phase.
(higher Z). The Sb-rich areas appear not as bright as pure Sb2Te3 seed layer, evidencing the GeTe-Sb2Te3 layers intermixing. The narrow dark horizontal lines within Sb-rich areas and Sb2Te3 seed layer correspond to van der Waals gaps. Thus, the SL structure is clearly visible. The Sb2Te3 seed layer thickness varies from position to position and its upper interface forms step-like structure (see yellow dashed line in Fig.1a). This motif is directly transferred to the whole SL structure, tilting the layers to the Si surface. Besides the surface roughness features, the seed layer forms twin domains, directly transferred to the SL grown on top (see Fig. 1b).

Figure 2a demonstrates high resolution HAADFSTEM image recorded from the middle of the GeTe-Sb2Te3 SL (90 degree tilted with respect to fig. 1 orientation, to avoid STEM scan distortions).

The color code highlights the twin domains present in the SL. The twin boundaries are normally linked to Sb2Te3/GeTe interface. However, twins can also grow as intergrowths within one of the layers. The Sb-rich layers consist of blocks with 3, 4, 5, 6 Te layers due to Sb2Te3-GeTe intermixing.

A similar to the seed layer “step” behavior is also observed for SL individual layers (see yellow dotted lines in Fig.2a inset and Fig.3). Misfit dislocations (with Burgers vector $|b|=a/2|<110>$ in cubic coordinates) are often present in the regions distorted by steps on the layer interfaces, grain boundaries and twins.

A TEM study of the GeTe-Sb2Te3 SLs was performed. The roughness of the seed Sb2Te3 layer together with twin domains presence is directly transferred to the SL matrix. Additional intermixed phases are formed by the intermixing of GeTe-Sb2Te3 layers within the SL. The presence of all these defects leads to the multiple lattice distortions in the SL film and could play a role in the SL performance as PCRAM material.

Vertex parametrization for the constrained functional renormalization group

Carsten Honerkamp
Institute for Theoretical Solid State Physics, RWTH Aachen University, Germany

We present an efficient approximation for the low-energy effective electron-electron interaction in multiband lattice systems. This allows us to perform the constrained functional renormalization group (cfRG) with a suitable momentum and frequency discretization. We compute the effective interactions in the low-energy target band of a three-band model with onsite and non-local bare interactions. We show that the cfRG adds important features to the target-band interaction that cannot be found using the constrained random phase approximation (cRPA).

The constrained random phase approximation (cRPA) [1–4] has become a widely used approach for the effective interaction in low-energy models for electrons in solids. Starting with a band structure on a wider energy scale, it allows one to take into account efficiently the screening of the interactions that act in the low-energy window by the electrons in the bands outside this window. As expressed by its naming, the cRPA is an approximate scheme, perturbative in the electron-electron interactions, that consists in selecting a certain class of diagrams. It amounts to an infinite-order summation of a polarization function. The constraint consists in disallowing contributions to this polarization that are purely due to the low-energy bands (also called target bands).

For the cRPA is may be valuable to know whether there are relevant corrections terms. In previous works [5,6], we proposed to use a constrained functional renormalization group scheme (cfRG) to extend the cRPA and hence to include additional diagrams that are neglected in the cRPA into the calculation of the effective interactions (see Fig. 1, right side). The cfRG is an adaptation of the general functional renormalization group framework for interacting fermions [7] to the problem of tailoring effective target-band actions by integrating over the high-energy bands in multiband electron systems. We showed that at least in simple models [6], sizable corrections to cRPA can exist (but do not have to - this depends on the model). However, the frequency and momentum dependencies become quite rich in the cfRG, as the effective interaction of a translationally symmetric model depends on three momenta and three frequencies, in addition to four band or orbital indices. Therefore the cfRG-treatment of more realistic models that embody more definite material properties is facing a bottleneck of how this wealth of information can be processed and evaluated efficiently.

In a new work (see Ref. [8] for details) we use the channel-decomposed cfRG for the computation of the effective interactions in a low-energy target band of a generic three-band model (see Fig. 1 for a plot of the band structure) when the two bands away from the Fermi level are integrated out. We describe the interaction as the nonlocal and orbital-dependent coupling of particle-hole and particle-particle bilinears formed by fields residing in the same one or two orbitals.

Besides restricting the momentum dependence to local bilinears, we also choose, in a first scheme, to concentrate on the orbital-diagonal, i.e. intraorbital bilinears. This approximation is called ’IOBI’ for intraorbital bilinears. The bare interaction can also be expressed with these bilinears. In a second, more general scheme, called two-orbital approximation, we check this assumption and take into account all two-particle interactions that only involve two orbital indices.

Here we show results for the effective interactions and for the screening functions in these two approximations. In Fig. 2 we show data for pure intraorbital onsite interactions, with \( U = 6, U' = 0, J = 0, V_c = 0 \). In the upper left plot we show the spatial dependence of the charge interaction for the bare case, the cRPA and the cfRG. The cfRG values in the upper plots are the ones from the two-orbital approximation. Even the bare interaction has acquired non-local contributions because the orbital-to-band transformation is momentum-dependent. The charge onsite term is significantly reduced by the cRPA compared to the bare value, but only slightly by the cfRG. In contrast with this, the cRPA produces an enhanced nearest neighbor repulsion, while the...
cfRG lowers the nearest-neighbor repulsion compared to the bare interaction. Similar differences are observed for the effective spin interaction. Notably, the spin nearest-neighbor term in cfRG is repulsive, favoring antiferromagnetic alignment. This generation of nonlocal AF couplings was already observed [6].

**FIG. 2:** Effective target band interactions obtained with cRPA and cfRG, for onsite bare interactions $U = 6, U' = 0, J = 0, V_c = 0$. Upper plots: real space dependence of the effective interactions along the x-direction on the real lattice (charge channel in left plot, spin channel in right plot). Lower plots: static screening functions in the target band in the charge (left) and spin (right) channel as function of the wavevector along the Brillouin zone diagonal. The plots a) and b) in the upper half are for the two-orbital approximation. In the lower plots c) and d) we compare the IOBI approximation, denoted as cfRG(3), with the more general two-orbital cfRG. For the charge channel the curves lie on top of each other in this case.

In the lower panels of Fig. 2 we plot the target-band screening functions in charge and spin channels. Now we also compare the data for the IOBI approximation with that of the two-orbital approximation. For the pure intraorbital onsite repulsion the two-orbital approximation (thick lines) does not change the results of the IOBI (thin lines, if visible). The different spatial variation of the effective interactions in cRPA and both cfRG versions leads to quite different momentum dependencies of the static screening functions $\epsilon_{ch/sp}(\vec{q})$. Most notably, the charge screening in cRPA is far stronger than in cfRG for half of the Brillouin zone at larger $\vec{q}$ in line with the differences at small distances in the upper panel. Also, the spin screening function in the cfRG gets smaller than 1 for large $q_x = q_y \to \pi$, i.e. there we have an enhancement of a staggered interaction component which can be found as well in the distance dependence of the real-space spin interaction in the panel above.

Similar differences exist for a longer-ranged bare interaction. In Fig. 3 we show the same set of data for interaction parameters that include a density-density repulsion with decay length of 6 lattice spacings.

Now the target-band onsite charge interaction in cfRG is even larger than the bare one, while the cRPA screens it down. For both cases, the spin interaction is positive on the nearest neighbor site again. The most striking difference is found in the dielectric or charge screening function where $\epsilon_{ch}(\vec{q})$ now becomes smaller than 1 in the cfRG for larger while is rises above 1 for the cRPA. Hence there is significant charge anti-screening for wavevectors near $(\pi, \pi)$. The spin screening function dives below 1 as well for $\vec{q} \to (\pi, \pi)$ in Fig. 3.

Hence, the cfRG static screening properties can be quite different from those in cRPA, at least at small distances of the order of one lattice spacing. Considering the numerical effort, the IOBI or two-orbital approximations with one-frequency parametrization of the frequency dependence should be on the same scale as cRPA. Therefore, we hope that additional improvements will be feasible and extensions to models with many bands, as may be required in first-principles theory, should become realistic.
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Viability and challenges of low-temperature control electronics for spin qubits
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Quantum computers hold the promise to solve efficiently certain problems that are intractable for classical computers, by using quantum algorithms that exploit fundamental quantum phenomena such as superposition and entanglement \cite{1}. However, to solve practically relevant problems (e.g., factorizing large numbers) a quantum computer would require millions of physical quantum bits or \textit{qubits} \cite{2}. Current demonstrators typically range from a few to a few tens of qubits \cite{3, 4}, and scaling up these systems to the size needed for running a full quantum algorithm remains an open daunting task. One aspect that is receiving increasing attention is the scalability of the (classical) control infrastructure used to manipulate and read–out the qubits. An attractive approach is to develop a customized, highly integrated control system, to be placed at low temperature in the immediate vicinity of the qubits. Here we analyze critically the viability of such an approach, taking as reference the physical requirements of a two-electron spin qubit, and the specifications of a standard commercial 65nm CMOS technology.

A full-blown quantum computer will likely count millions if not billions of qubits. This large number mainly comes from the need of making quantum systems robust against errors due to decoherence, i.e., against the loss of the information stored in the qubits due to the interaction with the environment. This type of errors can be counteracted by redundantly encoding the fragile quantum information to enable error correction, but this impose an overhead of $10^2$ to $10^5$ in the number of qubits. Connecting and controlling such a large number of qubits, represents a formidable engineering challenge. Current experiments employ room temperature signal generators, whose output is routed via coaxial cables down to the cryostats hosting the qubits, which are operated at temperatures of 20-100 mK. This approach will become however very cumbersome beyond a few hundred qubits at the latest, and seems completely impractical for the large numbers eventually required \cite{5}. For example, $10^5$ UT-34 coaxial cables with a diameter of 0.9 mm$^2$ each correspond to a total cross section of 0.6 m$^2$. Such cabling would impose an unacceptable heat load on the cryogenic end, and cannot be connected directly to highly integrated qubit chips – current semiconductor technology is limited to die–sizes of about 30 mm. This and other problems related to the use to room-temperature control electronics (e.g., the huge power consumption, which is currently around 1kW per qubit) could be addressed with purpose–built, highly integrated circuits operating at low temperature in the immediate vicinity of the qubits, either on the same chip or with some form of chip-to-chip bonding. Ideally, each qubit would be associated with a control unit providing the required read-out and control functionalities, with a footprint corresponding to the average

\begin{figure}
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\caption{a) Block diagram of the control electronics for one qubit. b) Structure of two registers of bias memory with four–bit resolution.}
\end{figure}
interqubit spacing. The key advantage of this approach is that it would be possible to exploit the small loads from the qubit to reduce power consumption and to use micro-fabricated interconnects between the qubit and the control layer. The challenges are the strict constraints in terms of area and power consumption imposed by the operation at cryogenic temperatures. Determining the requirements for a dedicated low-temperature controller is a necessary step for weighing the advantages and disadvantages of different approaches for controlling a large number of qubits.

With this objective in mind, we designed and theoretically analyzed a complete qubit control–system tailored to the control of a GaAs-based two-electron spin qubit [6]. This type of qubit is based on a double quantum–dot formed by electrostatic gates, and can be fully operated by applying baseband electric pulses to dedicated gates [7]. The control system fulfills the following functionalities: i) to supply appropriate DC bias voltages to the gates used to define the double quantum dot, and ii) to translate digital commands from higher level control instances into analog waveforms used to control the qubit. Its general architecture is represented in Fig. 1a. It consist of four units dedicated to specific tasks. The managing component is a purely digital unit, which controls the other sub-units and interacts with the higher lev- els of the quantum computer stack [8]. The memory (divided in bias memory and RF memory) stores the bias voltage values that have to be applied to the gates in order to define the qubit, and the RF-pulse sequences needed for qubit manipulation. The bias generation and the RF generation units convert the digital values stored in the memory into bias voltages and RF-pulses to applied to the qubit gates, respectively.

Following a top-down approach, we have detailed the architecture of all units down to the level of element- tary logic blocks (gates, flip-flops etc.) as depicted in Fig. 1b for the case of the bias memory. This level of detail allows us to make concrete estimates of the area and power consumption of the system [6]. In Fig. 2 we present the power consumption of the different units as a function of the supply voltage of the digital circuit elements $V_{dd}$ The total power consumption during qubit operation for 65 nm technology ($V_{dd} = 1 \text{V}$) is around 100 µW. More than 90 % is due to digital circuits, whose dissipation scales with stray capacitances (approximately linear in size) and $V^2$. Thus, moving from 65 to current 13 nm technology and reducing $V_{dd}$ from 1 V to 100 mV (10 mV) could reduce the dissipation due to digital circuitry by a factor 400 (40000), reaching 250 (2.5 µW).

These values have to be compared to the cooling power of cryostats hosting the qubits. Current cryogen-free dilution refrigerators supply up to a few mW at 100 mK, less than 1 W at 1 K, and a few W at 4 K. Using a Helium liquifier plant, it should be possible to deliver at least 100 W around 2 K. We conclude that cryogenic qubit control systems based on well-established 65 nm technology could readily be suitable for 10 qubit demonstrator systems. Lowering the operating voltage to 10 mV, which may be possible with relatively minor process modifications to shift the transistor threshold voltage could enable the operation of systems that are extremely inconvenient or impossible to wire up with conventional approaches using room temperature electronics. With an operating voltage of 10 mV, which is physically possible but requires major reoptimization of transistors for cryogenic operation, millions to billions of qubits could be operated with readily available cooling systems. Raising the operating temperature of the control electronics to 1.8 K would allow relying on higher cooling powers and it might become feasible if qubits can be operated at elevated temperatures [5], or exploring means of thermally isolating qubits from electronics while allowing high-density, micro-fabricated interconnects.

Clearly, much research is still needed to reach these visionary scenarios, but they nevertheless show the tremendous potential of cryoelectronics for scalable quantum computing systems.
Transferring a quantum state from a photonic qubit to a gate–defined quantum dot
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Interconnecting well–functioning, scalable stationary qubits and photonic qubits could substantially advance quantum communication applications and serve to link future quantum processors. We considered two protocols for transferring the state of a photonic qubit to a single–spin and to a two–spin qubit hosted in gate–defined quantum dots (GDQD). Both protocols are based on using a localized exciton as intermediary between the photonic and the spin qubit. Using effective models to describe the hybrid systems formed by the exciton and the GDQDs, and applying simple but realistic noise models to analyze the viability of the proposed protocols, we find that they can be completed with a success probability around 90%.

Spin qubits based on GDQD in GaAs/AlₓGa₁₋ₓAs heterostructures have pioneered the field of quantum information processing by demonstrating all key requirements such as qubit initialization and readout [1], coherent control [2] and two-qubit gates [3]. Moreover, thanks to their similarity to the transistors used in modern computer chips, these top–down fabricated quantum dots have good prospects for realizing large scale quantum processing nodes. However, GDQDs pose a number of challenges when it comes to couple them coherently with light. The problems come from the lack of exciton confinement: while electron states are confined in GDQD, hole states are not. Since in the creation of an exciton the spin of the photo–excited electron is always entangled with the one of the hole, discarding the hole spin inevitably leads to decoherence of the electron spin. This limits considerably the possibility of optically controlling and manipulating spins in GDQDs, and it hinders their applicability in quantum communications. Despite these difficulties, the coherent coupling of photons and spins in GDQDs is an active area of research [4], motivated by the fact that robust spin–photon entanglement is a key requirement for quantum repeaters for long-distance quantum communications [5] as well as for distributed quantum computing [6].

We propose using a self–assembled quantum dot (SAQD) as interface between a photonic qubit and a spin qubit in a GDQD. Unlike GDQD, SAQD exhibit excellent optical control of the spin state, including information transfer between spin and photons [7], but do not represent a scalable qubit model. Combining the strengths of these two systems might allow developing an optically addressable quantum processor. Based on this idea, we analyze the feasibility of two different information transfer protocols, using effective models to describe the hybrid system formed by a bound exciton in the SAQD tunnel coupled to a GDQD.

In the first protocol, we consider the case where the quantum state of the photon is mapped onto the state of a single–spin qubit, as sketched in Fig. 1b. The first step of the protocol is the photoexcitation of an exciton in the SAQD in the Voigt configuration, i.e. in the presence of a strong in-plane magnetic field, which makes all exciton states { |↓⟩ₓ, |↑⟩ₓ, |↑⟩ₓ, |↓⟩ₓ } optically addressable.

FIG. 1: a) Schematic of a GaAs/AlGaAs heterostructure hosting a hybrid device formed by a double quantum–dot tunnel defined by metallic top-gates, which is coupled to a self-assembled quantum dot (red disc). b) Model of a single–level GDQD tunnel coupled to an optically active quantum dot. Here, t represents the tunnel coupling between the GDQD and the SAQD, ε the energy detuning between the electronic level in the GDQD and in the exciton, and Hex the excitonic exchange interaction in the SAQD. c) Model of a double dot tunnel coupled to a SAQD.
Here, the simple arrow represents the spin state of the photo-excited electron and the double-arrow the one of the photo-excited hole in the SAQD. States with parallel spins can be addressed only with horizontally polarized photons, while eigenstates with antiparallel-spins require vertically polarized photons. The trick to avoid entanglement between electron and hole upon photon-excitation, is to encode information in a way that only involves excitonic-states with the same spin state for the hole, i.e. to map information as follow: $\alpha |\uparrow_x\rangle + \beta |\downarrow_x\rangle \rightarrow (\alpha |\uparrow_x\rangle + \beta |\downarrow_x\rangle) |\uparrow_z\rangle$, where $\alpha$ and $\beta$ are complex numbers and $|\alpha, H(V)\rangle$ represents a photon state with energy $\omega$ and horizontal (vertical) polarization. The next step of the information-transfer process is the adiabatic transfer of the photo-excited electron from the SAQD to the GDQD, $\alpha |\uparrow_x\rangle + \beta |\downarrow_x\rangle \rightarrow (\alpha |\uparrow_x\rangle + \beta |\downarrow_x\rangle) |\uparrow_z\rangle$, where $\alpha$ represents an empty electronic state. This can be achieved by tunnel coupling the electron state in the SAQD to a GDQD and by tuning the detuning $E$ between the SAQD and the GDQD (see Fig. 1b), in such a way that it becomes energetically favorable for the electron to occupy the GDQD.

The accuracy of this adiabatic transfer process determines the ultimate viability of the transfer protocol. The first source of errors affecting the adiabatic transfer are non-adiabatic transitions to other states, which can occur if the detuning $\epsilon$ is increased too quickly. Maintaining the probability of non adiabatic transitions below $1\%$ poses an upper limit to the sweep speed $v_E$, which in turn determines the time on which the transfer can be complete. On this timescale, the system is subject to radiative recombination – which causes excitons to decay – and dephasing due to charge and nuclear-spin noise – which causes the loss of information. We take all these factors into account using simple effective models, and we evaluate the performance of the transfer protocol [8]. The results for a set of realistic parameters for the device specification and for the noise sources, are presented in Fig. 2. In this case, radiative recombination and dephasing (quantified by $\delta \phi T^2$) only marginally limits the probability of a successful transfer, indicating the feasibility of the protocol.

This approach can be extended to transfer information to a singlet–triplet qubit encoded in a gate-defined double quantum-dot (DD), see Fig. 1c. The advantage of this set-up is that singlet–triplet qubits allow high manipulation fidelities in systems with large hyperfine interaction such as GaAs [2]. However, it is more involved than in the case of the single-spin qubit and, in addition to the steps described above (photo-excitation and adiabatic transfer), it also require a) the initialization of one electron in the double dot and, b) the application of a suitable Rabi pulse to map the transferred state into the chosen computational space [8]. Using again effective models to describe the system and the main sources of errors, we find that also in this case the information transfer protocol can be completed with a success probability around 90%.

![FIG. 2: Performance of the protocol for transferring information to a single spin qubits, for a set of realistic parameters for GaAs-based devices. a) Probability that no optical–recombination occurs during the adiabatic transfer along the branches $|\uparrow \rangle \rightarrow |\uparrow \rangle$ (red) and $|\downarrow \rangle \rightarrow |\downarrow \rangle$ (blue). b) Dephasing due to different noise sources during the adiabatic transfer. The final values are displayed on the right. t is the time elapsed from the beginning of the protocol, with the largest value shown corresponding to its completion.](image)

Strain relaxation and ambipolar electrical transport in GaAs/InSb core-shell nanowires
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The growth, crystal structure, strain relaxation mechanisms and room temperature transport characteristics of GaAs/InSb core/shell nanowires are investigated. A combination of different analysis techniques, i.e. scanning electron microscopy (SEM), high resolution transmission electron microscopy (HRTEM), geometric phase analysis (GPA) and x-ray diffraction (XRD) reveals, that these material systems can form stable, radial heterostructures despite the huge lattice mismatch of almost 14\%. The lattice strain is thereby relaxed within 3nm around the interface of both materials. Room temperature field-effect measurements reveal an ambipolar behavior, a gate-tunable switch from electron to hole transport. The investigation of multiple wires with different core radii and shell thicknesses showed that there is also a strong size dependency, i.e. a thin shell leads to a more pronounced p-type behavior. Supporting band structure and conductance calculations reveal that this effect can be mainly attributed to a strong asymmetry between the band structure for electrons and holes.

Semiconductor nanowires, fabricated by a bottom-up approach, are promising as building blocks for future nanoscaled electronic devices. Furthermore, they are also interesting objects for studying fundamental quantum phenomena. For semiconductor nanowires mainly low band-gap materials such as InAs, or InSb are used. The underlying reason is that owing to the Fermi level pinning within the conduction band a surface accumulation layer is formed. This ensures conductance even for small nanowire radii. While InSb is an interesting material by itself due to its intriguing electronic properties, i.e. the highest electron mobility of all III/V semiconductors, its properties can be further improved for nanowires by adding a high band gap semiconductor as a core material. In the case of GaAs/InSb core/shell nanowires, the inner part behaves like an insulator, which effectively changes the topology of the electronic system to a geometry, which is quite similar to an Aharonov-Bohm ring [1]. Due to this effect, combined with the strong spin-orbit coupling, GaAs/InSb nanowires are possible components for devices to study quantum interference or topological effects like Majorana excitations [2].

The GaAs/InSb core/shell nanowires were grown by self-catalyzed molecular beam epitaxy on Si (111) substrates covered by a native SiO\textsubscript{2} layer with pinholes. The latter ones act as nucleation centers for the catalyzing Ga droplet. After the formation of the GaAs core, the growth of the surrounding InSb shell is started. In order to get a smooth and conformal layer, the substrate temperature was set to values between 280\degree C and 320\degree C. Fig. 1 shows SEM micrographs of wires from three different growth runs. The growth times for the InSb shells were set to 5 (a,d), 30 (b,e) and 90 min (c,f). It can be clearly seen, that for the shortest growth duration the shell is incomplete and rough, which can be attributed both to the island-based growth as well as the huge lattice mismatch of almost 14\%. For longer growth times, the roughness is reduced and a coalescent and smooth InSb shell is formed.

Large mismatches between two semiconductors induce a lot of strain inside the lattice and can potentially change the band structure and thereby the electronic properties of the whole structure.

\textbf{FIG. 1: Overview and zoomed-in SEM micrographs of GaAs/InSb core/shell nanowires with a shell growth time of 5min (a,d), 30min (b,e) and 90min (c,f).}
FIG. 2(a,b): HRTEM images for different nucleation spots of InSb on GaAs, superimposed by GPA strain maps. All of them show an abrupt compensation of the lattice mismatch induced strain close to the interface. However, it is already known, that nanowires can potentially compensate this strain by means of relaxation due to the formation of dislocations. To evaluate the strain relaxation, we used a combination of multiple analysis techniques like XRD and HRTEM. Fig. 2 (a,b) shows a superposition of HRTEM micrograph and GPA strain maps for the nucleation of InSb on the wurtzite phase of GaAs. All of them show an almost abrupt transition of the lattice spacing within 3nm around the interface. A detailed investigation reveal, that the relaxation is mainly driven by the creation of perfect dislocations, Frank partial dislocations and Shockley partial dislocations. Based on these findings, the electronic band structure of the nanowire can be considered as bulk-like [3].

FIG. 3: (a) Gate-dependent IV curves of a GaAs/InSb nanowire with a core radius of 40nm and a shell thickness of 9nm. (b) Transconductance curves of four wires with different shell thicknesses.

In order to probe the electronic properties, the wires were mechanically transferred to pre-patterned highly n-doped Si substrate capped by a 200nm thick SiO$_2$ layer which acts as a gate dielectric. Prior to the deposition of Ti/Au contacts, the nanowires were cleaned in a 1:2 mixture of HCl:H$_2$O in order to remove the native oxide. Fig.3 (a) shows a collection of gate-dependent IV curves for a wire with a core radius of 40nm and a shell thickness of 9nm. It can be clearly seen, that a more negative gate voltage leads to a steeper slope, i.e. an increase of the conductance. However, while a more positive gate voltage first leads to a reduction of the conductance, at some point the current flow starts to increase again. This so-called ambipolarity can be further tuned by the geometry of the wires. Fig. 3(b) shows the transconductance curves of wires obtained from four different growth runs with varying shell thicknesses. It can be seen, that although all of the wires show an ambipolar behavior, the dominating carrier type changes from p- to n-type if the shell thickness is increased.

FIG. 4: (a,b) Calculated band structures of a nanowire. (a) corresponds to a negative gate voltage, (b) shows the behavior for a positive gate voltage. (c) Calculated conductance of the same wires depicted in Fig. 3(b).

In order to theoretically explain the type of transport for different geometries, the band profile as well as the carrier occupation were calculated by a Schrödinger-Poisson solver. As can be seen in Fig 4(a), the calculations reveal that only the InSb shell is populated by charge carriers, whereas the GaAs core behaves like an insulator. In case of a negative gate voltage, as depicted in Fig. 4(a), the large effective mass of the holes leads to a strong increase in the number of carriers due to the huge number of states close to the valence band. However, for a more positive gate voltage (cf. in Fig. 4b), the number of electrons increases and the systems shows n-type behavior. Due to the smaller effective mass, the states close to the conduction band are much more influenced if the shell thickness is reduced. The confinement induced shift of the states leads to a pronounced p-type behavior, which is clearly visible in the calculated conductance curves depicted in Fig. 4(c).

In conclusion, it could be shown that GaAs/InSb core/shell nanowires can form strain-free heterostructures in which the electronic transport can switched from n- to p-type by means of an external gate voltage.
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Bulk n-SrTiO₃ is mostly referred to as a degenerate n-type semiconductor. However, recent research on n-SrTiO₃ indicated the existence of a surface space charge layer rendering its surface properties more complex: 1) Marchewka et al. [1] revealed the existence of an electron depletion layer in Pt/Fe:SrTiO₃/Nb:SrTiO₃ structures extending into the Nb-doped bottom electrode suggested to be acceptor-type interface defects. 2) These findings are complemented by Meyer et al. [2] who recently proposed a high temperature surface oxidation model that proposed electron depletion in the near surface region of n-SrTiO₃ in oxidizing conditions with the incorporation of negatively charged surface V_{Sr}, accompanied by the precipitation of strontium oxide (SrO) at the surface. 3) In addition, Setvin et al. [3] showed the existence of oxygen molecules forming superoxides at TiO₂ surfaces below 300 K. Thus, up to now, it is not known, whether possibly chemisorbed charged oxygen molecules such as observed for TiO₂, or intrinsic ionic surface defects, namely V_{Sr}, can cause the observed surface space charge layer effect in n-SrTiO₃ and its dependence on the oxygen partial pressure ($p_{O₂}$).

In order to get further insight on the surface reaction and electrical properties of n-SrTiO₃ directly, we used 0.5 w% Niobium doped SrTiO₃ thin films homoepitaxially grown on undoped SrTiO₃ substrates and analyzed them by in-situ near ambient pressure X-ray photoelectron spectroscopy at a temperature of 770 K and oxygen partial pressures up to 5 mbar. The sample stack and the measurement setup is schematically shown in Fig. 1.

Fig. 2 shows the $p_{O₂}$-dependent core level spectra of O 1s and C 1s (a), Ti 2p and Sr 3d (c), as well as the valence band region (d) obtained at room temperature (dashed spectra) and at an elevated temperature of 770 K (solid spectra). Initial spectra were taken at room temperature and UHV (dashed top spectra) on as-prepared samples. As can be seen from the O 1s and the C 1s spectra (Fig. 2a), a significant amount of carbon adsorbates and contaminants is present at the thin film surface resulting from exposure to air after the PLD growth process and ex-situ transfer into the NAP-XPS setup. Upon heating to 770 K in UHV, a reduction of the carbon adsorbates and contaminants is clearly visible in the O 1s and the C 1s spectra. Subsequently, the $p_{O₂}$ was increased stepwise from 0.05 mbar to 5 mbar while the temperature of 770 K was maintained. All carbon adsorbates and contaminants are removed from the surface upon heating at a $p_{O₂}$ above 0.05 mbar. With increasing $p_{O₂}$, a significant shift of up to 0.6 eV towards lower binding energies (BE) is detected for all the characteristic core level spectra and the valence band maximum (VBM). Full reversibility of the BE shifts was confirmed by a following set of spectra taken again in UHV.
conditions at 770 K (solid circles to dashed circles), pointing towards a reversible underlying surface process, solely governed by the ambient \( p\text{O}_2 \). Neither the small spectral differences in the \( \text{O}_1\text{s} \), the \( \text{Sr}3\text{d} \), in the \( \text{Ti}2\text{p} \), nor any spectral changes in the VB spectra allow for an unambiguous interpretation as chemical changes. In fact, any of two scenarios described above (chemisorbed charged oxygen molecules and/or \( \text{SrO} \) precipitation) may describe the changes in the peak shapes equally well.

Fig. 3 shows the BE values of the core levels (a), the difference between the Fermi energy (\( E_F \)) and the valence band maximum as well as the estimated temperature dependent position of the conduction band minimum (CBM) (b), and the relative BE shift of the different core level spectra and the VBM with respect to the initial UHV measurements (c) at 770 K. The measured position of the difference between \( E_F \) and the VBM at an absolute pressure of \( 10^{-8} \text{mbar} \) is close to the temperature dependent CBM expected at 770 K (Fig. 3b, dashed line), indicating that the Fermi energy of the thin film is close to the conduction band as expected from classical semiconductors. The more the \( p\text{O}_2 \) is increased the more the VBM is shifted towards lower BE, indicating a continuous shift of the Fermi energy deeper into the band gap. The relative shifts of the different core levels nearly overlap on a single line with the one of the VBM, indicating that all peaks shift rigidly with \( p\text{O}_2 \) within the experimental uncertainty. In the rigid band model the apparent BE of the core levels is governed solely by the Fermi energy of the sample. Therefore it is a direct measure of the concentration of the surface electrons at the surface of the sample. Consequently, the measured rigid shift of all core level spectra of \( \text{SrTiO}_3 \) and the VBM can be explained by a mere shift of the Fermi energy at the surface, i.e. an effective change of the conduction band filling.

Fig. 4 illustrates the relative positions of the Fermi energy in UHV conditions and 5 mbar \( p\text{O}_2 \) at 770 K as indicated by the NAP-XPS results. In UHV, the position of the Fermi energy close to the conduction band suggests a bulk-like behavior of the \( n\text{-SrTiO}_3 \) surface, with a constant carrier concentration over the entire thickness of the thin film. In contrast, at increased \( p\text{O}_2 \), the observed relative shift of the Fermi energy into the band gap indicates a reduction of the electron concentration in the \( n\text{-SrTiO}_3 \) thin film, implying a negative surface charge that is reversibly controlled by varying the ambient oxygen atmosphere. Using a parabolic potential approach the potential profile and the corresponding electrostatic decay length \( d_{\text{scr}} = \sqrt{\frac{-2e \Phi}{e N}} \) can be estimated to be about 7nm at 5mbar \( \text{O}_2 \). Hence, assuming a process limited to the surface it can be inferred that the electron concentration deep in the thin film is given by the niobium dopant concentration. The resulting electron concentration difference between the bulk and the surface of the thin film thus implies the formation of a surface space charge layer and with that, a band bending that can be controlled by varying the \( p\text{O}_2 \). In summary, we investigated the electronic surface structure of donor-doped strontium titanate of homoepitaxial 0.5 wt% donor-doped \( \text{SrTiO}_3 \) thin films by in-situ near ambient pressure X-ray photoelectron spectroscopy at a temperature of 770 K and oxygen pressures up to 5 mbar. Upon exposure to an oxygen atmosphere at elevated temperatures, we observed a rigid binding energy shift of up to 0.6 eV towards lower binding energies with respect to vacuum conditions for all \( \text{SrTiO}_3 \) core level peaks and the valence band maximum with increasing oxygen pressure. The rigid shift is attributed to a relative shift of the Fermi energy towards the valence band concomitant with a negative charge accumulation at the surface, resulting in a compensating electron depletion layer in the near surface region. The negative surface charge may be provided by the formation of cation vacancies or the formation of charged oxygen adsorbates at the surface. Regardless of the process at the surface, our results clearly indicate a \( p\text{O}_2 \)-dependent surface space charge formation in donor-doped \( \text{SrTiO}_3 \) in oxidizing conditions.

The presence of such surface layers needs to considered for all devices based on Nb-STO and may contribute to the full understanding of band profiles at oxide/gas phase interfaces.

Spectroscopic indications of tunnel barrier charging as the switching mechanism in memristive devices
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Resistive random access memory is a promising, energy efficient, low power ‘storage class memory’ technology that has the potential to replace both flash storage and on-chip dynamic memory. Whilst the most widely employed systems exhibit filamentary resistive switching, interface type switching systems [1] based on a tunable tunnel barrier are of increasing interest. However, the underlying microscopic switching mechanism is still elusive. We employ interface type switching heterostructures consisting of a yttria-stabilized zirconia (YSZ) tunnel barrier and a praseodymium calcium manganite (PCMO) layer. By combining electrical measurements with in-operando hard x-ray photoelectron spectroscopy (HAXPES), we reveal that an exchange of oxygen ions between PCMO and YSZ causes an electrostatic modulation of the effective height of the YSZ tunnel barrier and is thereby the underlying mechanism for resistive switching in these devices.

The resistively switching YSZ/PCMO layer stack epitaxially grown on SrRuO₃ covered SrTiO₃ and the electrical setup are sketched in Fig 1(a). The devices exhibit bipolar resistive switching as shown in Fig. 1(b). At positive bias, the device is switched from the low resistive state (LRS) to the high resistive state (HRS). Negative voltages, in turn, lead to a transition from the HRS to the LRS. The device resistance clearly scales inversely with the device area for both HRS and LRS. Because of a variability in the initial behavior, the resistance scaling of the initial state deviates slightly from this ideal trend.

We have performed in-operando hard x-ray core-level photoelectron spectroscopy (HAXPES) to probe the buried YSZ/PCMO interface region, where oxygen migration during switching is expected. Thanks to the larger probing depth (>10 nm) achievable with respect to conventional x-ray photoelectron spectroscopy, HAXPES provides an excellent, nondestructive approach to probe chemical changes and charging effects of interfaces buried inside layered heterostructures. For the in-operando HAXPES measurements we applied bias voltages in the sweeping direction 0 V → +2 V → 0 V → -3 V → 0 V in increments of 0.5 V. During each voltage step, we measured the Rh3d and Zr3d core-levels. The I-V curve of the device measured in the analysis chamber during X-ray exposure is shown in Fig. 1(b). The effects of biasing on the HAXPES spectra (hν = 3.2 keV) are shown in Fig. 1(c) where both the Rh3d and Zr3d core-level spectra consistently shift towards larger (smaller) kinetic energy for negative (positive) applied bias. We evaluated the shifts in peak position relative to the unbiased state by fitting the Zr3d and Rh3d spectra with Voigt and modified Donjach-Sunjich curves, respectively [2].

As shown in Fig. 1 (d), the Rh3d₅/₂ peak shift is linear with the voltage and does not show any hysteretic behavior. This linear shift is induced by the voltage drop at the ohmic contact to the metallic Rh layer. Hence it provides a good reference for the observed Zr3d core-level shifts. Interestingly, the Zr3d₅/₂ core-level exhibits a slight hysteresis. In particular, the relative shift increases in the negative direction during the voltage sweep.
from 0 to 2 V and returns during the negative voltage sweep from 0 V to -3 V. Most importantly, at 0 V we observe a remanent relative shift of about 0.2 eV in the Zr3d core-levels, which is negative after the positive voltage sweep and positive after the negative sweep. Since the spectral line shapes detected for the whole sweeping cycle do not change, the observed shifts of the Zr3d core-levels are consistent with the formation of a space charge in the YSZ layer rather than with the occurrence of redox reactions. These in-operando HAXPES measurements were complemented by electron energy loss spectroscopy (EELS) which revealed an increase of the oxygen content in the YSZ layer in the HRS [3].

Fig. 2 provides a schematic overview of device operation concluded from both the in-operando HAXPES and the EELS analysis [3]. First, we conclude that the initial state contains a spatially inhomogeneous distribution of oxygen in the YSZ layer which is evened out by the initial positively biasing of the devices (see Fig. 2 (a)-(b)). Concerning the switching between LRS and HRS, we conclude that oxygen ions move into the YSZ layer upon application of a positive bias to the top electrode, leading to an increase of the tunnel barrier height and hence to a decreased tunnel current in the HRS state, as sketched in Fig. 2(c). Conversely, applying a negative bias leads to the LRS state by removing oxygen ions from the YSZ as shown in Fig 2 (d). This modulation of the effective tunnel barrier height is caused by an excess negative charge that accumulates and depletes in the YSZ by the migration of oxygen ions.[4] Negative charges increase the kinetic energy of the photoelectrons and hence shift the spectrum towards lower binding energies; conversely, a more positive charge decreases the kinetic energy of the photoelectrons and the spectrum shifts towards higher binding energies. This direction is consistent with oxygen migration into the YSZ during a positive bias voltage, leading to a barrier region with negative space charge. Upon inversion of the voltage, the oxygen migrates back into the PCMO and the negative space charge reduces again. This reduction results in a remanent peak shift compared to the initial position for the array type sample, as can be seen in Fig. 1 (d). This model of a reversible movement between the YSZ and the PCMO layer is substantiated by our EELS data which confirm a change of the oxygen content in the YSZ layer and a simultaneous reduction of the Pr valence in the HRS.

However, based on our HAXPES analysis, we consider the space charge formation in the YSZ to be the dominant effect and propose the simplified band diagram shown in Fig. 2 (c) and 2 (d), in which the HRS is described by a more negatively charged YSZ layer than the LRS. This model slightly differs from the one suggested in ref. [4] since we have no positively charged region, only a less negatively charged YSZ barrier in the LRS.

We could nicely reproduce our current voltage curves by assuming a tunnel barrier with different electrode materials on either side namely, a YSZ tunnel barrier with Rh on top and PCMO below [3]. The barrier heights used for the LRS were \( \phi_1 = 1.3 \) eV and \( \phi_2 = 1.4 \) eV and for the HRS \( \phi_1 = 1.4 \) eV and \( \phi_2 = 1.5 \) eV, respectively. Although the exact impact of the electrostatic charging of the YSZ tunnel barrier would require elaborate ab-initio calculations, this simple model already confirms that the extent of the change in the resistance of the device is consistent with a change in the mean height of the tunnel barrier.

![Image](image.png)

**Fig. 2:** Schematic summary of the electrical characteristics and the microscopic mechanisms concluded from the spectroscopic investigations.

In conclusion, our in-operando HAXPES measurements provide conclusive experimental evidence that electrostatic charging of the YSZ takes place, caused by the exchange of oxygen ions between the YSZ tunnel barrier and the PCMO layer. A key advantage of this device type is that the resistive states are solely determined by electron tunneling across the YSZ barrier. This type of resistive switching system is therefore insensitive to stochastic redox and thermal processes, unlike many filamentary-type resistively switching systems. It is instead governed by the properties of a deliberately deposited tunnel barrier, whose properties can be tailored according to technological requirements.

Defect-control of electron transport in 2D oxide heterostructures

F. Gunkel¹², R. A. Heinen³, D. N. Christensen⁴, Y. Chen⁴, S. Hoffmann-Eifert², L. Jin⁵, Ch.-L. Jia⁵, N. Pryds⁴, R. Waser¹⁴, and R. Dittmann⁴

¹ Institute of Electronic Materials (IWE II), RWTH Aachen University, Germany
² Peter Grünberg Institut-7, Forschungszentrum Jülich, Germany
³ Peter Grünberg Institut-6, Forschungszentrum Jülich, Germany
⁴ Denmark Technical University (DTU), Roskilde, DK
⁵ Peter Grünberg Institut-5, Forschungszentrum Jülich, Germany

Low-dimensional electron transport along complex oxide heterointerfaces and the emergence of magnetism in these nominally non-magnetic systems has attracted enormous attention in recent years. In epitaxial systems, the formation of these 2-dimensional electron gases (2DEGs) is attributed to electronic charge transfer triggered by a built-in electric field, which at the same time implies a specific ionic defect structure at the interface (Fig. 1a). [1]

In our approach, we discuss implications of defect formation and scattering for the low-dimensional electron transport and magnetism in these systems. As we find, low temperature resistance characteristics, [2,3] electron mobility, [2] as well as magnetic signature [3] of the electron gas can be systematically controlled by thermodynamic means, i.e., the control of the ionic-electronic defect structure. Thermodynamic control of defect structure can hence be used as a tool to intentionally tailor the properties of these electron systems. However, this requires the detailed understanding of the thermodynamics in these nanoscale systems.

In a recent study [1], we provided a comprehensive analysis of the thermodynamic ground states of various 2DEG systems, which were directly probed in high temperature equilibrium conductivity measurements. We were able to unambiguously identify two distinct classes of oxide heterostructures: For epitaxial perovskite/perovskite heterointerfaces (LaAlO₃/SrTiO₃, NdGaO₃/SrTiO₃, and (La,Sr)(Al,Ta)O₃/SrTiO₃), we find the 2DEG formation being based on charge transfer into the interface, stabilized by the electric field in the space charge region (Fig. 1a,b). In contrast, for amorphous LaAlO₃/SrTiO₃ and epitaxial γ-Al₂O₃/SrTiO₃ heterostructures, the 2DEG formation mainly relies on the formation and accumulation of oxygen vacancies. This class of 2DEG structures exhibits an unstable interface reconstruction associated with a quenched nonequilibrium state. (Fig. 1c,d).

Two classes were distinguished by their thermodynamic footprint, corresponding to a distinct conduction contribution observed at elevated temperature (950K) and in
thermodynamic equilibrium with the surrounding oxygen atmosphere (Fig. 2). As we find, this conductivity contribution scales with the amount of charge transfer triggered at the particular interface hosting the 2DEG (Fig. 3).

At the same time, charge-transfer and the associated thermodynamic processes yield a specific ionic defect structure, primarily leading to an electron mobility determined by the required charge-transfer at the interface. In our study, we were able to show that the reduced charge-transfer occurring in LSAT/STO as compared to the standard LAO/STO results in a systematic decrease in the concentration of scatter centers formed at the interface (Fig. 4). Based on thermodynamic continuum simulations, we argue that the charge transfer across the interfaces determines the intrinsic electric field established at the interface, which in turn affects both the spatial distribution of electrons and the background distribution of ionic Sr vacancy defects, acting as major scatter centers within the potential well. Easing the charge transfer in LSAT/STO yields an enlarged spatial separation of mobile charge carriers and scattering centers, as well as a reduced driving force for the formation of ionic defects at the nanoscale. As a result electron mobility is systematically increased by a factor of 4 as compared to the LAO/STO reference (Fig. 5).

In order to delineate the observed effect from strain effects, we moreover compared the transport properties of LSAT/STO with NdGaO$_3$/STO. The lattice mismatch and epitaxial strain are comparable and small in LSAT/STO and NGO/STO, but significantly larger in LAO/STO. Hence, if epitaxial strain is the mobility-limiting factor here, LSAT/STO and NGO/STO should show highly similar properties and only LAO/STO should exhibit significantly lower electron mobility, which is not the case, as shown in Fig. 5. In contrast, LAO/STO and NGO/STO identically exhibit lower electron mobility, while only LSAT/STO shows significantly enhanced mobility.

Interestingly, LAO and NGO share the nominal ionic structure having trivalent cations on A- and B-sites of the perovskite lattice, while LSAT nominally comprises a mixture of (La$_{0.18}$Sr$_{0.82}$)$_{2.18}^{2+}$ on the A-site and (Al$_{0.25}$Ta$_{0.41}$)$_{3.82}^{3+}$ on the B-site. Thus, the ionic structure of LSAT differs from those of LAO and NGO. Therefore, the very similar behavior of LAO/STO and NGO/STO observed in the low-temperature electrical measurements clearly suggests that the nominal ionic charges of the capping layer mediate the electron mobility behavior, rather than epitaxial strain. In fact, as shown experimentally, very similar epitaxial strain (LSAT/STO and NGO/STO) can result in significantly different electron mobility, and significantly different epitaxial strain (LAO/STO and NGO/STO) can result in very similar electron mobility. It is hence the charge-transfer associated to the ionic structure of the involved polar oxide (LAO, NGO, or LSAT) that determines the mobility.

Therefore, we were able to show that thermodynamic defect engineering and management can be very beneficial to obtain dilute 2DEGs at oxide interfaces that have small but finite electrical dipole at their interface. The use of such low-polarity oxides may represent a systematic future direction for mobility enhancements in oxide heterostructures.

---

Chemical storage of energy is a key challenge for evolving from large facility fossil energy production to local energy production by means of renewable energy sources. Hydrogen is considered one of the most important media for such energy storage.

One particular focus of research in this field is electrolysis of water, in which hydrogen is produced directly by splitting water molecules into their components oxygen and hydrogen under an applied electrochemical stimulus. While the basic principle of electrolysis and catalysis has been known for decades, the atomistic processes at active oxide surfaces catalyzing the water-splitting reaction are still highly debated, in particular, for the oxygen evolution reaction (OER), reflecting the anodic half-reaction of the water-splitting process (Fig. 1).

FIG. 1: Oxygen evolution reaction occurring during water-splitting reaction in alkaline media. Complex oxide thin films, such as PBCO, are considered as catalyst for the reaction.

In our study, we are aiming to synthesize catalytic complex oxide thin films in form of epitaxial model systems, which do provide a defined geometry with (close-to) atomically flat surfaces, defined crystallographic orientation and atomic structure, as well as clearly characterized physical properties such as electrical conductivity and band alignment, both of which have been proposed to be essential for catalytic performance. In our recent study, we have focused on well-discussed cobaltite double-perovskite catalysts, in particular on (Pr,Ba)CoO$_{3-\delta}$ (PBCO). This material comes in different crystallographic polymorphs (Fig. 2), characterized by atomic ordering phenomena, and all of which potentially coexist in catalytic powders.

Atomic structure and associated energetic position of the oxygen 2p band have been suggested as a major key in obtaining good catalytic activity. So far, however, the different polymorphs of this compounds showing differing atomic structure and band alignment were not investigated separately.
The formation of a coherently ordered phase was inferred from clear super-lattice peaks appearing in X-ray diffraction (Fig. 3) as well as by atomic scale analysis using high-resolution scanning tunneling electron microscopy (HRTEM) provided from the Ernst-Ruska Center for Electron Microscopy (PG15). Using high-resolution techniques, we were able to resolve coherent ordering arising from structural oxygen vacancies located in every other CoO$_{2-\delta}$ atomic planes (Fig. 4), while the A-site cation sublattice (Pr/Ba) shows no sign of ordering (as inferred from atomically resolved scanning EDX, Fig. 4).

After this detailed characterization, the catalytic performance of our catalyst layers with defined atomic structure was tested by cyclic voltammetry (CV) in an electrochemical cell. The corresponding current-density plots are shown in Fig. 5. As we were able to show, the epitaxial catalyst layers indeed show catalytic activity for OER, in good agreement with the performance obtained in the literature for powder and polycrystalline samples [2].

Surprisingly, however, the different polymorphs obtained by control of the epitaxy show identical catalytic performance, although their microstructure on the atomic scale differs dramatically. In fact, despite the enormous differences in microstructure and crystal phase, all epitaxial (100) PBCO thin films show very comparable CV behavior, suggesting that the crystal phase and in particular order and disorder in these films has only a limited effect on the catalytic performance.

The results emphasize the importance of the thin film surface and the catalyst/electrolyte interface, respectively. The structural ordering of PBCO on (100) STO is epitaxially stabilized in parallel to the thin film/substrate interface and thus in parallel to the sample’s surface. Therefore, the surface structures exposed to the electrolyte during OER may be similar in both cases despite the differing polymorphs of PBCO. In addition, during OER the surface structure of the thin film may furthermore differ from that of the bulk phase, due to solid/liquid interaction, local under-coordination, and leaching effects.

In conclusion, we have demonstrated the phase control in epitaxial PBCO thin films, synthesized in a disordered and an ordered (quasi) double-perovskite crystal structure. In the ordered phase, ordering arises from the formation of oxygen vacancies within every second cobalt oxide atomic plane, in absence of A-site cation ordering. The nucleation of the ordered phase is determined by the growth temperature. The epitaxial PBCO thin films show good catalytic activity for OER in alkaline media. As has been demonstrated, the electrochemical activity is independent of the structural and atomistic phase of the PBCO thin films, illustrating the importance of the catalyst’s surface chemistry, while generally questioning rational design rules for OER perovskite catalysts based on bulk arguments.

In general, the precise control of physical properties based on epitaxial model systems for OER catalysts will allow for systemic studies of descriptors (here, we have already ruled out atomic structure widely discussed in the literature) as well as for studies on degradation processes, which likely improve our understanding of water electrolysis in the future.
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Foreign components such as dopants and impurities in molecular or ionic form may significantly influence forming/switching processes in redox-based memories. This work presents a systematic study and discussion on effects of oxygen and moisture in Ta\textsubscript{2}O\textsubscript{5} and HfO\textsubscript{2} thin films, being two of the most used materials for ReRAMs. Whereas oxygen was found to not affect the device behavior, presence of moisture is profoundly influencing it. It plays a crucial role for the counter electrode reaction, providing additional charged species and enabling the formation of oxygen vacancies, thus determining the forming voltage and the kinetics of this process.

The ways for incorporation of moisture within the oxide films and its defect chemistry are discussed. Based on the standard electrode potentials and analysis of the electrochemical processes at both electrodes, it is possible to predict their sequence during switching. The difference using symmetric cells with inert electrodes Pt/MeO\textsubscript{x}/Pt and asymmetric devices with ohmic electrodes Me/MeO\textsubscript{x}/Pt is explained by the electrochemical reaction sequence and ability of the ohmic electrode to undergo redox reactions. Upon oxidation the Me electrode can either exchange O\textsuperscript{2-} with the oxide, or can be a source for cations within the MeO\textsubscript{x}, keeping the balance between oxygen rich/deficient matrix.

Redox-based resistively switching random access memories (ReRAM) are considered to be the most promising candidates for the next generation memory devices and filling the gap as Storage Class Memory between FLASH technology and DRAM. ReRAMs consist of a simple metal-solid electrolyte-metal stack where the information is stored as electronic resistance state of the electrochemical cell. By applying a voltage of different polarity and/or magnitude, formation or rupture of a conductive filament is induced, leading to a non-volatile low-resistive ON state (also denoted as LRS) or high-resistive OFF state (HRS), respectively. The mechanistic details on the electroforming and switching are still under discussion and despite many studies were performed on this topic, no consensus is reached till today [1, 2]. Discussed are effects of interfaces, mixed cation/anion mobility, influences of moisture and ambient conditions. One of the most recent achievements was the experimental verification that redox processes are preceding and directly responsible for the forming itself [3]. It has been also demonstrated that many of these electrode and transport processes appear to be related to moisture, naturally absorbed within the thin film electrolytes or incorporated during the preparation process. The external access of moisture, and any gas in general is supposed to occur by direct contact of the sample with ambient, from side wall diffusion, or even (under certain conditions) through encapsulating layers.

The forming voltages of pristine Pt/Ta\textsubscript{2}O\textsubscript{5} (20 nm)/Ta(15 nm) and Pt/HfO\textsubscript{2}(30 nm)/Hf(20 nm) cells were characterized as function of the water partial pressure. The results are shown in Fig. 1. For both oxides the forming voltages decreased by \~60% \% with increasing humidity. While the slopes of these dependencies are steep for low humidity levels, the forming voltage becomes nearly constant for high values indicating a saturation of water uptake (or dissociation) by the oxide layers.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig1.png}
\caption{Forming statistics of a) Ta\textsubscript{2}O\textsubscript{5}(20 nm)/Ta(15 nm) and b) HfO\textsubscript{2}(30 nm)/Hf(20 nm) as function of the water partial pressure in the probing chamber. Adapted from [4].}
\end{figure}
With increasing $p_{H_2O}$ we observe an increase not only in the total electrical conductivity (electronic + ionic) but also of the electrochemical responses (ionic contribution) (Fig.2). For instance, the current response at 3.5 V increases by a factor of 150 by changing RH from 4 % to 36 %. Also, the intensity of the redox peaks and the charge (peak integral over time) are strongly increased by the moisture. Their peak positions (voltage) depend also on $p_{H_2O}$. This implies that water is participating in Faraday reactions and most importantly: it is required for their occurrence.

As it can be seen in the CVs several different redox peaks are observed. Each of these peaks correspond to a redox process. The peak positions and integrals, which reflect the electrical charge, and the amount of reacted matter, are plotted over the water partial pressure in Fig. 3.

The peak integrals, being a measure for the conversion of the reactants, increase linearly with the water partial pressure.

$$V_4 = V_0 + \frac{RT}{SF} \ln \left( \frac{a_{(Ta_2O_5)}^{1/2} \cdot p_{(H_2O)}^{5/2} \cdot a_{(OH^-)}^5}{p_{(H_2O)}^5 \cdot a_{(Ta)} \cdot a_{(OH^-)}^{5/2}} \right)$$ (3)

The shift of the peak position observed in the CVs as a function of the chemical components and particularly on moisture levels as shown in Fig. 2 and Fig. 3 follows the prediction of equation 3. These shifts indicate that reactions 1 and 2 are mainly responsible for the observed behaviour.

Similar results were obtained for the HfO$_2$-based cells, as shown in Fig. 4. The electrochemical signals increase with increasing relative humidity, clearly demonstrating the role of moisture for the electrochemical processes. As moisture is a switching corrosive agent it is expected that it will strongly influence not only the forming process and the switching kinetics, but also the stability of ON and OFF states and the endurance.

In conclusion, we presented results and detailed analysis of the effects of gas environment on the electrochemical processes and switching in two of the most important binary oxides, namely TaO$_x$ and HfO$_x$. We have demonstrated, that the forming voltage is a function of the ambient moisture and we performed cyclic voltammetry experiments in controlled atmosphere which enabled us to measure redox reaction peaks as a function of the relative humidity, revealing an important insight into the electrochemical reactions during forming and switching events.

Improved Switching Stability and the Effect of an Internal Series Resistor in HfO$_2$/TiO$_x$ Bilayer ReRAM Cells
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Bipolar redox-based resistive random access memory cells (ReRAM) are intensively studied for new storage class memory and beyond von Neumann computing applications. However, the considerable variability of the resistance values in ON and OFF state as well as of the SET voltage remain challenging. In this study, we discuss the physical origin of the significant reduction in the switching variability of HfO$_2$-based devices achieved by the insertion of a thin TiO$_x$ layer between the HfO$_2$ layer and the oxygen exchange metal layer. Typically, HfO$_2$ single layer cells exhibit an abrupt SET process, which is difficult to control. In contrast, self-compliance effects in the HfO$_2$/TiO$_x$ bilayer devices lead to an increased stability of SET voltages and OFF state resistances. The SET process is gradual and the RESET becomes abrupt for higher switching currents. By means of a physics-based compact model for the full description of the switching behavior of the single layer and bilayer device clearly three major effects are identified. The TiO$_x$ layer affects the temperature distribution during switching (by modifying the heat dissipation), forms an additional series resistance and changes the current conduction mechanism in the OFF state of the bilayer device compared to the single layer device.

Fast switching, energy-efficient, highly scalable non-volatile memories are required by the industry to comply with the demands of future information technology. One prominent candidate for this purpose is redox-based resistive random access memory (ReRAM). The benefits of ReRAM are the high energy efficiency, speed, and integration density, which is based on its physical principle [1]. A typical valence change-type ReRAM cell consists of two metals and an insulating oxide layer sandwiched in between. One of the most investigated switching materials is HfO$_2$ which enables a high switching speed and a stable endurance. In contrast to these advantages, the use of HfO$_2$ brings difficulties which are needed to be overcome in order to use HfO$_2$ based ReRAM cells for future memory applications. These difficulties are high variabilities regarding the switching voltages and subsequent resistive states. However, these issues have been widely discussed and can be assigned to intrinsic material properties of HfO$_2$ [2]. An attempt to overcome certain aspects of variability comprises the use of oxide/oxide bilayer devices.

In this work, we follow this approach by integrating atomic layer deposited (ALD) grown HfO$_2$ and TiO$_x$ layers into ReRAM cells. The stacking of these bilayer devices is Pt / 3 nm HfO$_2$ / 3 nm TiO$_x$ / 10 nm Ti / Pt with a size of about 10$^4$ nm$^2$. The new devices reveal stable and bipolar resistive switching with a clearly reduced variability compared to single layer HfO$_2$ based cells. For high current compliances (> 500 µA), the device shows a self-limited ON-state which is attributed to an internal series resistance caused by the TiO$_x$ layer. This functionality of the TiO$_x$ layer also becomes apparent from the changes in the I-V characteristic. These are an increase of the RESET voltage for higher switching currents, together with a change in the RESET characteristic from gradual to abrupt, combined with a slightly gradual SET behavior. The internal series resistance introduced by the TiO$_x$ layer is further quantified by applying an analytical modelling. Finally, its complex influence is discovered from a comprehensive analysis by means of a fully physics-based compact model simulation of the HfO$_2$ single layer and the HfO$_2$/TiO$_x$ bilayer switching characteristics. Fig. 1 shows the measured I-V curves of the bilayer device by applying DC voltage sweeps from 1.3 V to -1.3 V.

**FIG. 1**: I-V switching curves for a set of current compliance values. Voltage sweeps between −1.3 V and 1.3 V were performed with current limitation at positive polarity varied from 100 µA (red curve) to 700 µA (violet curve).
to the Ti top electrode, after the devices were electroformed at 3 V. A current compliance series was conducted: After 30 cycles of resistive switching the current compliance was increased from 100 µA (red curve) in steps of 100 µA up to 700 µA (violet curve). Stable bipolar resistive switching is observed for all current compliances with a clearly reduced variability and a transition from an abrupt (100 µA) to a more gradual (700 µA) SET and from a gradual to an abrupt RESET, respectively. Additionally, the RESET voltage shifts to higher values when the current compliance is increased. This can be attributed to an internal series resistor caused by the TiO\textsubscript{x} layer. The resistance can be analytically calculated by demanding symmetrical SET and RESET voltages. The value is about 1200 Ω including line resistances, which are expected to be ~ 800 Ω for these structures [3].

In order to verify the influence of the TiO\textsubscript{x} layer on the switching behavior during SET and RESET of the bilayer device, a physics-based compact model simulation is carried out. Fig. 2 shows the equivalent circuit of the electrical model of the device. The detailed model is described in [4]. Fig. 3 shows the direct comparison of the simulated curves to the measured I-V behavior. The simulation reflects all trends observed in the experiment. The change from abrupt to gradual SET behavior is displayed as well as the change from gradual to abrupt RESET behavior and the increase of RESET voltage for higher current compliances. Additionally, comparing the simulation of the bilayer device to the behavior of a pure HfO\textsubscript{2}-based structure, a more complex influence of the TiO\textsubscript{x} layer is revealed [4]. First, the self-compliance in the low resistive state evidences the serial resistance effect. Second, the effective thermal resistance is increased compared to a single HfO\textsubscript{2}-based cell. This shows that the TiO\textsubscript{x} also acts as a thermal enhanced layer [5]. Third, the simulation of the OFF resistance state of the bilayer device reveals a deviation from the measured data, which is not observed for the single layer device.

In conclusion, HfO\textsubscript{2}/TiO\textsubscript{x} bilayer cells have been suggested and characterized in comparison to HfO\textsubscript{2} based single layer ReRAM devices. The additional TiO\textsubscript{x} layer leads to a significant stabilization of the switching behavior. This comprises a clear reduction in the variability of the SET voltages and the OFF state resistances for the bilayer devices. Additionally, the SET transition develops from abrupt to gradual and the RESET transition changes its character from gradual to abrupt, when the current compliance is raised. This behavior is explained by the TiO\textsubscript{x} layer causing a resistance serially connected to the resistive switching element. This resistance can be calculated analytically to about 400 Ω. A physics-based compact model simulation was introduced and reveals a very good agreement with the experimental findings, but indicates a change in the conduction behavior of the OFF resistance states between the single and bilayer devices. This will be the topic of future studies to obtain a deeper understanding of the role of the TiO\textsubscript{x} layer on the reduction of the variability in the resistive switching behavior of bilayer oxide devices.

Domain wall memories are key candidates for non-volatile information processing. Since the magnetic textures are usually moved by current pulses, a quantitative understanding of their pinning, which can stop the movement, is crucial. However, detailed experiments on the atomic scale are missing. Here, we use spin-polarized scanning tunneling microscopy (STM) to track the deliberate movement of a magnetic vortex core (zero-dimensional domain wall) within a 3D-rotatable magnetic field. Surprisingly, it turns out that a core consisting of ~10^4 iron (Fe) atoms gets pinned by a single adsorbate. We observe an eccentric pinning of the vortex core with a pinning strength proportional to the exchange energy density of the core.

Opposed polarized domains form to reduce the stray field energy tied to the magnetic configuration and micromagnetic theory shows, that the domain walls in between, featuring high energy densities, are pinned to regions of weak exchange, anisotropy or magnetization [1]. Earlier experiments on domain wall pinning could not resolve the interaction between a domain wall and pinning centers on the atomic scale, because they either used techniques without atomic resolution, or did not have full control over the domain wall position to investigate the interaction strength.

In this work we use the magnetic vortex core in a Fe nano-island as a zero-dimensional, scannable domain wall to study its interaction with surface adsorbates. The magnetic vortex is characterized by a curled magnetization on the outskirt of the platelet and an out-of-plane magnetized core in the center. The core can be positioned laterally in both directions by application of a proportional in-plane magnetic field \( B_⊥ \). Furthermore, it can be compressed in diameter by a perpendicular field \( B_∥ \) to increase the exchange energy density and, thus, the interaction strength with the defects. Imaging of the island topography, as well as of its magnetic structure is done simultaneously by spin polarized (SP)-STM. This way, the vortex core position and the defect position can be correlated with atomic precision. We observe, that the atomic size adsorbates can pin the magnetic vortex core with a volume of 300 nm³, if vortex core is squeezed by a perpendicular magnetic field to a diameter of 3.8 nm.

The platelet carrying the magnetic vortex is fabricated by self-organized growth of Fe on the surface of a W(110) single crystal [2]. For this, 10 mono-layers (ML) of Fe are electron beam evaporated onto the clean substrate at room temperature in a UHV chamber (base pressure 10^-10 mBar). The sample is thermally annealed for 10 min at 710°C, leading to the formation of elongated islands with lateral dimensions of 200 nm to 2 μm by 150 nm to 750 nm, and an average height of 9.5 nm to 10.5 nm. The areas between the islands are covered with a single pseudomorph ML of Fe.

Spin polarized STM data is recorded by utilizing an antiferromagnetic tunneling tip [4]. Therefore, we electrochemically etch a poly-crystalline chromium (Cr) bar by insertion into a PtIr loop filled with 2.5M NaOH base. Final in-situ preparation is done by short voltage pulses (30 ms, 10 V) applied between tip and sample during tunneling contact until spin contrast is obtained. The SP-signal is observed by measuring the differential conductance (dI/dV) at \( V_{bias} = -2 \) V and a current setpoint of \( I_{set} = 1 \) nA. This signal exhibits an addend proportional to the dot product of tip- and sample-magnetization. Fig. 1 shows typical topography and spin contrast data of a Fe island.

A zoom into the island surface (Fig. 2(a)) with atomic resolution shows two types of defects, oxygen adatoms appearing as depressions (\( \Theta = 0.8 \) nm, \( \uparrow = -25 \) pm) and atomic Cr appearing as protrusions (\( \Theta = 1 \) nm, \( \uparrow = 50 \) pm). The former originates in oxygen gas used for substrate cleaning, the latter stems from tip preparation in the island vicinity. To investigate the interaction of the vortex core with these adsorbates, we try to force it by an in-plane field \( B_∥ \) along the straight path depicted in Fig. 2(a), while observing, how the...
actual position deviates from the target path. The path is well-defined under the assumption, that the core in a pinning free environment will move with a constant displacement rate of \( \chi = d\rho dB \) = 1.77 \, \text{nm/mT} (B_\perp = 0 \, \text{T}) so that the core position \( r \) is calculated to \( r = \chi B_\perp \). Verification of start- and end positions by SP-images (like Fig. 2(d), but at the positions A and Z in Fig. 2(a)) allow the definition of the target path. Instead of taking full SP-images each step of the core position, we measure the SP-signal at the single remote spot M, while the core passes this point on its way from A to Z. Fig 2(b) shows the resulting signal (red data points), which resembles the real space profile of the shifted core (black solid line extracted from dotted line in Fig. 2(d)). This means, it does not make a difference, whether the core is imaged by a moving tip (real space profile), or a fixed tip images a moved core (data points). It also shows, that the defects do not influence the core motion.

In a second step, we reduce the core diameter by a perpendicular magnetic field of \( B_\perp = -1.5 \, \text{T} \) from initially 13 nm to 3.8 nm, which increases the exchange energy density from 15 meV/nm² to 180 meV/nm². A repetition of the experiment described above with this squeezed core does not yield the real space profile of the core (grey solid line extracted from dotted line in Fig. 2(f)), but the data points (green in Fig. 2(b)) now split into segments of reduced slope. Each segment corresponds to a pinning position, at which the displacement rate is reduced. The steps between the segments indicate the core jumping between pinning positions. Further analysis of this data (not shown) reveals a reduction of the displacement rate from the average value of \( \chi = 3.8 \, \text{nm/mT} (B_\perp = -1.5 \, \text{T}) \) to the reduced value on the segments of only \( \chi = 0.1 \, \text{nm/mT} \).

This reduction in displacement rate is also reproduced quantitatively in a micromagnetic simulation of a Fe-disk (\( \Omega = 280 \, \text{nm}, \uparrow = 10 \, \text{nm} \)) with a hole of \( 1.1 \times 1.1 \times 0.5 \, \text{nm}^3 \) in the middle of the top facet serving as pinning center. The simulation also allows the extraction of the pinning energy of 221 meV of this kind of defect. This evaluation (measurement, evaluation of reduced displacement rate, simulation with extraction of pinning energy) was not only done for \( B_\perp = -1.5 \, \text{T} \), but altogether at three perpendicular fields (\( B_\perp = 0 \, \text{T}, B_\perp = -1.2 \, \text{T}, B_\perp = -1.5 \, \text{T} \)), which gained the individual pinning energies (21 meV, 116 meV, 221 meV). This pinning energies scale almost perfectly with the exchange energy density in the center of the vortex core (17 meV/nm², 95 meV/nm², 177 meV/nm²), which indicated, that the pinning mechanism has to rely on a change in the exchange interaction by the adsorbates.

To show, how the core is pinned by the defects in real-space, we conducted an experiment like the previous one, but recorded 45 full SP-image while the core is moved from start to end position. The result is shown as montage in Fig. 3. All core positions from A to Z are indicated as green points on top of the sample topography. The image shows, that the core positions do not lie equidistantly spaced on a straight line, but cluster next to the adsorbate positions. However, for the previously conducted simulations the core always pins concentric to the adsorbate position, since this is the point of maximum exchange energy density. We assume, that the defects do not just reduce the exchange interaction in the underlying Fe, but do so in anisotropic way (differently along the axes [001] and [1-10]), which might explain the eccentric pinning positions.

In conclusion, the magnetic vortex core in an iron nano-island is pinned by single surface adsorbates. The pinning strength increases with the exchange energy density in the core, which we can vary by squeezing the core with a perpendicular magnetic field. The core does not pin in the center of the adsorbates, which might originate in an anisotropic change of the exchange interaction due to the adsorbates.

---

112 Gbps 8-channel WDM Silicon Photonics Transceiver with SOA and Semiconductor Mode-Locked Laser
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We demonstrate an integrated 8 by 14 Gbps dense wavelength division multiplexed silicon photonics transceiver that makes use of an external mode-locked laser as a light source and a semiconductor optical amplifier for signal amplification. Remaining components necessary for modulation, filtering and (de-)multiplexing are monolithically integrated in a single chip. The transceiver supports on-off keying data transmission up to 10 km with a BER ranging between 1e-4 and 1e-6 for all channels, proving the feasibility of silicon photonics wavelength division multiplexed links relying on a single section mode-locked laser.

Dense Wavelength Division Multiplexing (DWDM) is considered a key element to increase the data throughput of Silicon Photonics (SiP) transceivers. In recent years, there has been a strong focus on the implementation of compact form factor SiP WDM systems for next generation electro-optic datacenter transceivers. A major challenge associated to DWDM in SiP is the integration of multiple light sources to generate the optical carriers. One of the most pursued solutions consists in using an array of Distributed Feedback (DFB) lasers. Alternatively, a single semiconductor Mode-Locked Laser (MLL) can be used as a compact light source producing a frequency comb with a fixed carrier spacing [1-2], avoiding the integration of multiple light sources. In this paper, an 8-channel WDM transceiver is demonstrated that uses an external MLL as a light source, integrated Resonant Ring Modulators (RRMs), filters and Optical Add-Drop Multiplexers (OADMs), as well as an external Semiconductor Optical Amplifier (SOA) to amplify the optical signal at the Transmitter (Tx) output. The combination of an MLL with an RRM provides high compactness and conceptual simplicity. However, it provides a limited comb line power and increased Relative Intensity Noise (RIN) levels associated with MLLs. The SOA compensates for the limited line power at the expense of nonlinear effects in multi-channel operation occurring in addition to excess noise resulting from Amplified Spontaneous Emission (ASE) [3].

Even though significant improvements have been made towards hybrid integration based on flip-chip attachment of MLLs for this system [4], MLL/SOA integration and polarization management have not been realized in this transceiver. The proposed transceiver achieves 8 by 14 Gbps DWDM data transmission with performance in line with predictions based on modeling and single channel experiments [1,2], proving the feasibility of this technology.

The block diagram is shown in Fig. 1. The transmitter (Tx) includes an MLL with a 100 GHz (0.8 nm) Free Spectral Range (FSR) that is mounted on a separate stage. Eight consecutive lines from 1550.9 nm to 1556.5 nm with comb line power levels ranging from -2.5 dBm to -1 dBm have been used for WDM transmission. After coupling to the SiP chip, unused comb lines are removed by a wideband Coupled Resonator Optical Waveguides (CROW) filter [5] to ensure that the available SOA output power can be optimally allocated to the modulated lines. The selected carriers are then On-Off-Key (OOK) modulated by an RRM array. Both the CROW filter and the RRMs can be thermally tuned and controlled by reading the power from auxiliary photo-receivers. The Tx transmission spectrum is plotted in Fig. 2 together with the filtered MLL spectrum. Tight fiber bends needed to bring the..
fibers to the SiP chip (see Fig. 3(a)) have increased IL per facet to 7 dB.

Together with the internal losses from the SiP chip, these produce a Tx attenuation of 16 dB (out of RRM resonance) within the filter pass-band, as seen in Fig. 2.

The Receiver (Rx) architecture is shown in Fig. 1(b). Light is coupled into the SiP chip using a GC and is then routed to an optical 8-channel demultiplexer implemented in the form of cascaded ring based OADMs, each routing a single WDM channel to an individual drop waveguide connected to a separate germanium photodiode (GePD). Each OADM can be independently thermally tuned to select one of the modulated carriers. GePD outputs are finally wire bonded to two 4-channel Rx chips from Mellanox Technologies [1] before Bit Error Ratio (BER) detection. A photograph of the transceiver including its three optical interfaces (1 fiber array and 2 edge coupler arms) is shown in Fig. 3(a). The board includes the SiP chip, the Tx/Rx high speed electronics and a fanout for the transceiver control signals. The inset (Fig. 3(b)) shows the SiP chip connected with wire-bonds to the drivers, TIAs and the control signal fanout.

We have completed multiple DWDM experiments, but we will present here only the full link using the developed transceiver as both the Tx and the Rx, with only the commercial SOA interposed in between for simultaneous amplification of the 8 channels. Regenerated electrical signals are sent to the BERTs' ED for BER evaluation with both PRBS 2^[1]-1 and PRBS 2^[31]-1 data streams, with nearly identical results for both pattern lengths (see Fig. 4).

We have been able to measure BER for the six centermost channels, but not for the two outer channels. All channels were penalized by the offset compensation setting the decision threshold in the center of the eye, a non-optimum threshold here since dominant noise sources are RIN and ASE [3]. The outermost channels were penalized in addition by the high power fluctuations of their carrier comb lines (±1 dB) resulting in the autonomous offset compensation running into its rails. According to out model [2], optimized setting of the decision threshold obtained by skewing the offset compensation away from the mid-point threshold would allow this transceiver to comply with an uncorrected BER of 5e-5 compatible with IEEE standard 802.3bj with a link margin for fiber and connector losses of 6.7 dB and 8.2 dB, respectively for outer and central lines. It could thus easily accommodate a 10 km fiber length between the Tx and the Rx since it only introduces modest losses and no eye distortion. Even assuming laser and SOA operation at 45 °C, link margins of 1.7 dB and 2.7 dB remain, respectively for outer and central lines, providing a margin for connectorization of short distance links.

In conclusion, in this paper we have implemented and characterized an 8 by 14 Gbps DWDM transceiver using a combination of an MLL, RRMs and an SOA that support data transmission with BER between 1e-4 and 1e-6. With some adjustments in the offset compensation set point, this transceiver would comply with an uncorrected BER of 5e-5 compatible with IEEE standard 802.3bj with an interposed fiber link of up to 10 km.

Electrical resistance of individual defects at a topological insulator surface
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Three-dimensional topological insulators host surface states with linear dispersion, which manifest as a Dirac cone. Nanoscale transport measurements provide direct access to the transport properties of the Dirac cone in real space and allow the detailed investigation of charge carrier scattering. Here we use scanning tunneling potentiometry (STP) to analyze the resistance of different kinds of defects at the surface of a (BiₐSb₁₋ₐ)₂Te₃ topological insulator thin film. We find the largest localized voltage drop to be located at domain boundaries in the topological insulator film, with a resistivity about four times higher than that of a step edge. Furthermore, we resolve resistivity dipoles located around nanoscale voids in the sample surface.

Figure 1(b)-(e) shows the result of a STP measurement at the TI surface of a (Bi₀.₅₃Sb₀.₄₇)₂Te₃ thin film [6]. The dominant contributions to the voltage drop are an overall linear voltage slope on the terraces and voltage jumps along lines at the sample surface.

FIG. 1: Nanoscale transport measurements at the sample surface. (a) Schematic of the STP measurement setup. (b) Overlay of topography as terrain and potential distribution as color code. We observe an overall linear voltage slope on the terraces and additional voltage jumps located along lines at the sample surface, for example, the one highlighted by the yellow arrow. Scan size: 300 nm. (c) Topography showing two steps at the sample surface. The section indicated by the solid white line is shown in (e). Scale bar, 20 nm. (d) Corresponding potential map with subtracted linear background. Sharp voltage drops are located at the position of topographic steps and along the dotted line which we explain as a domain boundary in the TI film. The corresponding potential section indicated by the solid white line is shown in (e). (e) Black line graph: height profile from (c). Red line graph: potential section from (d). The voltage drops are \( \Delta V_{\text{step}}=0.46(5) \) mV at the step edge and \( \Delta V_{\text{DB}}=1.54(5) \) mV at the position of the domain boundary (indicated by the vertical dotted line).
A more detailed topography scan is shown in Fig. 2(c), centered at a quintuple layer (QL) step. Figure 2(d) shows the corresponding potential map from which we subtracted the average slope on the terraces to reveal the defect induced fine structure on top of the subtracted average slope on the terraces to reveal the defect induced fine structure in the voltage drop. We observe a voltage drop at the position of the QL step but also an even more pronounced voltage drop at the indicated dotted line, which we assign to a domain boundary between neighboring domains of the TI film. In the corresponding potential section in Fig. 2(e), the voltage drop located at the position of the domain boundary is almost four times larger than that at the step edge.

FIG. 2: Resistivity dipoles around nanoscale voids. (a) STM image of a typical void in the sample surface. Scale bar, 5 nm. (b) Corresponding potential map showing a dipole-shaped feature centered at the defect. The lobes of the dipole are aligned with the macroscopic current direction. (c) Resistor network model mask with indicated schematic of the resistors. (d) Calculated potential distribution around the defect resulting from the resistor network model shown in c, after background subtraction. (e) Sections indicated in (a–d). Solid black line: experimental height profile section from a. Solid red line: experimental potential section from (b). Dashed black line: section of the model system shown in (c). Dotted blue line: calculated potential section from (d).

Besides the above line defects, we further observe variations of the local electric potential in the form of resistivity dipoles around nanoscale voids at the sample surface [6]. Resistivity dipoles result from a current flowing around a localized region of increased resistance. Such an observation is of special interest in a TI due to the peculiar TSS properties, which prohibit 180° backscattering from such defects [1]. The topography of a typical void with a diameter of ~5 nm on a terrace of the TI film is shown in Fig. 2(a). Figure 2(b) shows the corresponding potential map, where the potential slope of the surrounding terrace has been subtracted. The dipole is found to be centered at the defect and its lobes are aligned with the overall orientation of the current. This observation qualitatively agrees with the classical analytic description of resistivity dipoles in diffusive transport, where the amplitude of the dipole depends only on the diameter of the void and the electric field on the surrounding terrace. However, the analytic description considers only circular defects and deviations in shape can have significant impact on the observed dipole amplitude. For a detailed analysis of resistivity dipoles around arbitrarily shaped defects, we therefore use a resistor network model, to analyze the potential distribution around the voids (Fig. 2(c)). In this model too, only the dimensions of the void and the voltage slope on the terrace surrounding the defect, which is well defined in the experimental data, are parameters. The resulting potential distribution around the defect is shown in Fig. 2(d). Fig. 2(e) shows a comparison of theoretical and experimental results. The experimental potential (red line) shows a pronounced dipole feature. We find that the simulated potential distribution is in excellent agreement with the experimental data without any further parameters involved. We conclude from the fact that we can explain the experimental data by means of a resistor network that we are in the diffusive transport regime.

In conclusion, we determined the resistance of several types of nanoscale defects at the surface of a (Bi$_{0.53}$Sb$_{0.47}$)$_2$Te$_3$ thin film. We find that significant amounts of resistance are present at surface step edges and domain boundaries of the TI film, which result in a fundamental limit of the TI film and therefore need to be carefully controlled for future application in electronic devices. Generally, this study demonstrates that scanning tunneling potentiometry (STP) allows to directly quantify charge transport properties of TIs at the nanoscale.

Nanostructuring with short-wavelength radiation is under active investigation both in science and industry. For example, EUV projection lithography has been proven effective for high-volume manufacturing of microchips. In parallel, high-resolution nanopatterning has been demonstrated utilizing interference lithography [1]. However, the former suffers from the complexity of projection optics, and the latter is limited to periodic structures. The presented approach – based on computational lithography methods – is free of imaging optics and allows printing of arbitrary (non-periodic) structures. Taking advantage of iterative designing of synthetic holograms, the described approach is based on creation of dedicated optical structure that can be applied for proximity lithography in the EUV wavelength range. This method, computational proximity lithography, does not require a sophisticated optical system but necessitates numerical computation of a holographic mask, which produces a desired intensity distribution in a wafer plane. We report on the iterative design algorithm and fabrication procedure of a holographic mask for the use in computational proximity lithography with EUV radiation.

EUV lithography has been proven effective for both large scale chip manufacturing and nanopatterning by utilizing diffraction and interference effects. Compared to alternative fabrication techniques, EUV lithography offers significant advantages such as minor proximity effects, absence of charging effects and high throughput due to parallel patterning. Additionally, proximity lithography setups do not require a sophisticated optical system. Proper design of computational proximity lithography masks requires simulations of the near-field light field distribution after passing the mask and of its propagation to the wafer under careful consideration of optical parameters of the system.

Designing holographic masks for the EUV spectral range is a challenging task due to the significantly different optical properties of materials. With visible light, proximity lithography has been demonstrated using wave-optically designed masks, where the mask for the desired intensity distribution at the wafer plane is designed by numerical solution of this inverse problem [2, 3]. The light field distribution in the plane of the mask can be calculated using phase retrieval methods based on Gerchberg-Saxton algorithm. In EUV range the influence of attenuation on the efficiency of the designed holographic structure (our mask) has to be taken to the account, due to the non-negligible attenuation of materials. As a result, an element modulating both phase and amplitude distributions is obtained.

![Flow chart of the proposed iterative algorithm.](image)

The process can be described as an iterative propagation of the light field between mask and wafer planes with certain applied constrains: limited number of phase levels, minimal element size on the mask due to the fabrication process, resist response function and a correlation between absorption and phase-shift properties of an element. The latter results from the fact that a EUV phase shifting mask modifies both amplitude and phase of the incident wave front.

The algorithm is started in the wafer plane, where the desired intensity distribution is loaded $I_0 = I_{\text{target}}$ and phase $\phi_0$ is set as random, see Fig. 1. The wavefront is then propagated to the mask plane using angular spectrum of plane waves (ASPW)
method. In the mask plane, the wavefront is discretized, i.e. for each pixel, the obtained phase value is changed to the nearest value of available phase-shift levels and the intensity is adjusted correspondingly. The next step is the propagation back to the wafer plane using ASPW method. At the wafer plane, simulation of the resist exposure is performed for given contrast parameter, and after that evaluation metrics are applied. The next step is loading the target intensity distribution $I_i = I_{\text{target}}$ leaving the phase unchanged $\phi_i = \phi_{i+1}$. Again, the wavefront is propagated to the mask where all metrics are evaluated and the next iteration starts. If the acceptable tolerance is reached or the maximum number of iterations is exceeded, the loop is exited, phase and amplitude are discretized for the last time, resulting in a final structure. The final structure is then translated into a topographical hologram mask design, in which phase and amplitude modulation corresponds to the material thickness for each pixel. The desired pattern in wafer plane is in our case the commonly known elbow test structure, see Fig. 2.

The simulated holographic mask for this elbow structure with different dimensions consists of arbitrary structures of two-phase levels (Fig. 3 a). The fabrication process of the hologram mask consists of three steps: First, a 30 nm thick SiN-membrane is coated with the phase shifting medium (320 nm CSAR 62 photoresist). Second, the pattern is written by electron lithography. Third, the resist is developed and hard baked. In the fabricated hologram mask in comparison to the calculated design is shown. Here for imaging purposes the CSAR 62 resist was covered with 3 nm Iridium to provide better contrast in SEM.

To cross-check the validity of the developed mask modelling method and correctness of optical constants of the resist material, a mask with simpler structures (two rectangles with a size of 8 µm x 20 µm) is manufactured as described above and exposed at 13.5 nm wavelength with coherent synchrotron radiation at the Paul Scherrer Institute (CH, Villigen). The mask was positioned at 120 µm from the wafer surface both in experiment and simulation. The comparison of the calculated intensity distribution in wafer plane with exposure results is shown in Fig. 4.

The developed algorithm is capable of reproducing the exposure result. Based on these results and the successfully developed mask fabrication process, the next task will be to expose the elbow hologram mask with 13.5 nm EUV radiation to check the structuring performance of the mask (320 nm resist thickness, 300 µm mask wafer-distance, 50 nm pixel size). Successful wafer target reproduction would establish this approach as an effective patterning method of arbitrary structures on the nanoscale.

Magnetic molecule-surface hybrids are ideal building blocks for molecular spintronic devices due to their tailorable magnetic properties and nanoscale size. Here, we demonstrate the formation of multiple intramolecular subunits within a single molecule-surface hybrid by means of spin-polarized scanning tunneling microscopy and ab-initio density functional theory. Our results showcase a possible organic chemistry route of tailoring geometrically well-defined assemblies of magnetically distinguishable subunits in molecule-surface hybrids.

The adsorption of a nonmagnetic π-conjugated organic molecule on a ferromagnetic surface can lead to the magnetic hardening effect and thus the creation of a so-called magnetic molecule-surface hybrid [1] with a stable magnetization direction and an enhanced coercive field as compared to the clean surface [2]. The magnetic moment, anisotropy, and coercive field of these hybrids sensitively depend on the spin-dependent hybridization of molecular π-orbitals with d-orbitals of the substrate [1, 3], which is governed by the local geometry and chemical bond formation. So far, the possible presence of magnetically distinguishable subunits in a single magnetic molecule-surface hybrid has not been considered. Theoretical work dealing with the chemisorption of a variety of carbon-based molecules [2, 4] showed that the spin-dependent π-d hybridization between molecules and ferromagnetic substrates can enhance the exchange coupling among the involved substrate atoms. Here, we demonstrate that in more complex polyaromatic molecules this effect occurs for each aromatic ring and can indeed induce magnetically distinguishable subunits [5]. To this end, we study nanoscale organic-ferromagnetic hybrid systems formed by depositing polycyclic 2,4,6-triphenyl-1,3,5-triazine (TPT) molecules comprising in total four phenyl and triazine-like rings on 2 monolayers (ML) Fe on W(110). Our combined spin-polarized scanning tunneling microscopy (SP-STM) and density functional theory (DFT) investigation uncovers significant ring-to-ring differences in local density of states (LDOS) and spin polarization as well as magnetic couplings arising from a highly asymmetric adsorption geometry. The advantage of such a intramolecular approach is the possibility of tailoring the arrangement of hybrid magnetic (sub)units and thus their magnetic properties by means of synthetic organic chemistry.
A spin-polarized STM topography image of the TPT/Fe/W(110) system is shown in Fig. 2(a). TPT appears significantly different on oppositely magnetized domains [dark and bright background in Fig. 2(a)]. TPT on dark domains appears very similar to the spin-integrated case in Fig. 1(a), whereas it is imaged as a mostly black spot with a bright halo on bright domains. These marked differences in appearance indicate a strong spin-dependent hybridization. Spin polarization maps of the TPT/Fe/W(110) system obtained by subtracting SP-STM topography images of TPT on oppositely magnetized domains are shown in Fig. 2(b). For both experiment (left column) and simulation (right column), we find within a given adsorbed molecule different spin polarization with specific features on phenyl rings that are otherwise chemically identical in the gas phase. The comparison of the spin polarization maps in Fig. 2(b) indicates a good qualitative agreement between experiment and theory. The spin polarization is clearly positive above the molecule, i.e., it is inverted with respect to the polarization of the bare Fe surface in agreement with the theoretically predicted and experimentally observed general p$_z$ - d hybridization-induced inversion of the spin polarization above nonmagnetic organic molecules chemisorbed on magnetic substrates [1].

![Image 1](image1.png)

**FIG. 2:** (a) SP-STM topography overview image with TPT molecules on oppositely magnetized domains (dark/bright). White arrows indicate the relative alignment of tip and sample magnetizations. (b) Measured (first column) and simulated (second column) spin polarization (SP) maps at $V_{bias} = \pm 100 \text{ mV}$. 

<table>
<thead>
<tr>
<th>Unit</th>
<th>$m_{unit}$ ($[\mu B]$)</th>
<th>$J_{unit}$ ($[\text{meV}]$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.1</td>
<td>811</td>
</tr>
<tr>
<td>2</td>
<td>7.7</td>
<td>746</td>
</tr>
<tr>
<td>3</td>
<td>10.4</td>
<td>872</td>
</tr>
<tr>
<td>4</td>
<td>7.6</td>
<td>765</td>
</tr>
</tbody>
</table>

**TAB. 1:** Calculated magnetic moment $m_{unit}$ and exchange coupling constant $J_{unit}$ of the intramolecular magnetic subunits labeled 1 to 4 in Fig. 1(c).

Remarkably, in both experimental and theoretical results a pronounced difference in the spin polarization among the lobes is found. This means that the structural asymmetry outlined above carries over to the magnetic properties of the system.

The spin-dependent hybridization at organic-ferromagnetic interfaces not only induces spin polarization in the chemisorbed molecules, but also modifies the magnetic properties of the involved substrate atoms. The interaction of TPT with the surface is essentially confined to the thirteen Fe atoms in the first layer it is directly bound to [green and black marked atoms in Fig. 1(c)]. Experiments [3] as well as DFT calculations [2, 4] have unambiguously shown that carbon-based adsorbates such as organic molecules and graphene lead to an in-plane magnetic hardening effect, i.e., they enhance the exchange coupling between the magnetic surface atoms that are directly bound to them. Furthermore, in Ref. [2] it was demonstrated that due to this effect the chemisorbed benzene-like ring of paracyclophane gives locally rise to the formation of a strongly exchange coupled hybrid molecule-surface magnetic unit. Based on these grounds and the magnetic non-equivalence of all aromatic rings of TPT on Fe/W(110) outlined in Fig. 2(b), the chemisorbed TPT molecule can be considered to give rise to four molecule-induced magnetic subunits, each consisting of an aromatic ring [labeled 1 to 4 in Fig. 1(c)] and the Fe atoms directly bound to it [marked in green and black in Fig. 1(c)]. We evaluated the magnetic exchange coupling constants between these subunits and of each subunit to its clean Fe environment by generalizing the procedure used in Refs. [2, 4], where the exchange interaction is modeled by a nearest-neighbor Heisenberg Hamiltonian. The calculated magnetic moment $m_{unit}$ and exchange coupling constant $J_{unit}$ of each intramolecular magnetic subunit are compiled in Table 1. The coupling constants of all molecule-induced hybrid magnetic subunits are considerably different as they vary by about 15%. This clearly corroborates the formation of multiple distinguishable magnetic subunits within a single molecule-surface hybrid.

A chemically driven quantum phase transition in a two-molecule Kondo system
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The magnetic properties of nanostructures that consist of a small number of atoms or molecules are typically determined by magnetic exchange interactions. Recently we showed in ref. [1] that non-magnetic, chemical interactions can have a similarly decisive effect if spin-moment-carrying orbitals extend in space and therefore allow the direct coupling of magnetic properties to wavefunction overlap and the formation of bonding and antibonding orbitals. We demonstrate this for a dimer of metal-molecule complexes on the Au(111) surface. A changing wavefunction overlap between the two monomers drives the surface-adsorbed dimer through a quantum phase transition from an underscreened triplet to a singlet ground state, with one configuration being located extremely close to a quantum critical point.

To demonstrate the novel scenario, we use dimers formed by two metal-molecule complexes that each consist of a 3,4,9,10-perylenetetracarboxylic-dianhydride (PTCDA) molecule, adsorbed on the inert Au(111) surface, and a single Au atom. In each monomer, the 6s electron of the Au atom is transferred onto the molecule into an empty π-orbital that is only weakly coupled to the substrate, and consequently forms a well-defined spin moment delocalized over the entire PTCDA molecule [2]. We investigate the interactions between the spins on both monomers by scanning tunnelling spectroscopy (STS) to detect the ground state of the dimer. Specifically, we show that the dimers are indeed located very close to a quantum critical point (QCP), so that depending on the precise chemistry, distinct ground states (local singlet or local triplet) are realized.

Because of the low symmetry of the monomer the Au atom binds to the PTCDA in one of four positions (Fig. 1c). An analysis of a large collected ensemble of spectra reveals that broadened or gapped zero-bias peaks occur exclusively in the n\textsubscript{11}, n\textsubscript{12}, and n\textsubscript{32} configurations. The label n\textsubscript{i} (p\textsubscript{j}) stands for a dimer consisting of two complexes whose PTCDA backbones are normal (parallel) to each other, with the Au atom in the first (second) complex in position i(j) (see Fig. 1c).

For atoms on surfaces, gapped zero-bias peaks have been associated with a competition between the Kondo effect and the RKKY or exchange interactions. In this scenario, a clear correlation of the spectra to the distance between the local moments is expected. In the present case, however, such a correlation does not exist. This suggests that the gap formation in the present case is based on a different mechanism.
It has been shown that direct tunnelling between two impurities – that is, the formation of a chemical bond – can also yield a spectral function with a gap at zero bias [3]. A first hint regarding the origin of the gap in the present case comes from the fact that the dimer configuration has a profound influence on the spectra, as depicted in Fig. 1b.

**Fig. 2:** Bonding and antibonding orbitals of the $n_{12}$ dimer (see Fig. 1c) as obtained from DFT.

Indeed, we find that the moment-carrying monomer valence orbitals hybridize, splitting into a pair of bonding and antibonding states (Fig. 2). The splitting ranges from $\tau=1$ meV to 55 meV, suggesting a weak chemical interaction. As Fig. 1d reveals, there exists a strong correlation of a dimer's spectral properties to the orbital splitting $\tau$ (but not to the Au-Au distance). Only the two largest splittings in $n_{32}$ and $n_{12}$ give rise to a gap, whereas an intermediate splitting of $\approx 30$ meV leads to a single broadened zero-bias peak in $n_{11}$. For all other configurations, the orbital splitting is below 20 meV, and these show zero-bias peaks with essentially the same width as observed for monomers (Fig. 1b).

To describe the physics of the system fully quantitatively we employ a combination of DFT, many-body perturbation theory (MBPT) and the numerical renormalization group (NRG) approach and by using a two-impurity Anderson model. The agreement of the experimental spectra with the NRG result at $T=9.5$ K (Fig. 3a) is excellent, notably without any fitting parameters. The agreement covers the monomer spectra and the configuration dependence of the dimer spectra – that is, the observation of a single broadened zero bias peak for $n_{11}$ and gapped peaks for $n_{12}$ and $n_{32}$ dimers (Fig. 1b-d). The configuration $n_{11}$ is located very close to the QCP as nicely revealed by the calculated spectrum at $T=0$ K in Fig. 3b, which exhibits an extremely narrow gap.

*Fig. 3:* a, $dI/dV$ spectra from NRG method for different dimer configurations at $T=9.5$ K. b, As a, but for $T=0$ K. Colour code matches Fig. 1.

It turns out that a competition between the binding energy gain, due to the chemical interaction between the moment-carrying orbitals, and the gain of additional hybridization energy, due to the strong entanglement between the local moment and the conduction band of the substrate (Kondo effect), is the driving force of a quantum phase transition in the dimer. The magnetic properties of the dimer emerge as a result of this competition, whereas the RKKY interaction turns out to be irrelevant.

We stress that, in the present case, mere changes of the relative orientations of the monomers, and thus tiny changes in the wave function overlap, are enough to drive the system through the QCP from a partially Kondo-screened triplet to a singlet ground state, with one dimer configuration being located extremely close to the QCP. Thus, we have here an extremely sensitive chemical handle on the magnetic properties of a supermolecular architecture.

Ultrahigh vacuum mask aligner with capacitive readout
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**In situ** sample preparation is an integral challenge in surface science. We present a mask aligner driven by three piezo motors which guides and aligns a SiN shadow mask under capacitive control towards a sample surface. The three capacitors for read out are located at the backside of the thin mask such that the mask can be placed µm away from sample while staying parallel to the surface. Samples and masks can be exchanged in-situ and the mask can also be displaced parallel to the surface. We demonstrate an edge sharpness of the deposited structures below 100 nm, which is likely limited by the diffusion of the deposited Au on Si(111).

Nanofabrication is the basis for a multifold of experimental research like mesoscopic physics, solid state based quantum computing, nanoelectromechanical systems (NEMS), or photonics. The most widely used methods are electron beam or optical lithography. However for surface sensitive methods like Scanning Tunneling Microscopy (STM), residues left behind by solvent based resists prove detrimental for the surface quality.

A versatile answer to UHV nanostructuring is shadow mask evaporation, also called stencil lithography. The central challenge beyond the mask fabrication is to bring the mask close enough to the substrate, within a few µm, in order to minimize the penumbra during evaporation, albeit avoiding contact with sample to avoid contamination. One solution is based on the cantilever from a scanning force microscope (SFM). The SFM tip senses the surface while carrying the mask on top [1,2] leading to structures, evaporated through the mask with edge sharpness down to 10 nm, but comes with the instrumental overhead of a fully operational SFM. Piezomotors have also been utilized to move either the sample [3] or the mask [4] in all three dimensions. However, so far, the distance calibration in the small distance range required an initial touching of the mask to the substrate, before the distance can be monitored, e.g., by a field emission current [5]. Again, an edge sharpness in the 10 nm range has been achieved, where diffusion of the deposited material is likely the limiting factor [6,7].

Here, we present a capacitive controlled UHV mask aligner employing three piezo motors for approaching the mask to the substrate. Since the three capacitive sensors are placed directly on the backside of the 1 µm thick SiN mask, the mask can be aligned with sub-µm precision relative to the substrate on a lateral scale of millimeters. This approach avoids an initial touching of the mask to the sample and requires less instrumental complexity than the SFM based technique. Lateral movement of the substrate relative to the mask, is enabled by an additional, horizontal piezo motor. Edge sharpness of sub-100 nm is possible with this UHV mask aligner, likely limited by the diffusion of Au on the oxidized Si(111) substrate.

![Cross sectional drawing of the mask aligner](image)

**FIG. 1:** Cross sectional drawing of the mask aligner (side view): (A) piezo-stack, (B) slider for horizontal sample movement, (C) sliding rail, (D) sample stage, (E) sample holder with sample, (F) shadow mask, (G) mask stage, (H) frame for piezomotors, (I) metal cone protecting the piezos from the molecular beam, (J) frame carrying the sample stage, (K) frame carrying the mask stage, (L) magnetic sphere, (M) two plates glued on top of sapphire prism (Al2O3, Ni), (N) pressure plate, (O) sapphire prism. Directions towards evaporator and mounting flange are marked by arrows. Top inset: optical image upper translation stage. Bottom inset: sketch of one of the three piezomotors (same labels as in main image).

A cross section of the corresponding mask aligner is shown in Fig.1. It consists of three modules made from stainless steel. The lower motor module (H, I, M, N, O) contains the three piezoelectric motors (lower inset) [8,9] and enables mounting of the mask aligner to a CF flange. Piezomotors realize the approach of mask to substrate. Each consists of a sapphire prism (O) with a triangular
base of 10 mm and is clamped to a recess with four piezoelectric stacks. Two further piezo-stacks are clamped to the front-end of the sapphire prism via a pressure plate (N). The pressure on this plate is adjusted via a screw, which strains the 0.2 mm thick CuBe spring contacting the plate via a ruby ball (diameter: 2 mm) [10]. Each prism, can be moved independently via slip-stick motion employing a simultaneous saw-tooth voltage to all six piezo-stacks, with typical step sizes of 50-200 nm. The central mask module (F, G, K) lies on top of the three prisms via three magnetic Nd spheres (L). Three capacitive sensors are symmetrically placed around the mask enabling high precision control of the distance to a conductive substrate, while adjusting the mask parallel to the sample surface. The upper sample module (A-E, J and upper inset) can move the sample parallel to the mask using a slider (B) moving with an additional piezomotor.

![FIG. 2: Capacitance curves of the three sensors during mask approach to the substrate (points) with fit curves $C(d) = a + \frac{b}{c + d}$ (lines)](image)

Typical capacitance curves $C(d)$ of the three sensors on the mask during an approach to a HOPG sample are shown in Fig. 2. They are measured employing an ac voltage while reading out the current response via a lock-in amplifier, leading to a sensitivity of $\sim 0.03$ fF. Despite contributing stray capacitances, distances corresponding to a single step of the piezomotor can always be detected reliably at $d < 5 \mu$m. This enables an extremely high precision of parallel alignment. To minimize the distance between mask and sample without touching, we approached ten different masks until contact showing that the gradient of the capacitance is a reliable measure, i.e., if $\frac{dC}{dd} \approx 4$ fF/µm, the mask does not touch and is closer than $d = 3 \mu$m to the substrate.

Using this mask, we performed test evaporations of Au on a Si(111) sample at room temperature. The piezo motors are calibrated ex-situ revealing error bars in the step size of about 5%. Consecutive fields of 9 × 9 circles are evaporated through the mask at a rate $R = 0.18$ Å/s and pressure $p = 5 \times 10^{-7}$ Pa.

The evaporated circles are subsequently imaged by SFM. The circle with 7 nm height consists of multiple clusters (diameters 40 − 100 nm). It exhibits sharp edges, and a flat, clean surrounding, revealing successful transfer of the holey mask structure to the sample. The penumbra is calculated by fitting radially averaged profile of the circular pattern. Fig. 3 shows the $2\sigma$ widths of the fitted error functions as a function of $d$. The theoretical limit $\Delta = \frac{\Delta W}{D}$ ($\Delta$: penumbra, $d$: mask-sample distance, $D = 0.2$ mm: source-sample distance and $W = 5$ mm: source dimension) is provided for comparison (blue line). The offset of the data points with respect to the blue line is close to the cluster size, implying that it is limited by diffusion. We note that even at the safe approach distance of $d = 3 \mu$m, the penumbra size is $\Delta \sim 100$ nm.

![FIG. 3: $2\sigma$ widths of the error function fitted to angularly averaged profile lines (penumbra) of the deposited Au circles on Si(111) (black data points). The solid blue line gives the penumbra size expected geometrically for a ballistic path of the atoms during MBE growth. Insets: SFM images of the rims of two deposited circles corresponding to the data points at the green arrow.](image)

In conclusion, we described a UHV mask aligner employing piezo motors and capacitive control for mask-sample alignment. We demonstrate edge sharpness below 100 nm, possibly limited by diffusion of Au on Si(111) at room temperature. The versatility of the mask aligner is given by the in-situ mask and sample exchange and the lateral movement of the sample relative to the mask.

---

Development of an Al(Ga)N/GaN electro-optic modulator for UV-Vis
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A novel planar electro-optical modulator for ultraviolet and visible light is demonstrated. The optical properties of this device can be changed by modulation of its free charge carrier density through an applied bias voltage, which results in a measurable change in the reflectivity of the structure. The control of the density of free charge carriers can either be performed by modulating a space charge region (SCR) in doped material or by accumulation and depletion of a two-dimensional electron gas (2DEG) created by internal polarization fields. In this work, we study this concept on devices based on the gallium nitride (GaN) and aluminum nitride (AlN) material system. We achieve a change in reflectivity of ±1% for -8 V to 3 V applied bias voltage.

Electro-optical modulators are commonly used in a wide variety of applications but for the UV-Vis range, devices like Pockels cells are large, slow, and require several hundred volts to kilovolts for operation. A strong candidate to overcome said challenges are the III-nitrides like indium nitride (InN), gallium nitride (GaN) and aluminum nitride (AlN) with their bandgaps of 0.7 eV, 3.4 eV and 6.1 eV, respectively, spanning the whole UV-Vis spectrum and beyond. Moreover, III-nitrides exhibit strong internal polarization fields that cause a high density of free carriers to accumulate at heterointerfaces forming two-dimensional electron gases (2DEGs). These 2DEGs affect the optical properties of the semiconductors and can be easily controlled by voltages below ±10 V with modulation frequencies in the GHz range. Modulators based on such structures are planar, have a thickness of about 0.5 mm and could be easily implemented on-chip of an integrated optical circuit.

In general, electrically induced changes of the optical properties of a semiconductor can be categorized into four groups [1]: (i) the change of the plasma resonance of the electrons which is influenced by the carrier concentration. (ii) the quantum confined stark effect (QCSSE), reducing the effective bandgap in tilted quantum wells. (iii) the Burstein-Moss shift (BMS) which raises the effective bandgap (Eg) at very high carrier concentrations. (iv) bandgap renormalization (BGR) shifting Eg to lower energies by exchange interaction of electrons. To our knowledge, studies of the above effects of different carrier concentrations were only performed with different doping levels on separate samples [2]. In this work, we adopt a different approach through modulating the carrier density by applying a voltage either across the SCR or a 2DEG and hence locally controlling the majority carrier concentration. The resulting changes in the optical properties are planned to be employed in a prototype of an electro-optical modulator.

To analyze the electro-optical modulation, we use a planar design for reflectivity measurements. Several different GaN/Al(Ga)N structures were grown in an AIXTRON AIX 200/4 RF-S MOVPE system, with in-situ reflectometry and pyrometry for growth rate and temperature monitoring. Fig. 1 shows the general device structure. All samples were grown on sapphire substrates with a buffer layer consisting of 30 nm low-temperature AlN followed by 270 nm high temperature AlN and 2 µm high-temperature GaN. Subsequently, 200 nm Si-doped n-GaN (n = 7*10^18 cm^-3) were grown to form the bottom contact layer. Afterwards, different interlayers finally capped by a Mg-doped p-GaN (p = 7*10^17 cm^-3) were deposited. The interlayer between n-GaN and p-GaN was selected to be either: a) unintentionally doped (uid) GaN (nip), b) uid-AlGaN (nAlGaNp) or c) a 9.5 period superlattice (nSLp) with layers of 1.2 nm uid-AlN and 3.2 nm uid-GaN, all with a thickness of about 40 nm. For electro-optical device fabrication, the samples were patterned by optical lithography and reactive ion etching. Metal contacts were deposited by an electron beam evaporator.

FIG 1: Structure of the device

All optical thicknesses of the stacks are designed for possible integration into a distributed Bragg reflector (DBR) with a resonance at a photon wavelength \( \lambda = 405 \text{ nm} \). To fit the Bragg conditions for constructive interference, n-GaN and p-GaN (refractive index \( n_{\text{opt}} = 2.5 \)) regions have a thickness of \( 5/4 \lambda \) and the undoped regions of n-i-p, nAlGaNp and nSLp have a thickness of \( 1/4 \lambda \). The SL is a stack of alternating few-nanometers thick AlN and GaN layers and therefore has the optical properties of a classical AlGaN alloy with the respective Al concentration. Furthermore, it provides a higher critical thickness or critical Al concentration than the solid solution. In the GaN n-i-p structure, the undoped region suppresses...
leakage current and works as a spacer for thermal Mg diffusion. Here, the charge carrier density can only be modulated by the width of the SCRs in the doped GaN layers. For the nAlGaNp and nSLp structures, the strong polarization fields induce 2DEGs leading to higher charge carrier densities at the AlGaN/GaN interfaces that should enable a stronger modulation of optical properties between the accumulated and the depleted state than the GaN n-i-p structure.

The epitaxial stack was characterized by X-ray diffraction (XRD) Philips X’Pert MPD-MRD 3040/00) right after growth. AlGaN and SL exhibit perfect pseudomorphic growth with (effective) Al concentrations of 24.1% and 37.5%, respectively (see Fig. 2). This leads to a refractive index of $n_{\text{opt}} = 2.47$ for AlGaN and $n_{\text{opt}} = 2.43$ for the SL. The thickness of AlGaN is 43 nm which fits the $1/4 \lambda$ condition for 405 nm light, whereas the thickness of the SL is 28 nm, significantly lower than designed. Therefore, a shift of the reflectivity spectrum to lower wavelengths is expected.

After device fabrication, electrical properties were analyzed by CV characterization (not shown here). All samples have an n-i-p diode-like C-V profile. The characteristic step in the C-V profile at the depletion of a 2DEG cannot be seen neither in nAlGaNp nor nSLp. The electron bulk density results in a sheet density of $1.4 \times 10^{14} \text{cm}^{-2}$ which is one order of magnitude higher than the expected electron density of the 2DEG. Therefore, the 2DEG is not distinguishable from the bulk electrons. Additionally, the SCR is mainly modulated in the p-doped region since the concentration of free holes is one order of magnitude lower than the electron concentration in the n-doped region.

Electro-optical modulation was measured by white-light reflectometry using a halogen, a deuterium lamp and a DC power source. The modulation of the reflectivity $R$ was calculated by: $\Delta R(U)/R_0 = R(U) - R_0/R_0$, where the reference reflectivity $R_0$ was measured at 0 V. Fig. 3 shows the reflectivity modulation of the three samples. Near the GaN bandgap (3.4 eV) at 360 nm, the modulation reaches more than 1%. High noise due to the low intensity of both lamps at 370 nm makes it challenging to analyze this measurement at these wavelengths. To greater wavelengths, the modulation drops but is measurable up to the detection limit of 800 nm.

![FIG 2: a) Measured (solid lines) and simulated (dashed lines) (002) reflex of nAlGaNp and nSLp. (105) reciprocal space map of b) nAlGaNp and c) nSLp](image)

The strongest modulation appears near the bandgaps where the high slope in optical dispersion is most sensitive to changes. The polarity of the voltage changes the sign of the modulation showing that the reflectivity is tuned by the control of the free-carrier density through the applied voltage, and not through ohmic heating by leakage currents, which would be polarity-independent. The differences of the modulation spectra are strongly influenced by noise and thickness variations of the three samples that form individual Fabry–Pérot resonances. Thus, the enhancement of the effect by polarization-induced charges cannot be verified. At reverse bias, when free charge carriers are driven out of the SCR, the small oscillations indicate a red-shift of the dispersion through bandgap lowering by the BMS.

Voltage-controlled reflectivity modulation was shown in all sample structures. The modulation does not only occur near the bandgap but is also apparent below the bandgap. This allows absorption-free modulation of reflectivity which is beneficial to device stability and performance. Finally, a resonant structure which is sensitive to the optical changes of this modulator like a DBR will be integrated to enhance the modulation effect in the future.

The authors kindly acknowledge funding by Bundesministerium für Bildung und Forschung (BMBF), Projekt Steuerbare Bragg-Reflektoren (TuneDBR), FKZ 13N14327.

We introduce a high energy resolution electron source that matches the requirements for parallel readout of energy and momentum of modern hemispherical electron energy analyzers. The system is designed as an add-on device to typical photoemission chambers. Due to the multiplex gain, a complete phonon dispersion of a Cu(111) surface was measured in 7 min with 4 meV energy resolution [1].

It is now more than 50 years ago that the first electron energy loss spectrum of a tungsten surface has been measured. Since then the performances of spectrometers greatly improved, and energy resolutions down to 0.5 meV has been demonstrated. Electron energy loss spectroscopy (EELS) and in particular the high resolution EELS (HREELS) was successfully employed in studies of localized vibrations of adsorbed species, surface phonons, and plasmons, and recently also magnons. In the case of phonon and magnon scattering, the dispersion of the excitation energy as a function of wave vector transfer is of interest, and the intensities are low. Collecting a complete set of data points sufficient to describe the phonon or magnon dispersion in the conventional sequential mode typically requires a day’s work for the most advanced single channel spectrometers, or several days with a conventional spectrometer. The situation is aggravated by the fact that cross sections for phonon and magnon scattering depend strongly on the electron impact energy with the consequence that experiments must include the search for an optimum value of the impact energy. A parallel detection of electrons of different loss energies and angles would therefore be highly desirable.

Parallel detection of electrons of different kinetic energies traveling in different directions within some (acceptance) angle is nowadays the standard operation mode of hemispherical deflector analyzers, for example, in the analysis of photoemitted electrons. These analyzers use the two-dimensional optical readout of a multichannel plate (MCP). In Ref. [1], we describe a high energy resolution electron source that is designed to be used as an add-on instrument to commercially available photoemission vacuum chambers equipped with a hemispherical analyzer. A typical assembly of the monochromatized electron source with a commercially available photoemission chamber is shown in Fig. 1.

In order to fit commercial photoemission setups, a new lens has been designed to bridge the 300 mm distance between the exit slit of the second
monochromator and the focal point of the analyzer. One further constraint on the new lens system is that the image of the exit slit of the second monochromator must be reduced by a factor 7.5 in order to match the field of view of the analyzer (1×0.04 mm²). Using a home-made program to simulate electron trajectories in a static electric field, we developed a design that could match the constraints listed above. Finally, because of the parallel detection of electron on a two-dimensional detector (one direction with energy resolution and one with angular resolution) a live picture of the specular elastic beam can be acquired while optimizing the potential settings of the electron source. Furthermore, this optimization procedure is fully automated, thus making the search of optimum potential settings easier.

An illustration of the strength of this new design is given in Fig. 2. We demonstrate that the whole surface phonon dispersion of clean Cu(111) in the ΓM direction (with the exception of the very vicinity of the Γ point) can be measured within minutes and in a single spectrum. This is of considerable advantage for inhomogeneous samples, or samples for which the surface is not perfectly flat because the sample does not need to be moved to acquire the phonon dispersion.

In [2] we investigate the vibrational properties of Pt- and Pd-phthalocyanine (PtPc and PdPc) molecules on Ag(111) with high resolution electron energy loss spectroscopy. In the mono-layer regime, both molecules exhibit long-range order. The vibrational spectra prove a flat adsorption geometry. The redshift of specific vibrational modes suggests a moderate interaction of the molecules with the substrate. The molecular orbital that is involved in interfacial dynamical charge transfer (IDCT) is the former Eg lowest unoccupied molecular orbital (LUMO) of the molecules that becomes partially occupied upon adsorption. A group-theoretical analysis of the IDCT modes, based on calculated vibrational frequencies and line shape fits, provides proof for the reduction of the symmetry of the molecule-substrate complex from fourfold $D_{4h}$ to $C_{2v}$ $(\alpha_2)$, $C_{2h}$ $(\alpha_1)$, or $C_2$ and the ensuing lifting of the degeneracy of the former LUMO of the molecule. The best fit of one vibrational mode showing a IDCT is presented in Fig. 3 for the case of PdPc single layer on Ag(111). The vibration-based analysis of orbital degeneracies, as carried out here for PtPc/Ag(111) and PdPc/Ag(111), is particularly useful whenever the presence of multiple molecular in-plane orientations at the interface makes the analysis of orbital degeneracies with angle-resolved photoemission spectroscopy difficult.

In conclusion, we introduced and characterized a new monochromatized electron gun that is compatible with commercial hemispherical analyzers for high resolution electron energy loss spectroscopy. This instrument allows the parallel acquisition of surface excitations with angular resolution. Using this it is possible to measure, e.g., a full phonon dispersion within minutes [1]. This technique can also be used to determine the adsorption-induced symmetry reduction of, e.g., organic molecules [2] when conventional approaches cannot be used.

FIG. 2: (a) Intensity map of the inelastic electron scattering from the Cu(111) surface in the ΓM direction. The red lines correspond to the surface phonon dispersion bands calculated by density functional perturbation theory. (b) Intensity of the inelastic electron scattering integrated in the range of 8-9 nm⁻¹.

FIG. 3: Best fit of the peak F3 using $\omega_0 = 1506$ cm⁻¹ − $B_{1g}$ for the ordered mono-layer PdPc phase on Ag(111). $\omega_0$ is the eigenfrequency of the vibrational mode α renormalized by coupling with charge transfer in and out of the molecular orbital (coupling to the electron-hole pair continuum). $\tau$ is the lifetime of the electron-hole pair excitation. $\gamma_\alpha$ is the damping of the vibrational mode α renormalized by the coupling to the electron-hole pair continuum.

In conclusion, we introduced and characterized a new monochromatized electron gun that is compatible with commercial hemispherical analyzers for high resolution electron energy loss spectroscopy. This instrument allows the parallel acquisition of surface excitations with angular resolution. Using this it is possible to measure, e.g., a full phonon dispersion within minutes [1]. This technique can also be used to determine the adsorption-induced symmetry reduction of, e.g., organic molecules [2] when conventional approaches cannot be used.
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Studies of the electrified solid-liquid interfaces are crucial for understanding biological and electrochemical systems. Until recently, use of photoemission electron microscopy (PEEM) for such purposes has been hampered by incompatibility of the liquid samples with ultrahigh vacuum environment of the electron optics and detector. Here we demonstrate that the use of ultrathin electron transparent graphene membranes, which can sustain large pressure differentials and simultaneously act as a working electrode, makes it possible to probe electrochemical reactions in operando in liquid environments with PEEM.

The processes at solid/liquid interfaces are of crucial importance in environmental and biomedical sciences, energy conversion and storage, corrosion, plasmonics and catalysis. The interface between the electrode and electrolyte determines properties of an electrochemical device and its behavior, i.e., its performance and durability. Even though these interfaces have been studied for two centuries, new techniques have emerged in the last decades to clarify their fundamental properties. Photoemission electron microscopy (PEEM) is a well-established and powerful approach with an irreplaceable position in the fields of surface chemistry, micromagnetism, ferroelectrics, multiferroics and other disciplines, where spatially resolved chemical, electrical, and magnetic information is of essence. Until recently, PEEM was excluded from studies of solid/liquid interfaces due to major instrumental and experimental difficulties in implementing the common differential pumping approach. One of the ways to overcome these problems in photoemission spectroscopy is to build a liquid cell capped with an electron transparent, but molecularly impermeable membrane. Here, we present a significant development in this area: in-operando electrochemistry of liquids in PEEM. [1]

The multi-channel array (MCA) liquid sample is shown in Figure 1(a). It contains a 500 μm thick glass substrate with thousands of ordered channels with a diameter of 5 μm. The front (imaging) and back sides of the MCA were coated with thin gold and platinum films (40 nm), respectively, penetrating ≈ 3 μm (Au) and ≈ 200 μm (Pt) deep into the channels. The MCA samples were filled with 0.1-0.5 mol/L solution of CuSO₄ balanced with 0.1 mol/L of H₂SO₄.

FIG. 1: (a) A schematic of the PEEM electrochemical setup. Inset: PEEM image of the graphene capped MCA at the O K-edge energy. Electrolyte filled channels appear brighter compare to dry ones. (b) Averaged XAS Cu L₃-edge spectra collected from a graphene-capped channel filled with 0.1 mol/L CuSO₄ solution. (c) Normalized area of the fitted Cu peaks from (b), plotted against the WE potential.

A bilayer graphene membrane adhered to the gold coating served as a working electrode (WE). The Pt coating served as the counter (CE) and the pseudo-reference electrodes. The potential window (±1 V vs. Pt) was chosen to minimize electro-deposition of copper and avoid water electrolysis.

In-situ electrochemical cycling of the liquid cell was performed by a remotely controlled potentiostat in the aberration-corrected photoemission microscope. The top graphene electrode of the cell was connected to the sample “ground” potential of the microscope, the potentiostat applied a voltage bias to the bottom Pt counter electrode. The FZ-Juelich
operated UE56/1-SGM soft X-ray beamline of the BESSY-II synchrotron was used as a photon source.

Fig. 1(b) shows copper L$_3$-edge X-ray absorption spectra averaged over the central part of one of the electrolyte-filled channels. The spectra feature two peaks at 930.8 eV and 932.5 eV that can be assigned to bivalent and monovalent copper ions.

Variation of the WE potential leads to redistribution of peak intensities and a systematic shift of the Cu$^+$ peak position (Fig. 1(b)). An increase of the potential from 0 V to 1 V significantly reduces the bivalent peak, whereas a subsequent decrease in potential back to 0 V and, further, to -1 V, enhances it and suppresses the Cu$^2+$ signal. This process is shown more quantitatively in Figure 1(c), which plots areas of the individual fitted peaks normalized to the total spectral area. The presented data, thus, reflect the ratio of Cu$^2+/Cu^+$ concentrations within the probing depth of PEEM – several molecular layers deep beneath the graphene membrane, since the information depth of X-ray absorption measured via partial/total electron yield is on the order of a few nm.

Originally (although after several forming voltammetric cycles), the Cu$^2+$ fraction is $\approx 60\%$. It rapidly increases with positive applied voltage, at the expense of monovalent copper, reaching 84 % at +1 V, and then decreases to $\approx 50\%$ on potential reversal back to 0 V. In the cathodic region, the fraction of bivalent copper remains nearly unchanged.

In order to observe the electrochemically induced changes with higher potential resolution, the excitation photon energy was locked at the Cu$^{2+}$ L$_3$-edge (931 eV) and PEEM imaging of a new sample region was performed as 3 voltammetric cycles were sequentially recorded. The obtained 3-dimensional dataset (partial electron yield intensity at the Cu$^{2+}$ peak 1 as a function of time and x-y spatial position) cannot be directly visualized in printed form. Therefore, it was unmixed into two components, using the Bayesian Linear Unmixing algorithm (BLU). The BLU method splits the PEEM dataset into a linear combination of user-defined number of position-independent spectral components (endmembers - S) and corresponding abundance maps (A), simultaneously filtering out noise (N): $I(x,y,t) = S(t) \cdot A(x,y) + N$. Spectral endmembers can be functions of time or energy, depending on the original dataset configuration. Fig. 2 shows abundance maps of the electrochemically active component (2a) and background (not active) component (2b) obtained by BLU-treating the temporal PEEM dataset recorded at the photon energy of 931 eV. The background component is due to the detector aperture (the red frame) and empty MCA channels. The electrochemically active component is localized in several electrolyte-filled cells (small red circles in the upper right of Fig. 2(a)) and exhibits a strong correlation with the WE potential (Fig 2(c)). Similar to Figure 1(c), we observed a 3 % increase of the Cu$^{2+}$ signal at the positive potential. The onset of a rapid increase in the PEEM intensity of the electrochemical endmember coincides with the initial current rise of the anodic CV peak.

To interpret observed data, a diagram in Fig. 2(e) shows the variation of the ionic concentrations in the vicinity of graphene top electrode. With a positive applied bias, a conversion of Cu$^+$ to Cu$^{2+}$ takes place in parallel with the attraction of SO$_4^{2-}$ groups. We show that although the Cu$^+$ ion is unstable in non-complexing media in the bulk of solution it can be present at the graphene surface, where the PEEM signal originates. The O K-edge response (not shown) is likewise sensitive to graphene potential, which may reveal sorption of sulfate ions. We believe, that the use of graphene-capped multi-channel array platform for PEEM imaging of in-liquid electrochemistry coupled with effective data mining algorithms such as BLU and combinatorial analysis is suitable for many applications dealing liquid-solid-gas interfacial analysis relevant to catalysis, energy, biomedical research, ultrafast PEEM spectromicroscopy, plasmonics and magnetism.

Length-scale issues in utilization of model systems: The case of ceria/Cu(111)
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Model systems are a powerful tool for elucidating active sites/phases in heterogeneous catalysis, revealing the chemical function of surfaces and identifying fundamental steps of chemical reactions. However, the simplicity of the model system approach comes at the expense of strong assumptions pertaining to the homogeneity of the surface. Using the example of ceria thin films deposited on the Cu(111) surface, we demonstrate that serious violations of the said assumptions can arise from improper consideration of the length-scales of various surface science methods and our understanding of the rich structural non-uniformity that may prevail. Specifically, we reveal crystal defect mediated structures of inhomogeneous copper–ceria mixed phase that grow during the preparation of ceria/Cu(111) model systems. The density of the microsized structures is such that they are relevant to the chemistry but unlikely to be found during investigation at the nanoscale.

The supposition that a model system and its behavior is truly representative of an ideal low index surface is a strong one, and especially so when the available chemical and structural data from the system do not share the same length scale, as is often the case. The most commonly used method for chemical analysis average over areas in the order of mm–µm, while structural analysis that can support the above-mentioned assumption has to resolve features in the order of nm and less. We showcase the caveat on a ceria/Cu(111) system, which has been extensively studied by XPS, LEED, and STM. The growth of ceria on Cu(111) has been thought of as a simple diffusion limited process that results in the formation of CeOx(111) epitaxial layers due to the nearly perfect 1.5 lattice coincidence with the substrate. However, a recent observation [1] of the simultaneous nucleation of various ceria phases on the Cu(111) surface (see Fig. 1) has clearly shown the established point of view to be overly simplistic. The surface oxygen chemical potential plays a decisive role in the formation of ceria layers exposing either the (100) or (100) surface. One can thus achieve conditions favorable to the nucleation of CeOx(100) at the oxygen pressures typically used for the preparation of CeOx(111) by lowering the deposition speed and vice versa. Consequently, it is very hard to disprove a minority CeOx(100) phase on a CeOx(111)/Cu(111) sample if such cannot be observed in a conventional LEED. This in itself poses a problem for utilization of ceria/Cu(111) as a model system due to the chemistry of ceria being face-sensitive [3].

Still, a much more serious issue arises from the presence of defects in the copper substrate. Even though cleaning procedures are described and followed in a proper manner, the existence of microscopic defects, even visible ones such as scratches or dents, on the single crystal surface is rarely reported. Taking into account the common practice of reusing single crystals over long periods of time (years), it is quite likely that the majority of published results is from imperfect single crystals. While this is fine for local measurements, such as STM, where a defect-free area of the sample is chosen for the analysis, averaging measurements, such as XPS, do not share this luxury. These defects can act as nucleation centers for...
structures that violate the model system assumption. Fig. 2(a) shows an example of complex agglomerates growing at defects in Cu(111) single crystal during cerium evaporation in oxygen background.

The lateral size of structures such as the one shown in Fig. 2(a) can reach tens of micrometers, but the density depends highly on the quality of the single crystal surface. One can expect the distance between such structures to reach hundreds of micrometers on a reasonably good crystal. While the complicated morphology and low density will make observation of these in STM quite unlikely, their contribution to signals of averaging techniques cannot be overlooked. An important finding is that these can be reproducibly grown at the defect sites after being sputtered away using standard cleaning procedures. Furthermore, the growth proceeds under standard conditions used for the preparation of ceria/Cu(111) system.

Critical for elucidating the effect of the defect-mediated structures on the chemistry over ceria/Cu(111) model system is their chemical composition. PEEM measurements at the Cu L edge and Ce M edge shown in Fig. 2(b) reveal the structures to be inhomogeneous constitutes of a mixed Cu–O– Ce phase, with regions of varying ceria stoichiometry and copper content. Perhaps a more significant finding is the fact that the ceria retains its relatively high degree of reduction even in an oxygen ambient ($5 \times 10^{-7}$ Pa of O$_2$). This is consistent with the properties of a copper-ceria solid solution, which can, unlike pure ceria, preserve cerium atoms in a 3+ state even in oxygen ambient through electronic exchange with copper, i.e. by $\text{Ce}^{4+} + \text{Cu}^{1+} \rightarrow \text{Ce}^{3+} + \text{Cu}^{2+}$. It should be noted, that a lower concentration of oxygen vacancies, such as the one in region C, can be ascribed either to a height variation of the structures or charge compensation of the polar CeO$_x$(100) surface.

The presence of copper in the structures can have a huge impact on the chemical processes proceeding over the ceria/Cu(111) model systems as copper-ceria is a well known catalyst utilized in several industrial processes [4]. In fact, this observation explains discrepancies between different ceria model systems ceria/Cu(111), ceria/Ru(0001), ceria/Rh(111), etc. that have been previously attributed to support related effects that distinguish thin films from bulk-like systems. A widely discussed example of this has been the dissociation of CO [5,6]. It is noteworthy that while the support related effects could be mitigated by increasing the film thickness, this will not subdue the effects related to the presence of the defect-mediated structures.

Our findings draw attention to the caveats of the utilization of model systems in furthering the understanding of fundamental steps of catalyzed chemical reactions. The showcased defect mediated structures highlight the necessity for providing structural and chemical data at the same length-scale when discussing the chemistry of explicit structural features. Especially apparent is also the fact that microscale information, which is often disregarded in the transition from macroscale to nanoscale, should weigh in more heavily when interpreting data from model systems. Putting emphasis on the proper consideration of length-scale in the discussion of mixed data sets can help mitigate the possibility of misinterpreting the structure-reactivity relationship on the basis of model systems.
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Computational modeling is an integral aspect of neuroscience for generating and verifying hypotheses that further the understanding of brain function. The field of computational neuroscience, however, faces many challenges that need to be addressed by advances in information technology. The development of biologically realistic neural network models is limited by the efficiency of parallelized simulations when scaled to target sizes of actual brains (human ~ 100 billion). The creation of network models suffers from lack of reliable experimental data (e.g. information on connectivity) as well as large variability across subjects, and requires modeling strategies that account for variability and employ algorithms to estimate the unknown parameters. Furthermore, modeling studies as well as data analyses and workflows often lack reproducibility: often necessary information and software is missing to replicate previous results or generalize results using different approaches. Here we review four information technology advances that address the aforementioned challenges.

Computational modeling provides a powerful tool for simulating and analyzing neuronal networks of the brain. However, modeling neuronal networks of the brain faces many challenges. The first challenge is the sheer size of the networks. A human brain consists of around 100 billion neurons. Whereas this is currently an unfeasible network size to be handled computationally, it is possible to simulate networks of 1 billion neurons using supercomputers. An earlier work from our lab showed that a downscaling of networks is not possible without distorting the network dynamics. Hence, information technology solutions are required in order to minimize the simulation times of such large networks by effectively parallelizing their construction and simulation. The largest fraction of the simulation time is spent on network construction. We have therefore contributed to an open source API for shared multi-processing (OpenMP) with solutions to optimize memory allocation (FIG 1) and reorganization of critical loops during network construction, resulting in an increase of scalability of large network simulations [1]. The improvements in brain-scale benchmarks are significant: after optimization, the construction of brain-scale networks scales much further, improving speed by more than a factor of 17. This difference allows a reduction in the time required to construct a brain-scale network on the entire supercomputer by about 30,000 core hours. These improvements in network construction are essential for future brain-scale simulations on supercomputers.

Two prominent obstacles one faces in the course of modeling neuronal networks of the densely interconnected areas of the brain are (1) the lack of reliable data describing the strength of these connections and (2) the large variability of measurements over subjects. A good example of where these obstacles hinder modelling approaches is the basal ganglia. This system is associated with multiple functions, including control of voluntary movements and their dysfunction in neurological disorders such as Parkinson’s disease. In order to estimate the missing strengths of the basal ganglia’s connections as well as account for the variability, we used genetic algorithms to generate more than 1,000 possible configurations replicating the electrophysiological activity of rat brain circuits during Parkinsonian and healthy conditions [2]. The advantages of this framework are that firstly, the predictions about the change in effective connectivities between healthy and Parkinsonian state are more robust, being derived from many configurations as opposed to one average configuration. Secondly, the results suggest that structural degeneracy may be the substrate for variability observed in individuals. A detailed analysis of these networks, especially the ones which lie on the boundaries between healthy and diseased, might shed light on how a brain transitions from healthy to Parkinsonian states, and provide hints on therapeutic interventions to transform Parkinsonian states back to healthy ones. Moreover, these analyses can be carried out for every network, yielding an ensemble of possible trajectories spanned by the transitions from healthy to Parkinsonian conditions and vice versa.
Replication and reproduction of computational results is often hindered by a lack of publicly available software and tools. One example from data analysis is the Unitary Events (UE) analysis, which is a statistical analysis method for extracting significant spike synchrony between neuronal activities. Such synchrony has been shown to be related to function and behavior. Although this method has been recognized as one of the standard tools to analyze temporal coordination of neuronal spiking activities, a publicly available and open source implementation of the method was not available. We developed a Python implementation of the UE analysis (available as a part of the Electrophysiology Analysis Toolbox (Elephant)) and thoroughly tested the code and the analysis workflow through an attempt to reproduce the results of the original publication. Along this reproduction process we encountered various kinds of difficulties, from availability of the original data to the finest detail of the analysis parameter setting. In [3] we reported these difficulties and how we solved them. We finally succeeded in exactly reproducing the original results and identified what pieces of information should be available in order to ensure the reproducibility of a complex data analysis project.

Finally, it is essential to test the robustness of computational results of analyses and simulations with respect to the assumptions made. For modeling studies of brain networks this includes the level of abstraction in the description of neurons and synapses. Contemporary modeling approaches to the dynamics of neural networks include two important classes of models: biologically grounded spiking neuron models and functionally inspired rate-based units. While mean-field theories are starting to build a bridge between these two classes of models, simulation tools are, however, still restricted to either rate-based or spike-based models only. This situation underlines that bottom-up and top-down strategies, and more generally, the fields of computational neuroscience and cognitive neuroscience, are mostly disjoint. To foster the development of multi-scale models of brain activity combining both modeling strategies and to compare model results of both abstraction levels, we developed a unified simulation framework for the neural simulation tool NEST [4].

This framework enables quantitative validation of mean-field approaches by spike network simulations; it also provides an increase in reliability by usage of the same simulation code and the same network model specifications for both model classes. It further allows researchers to easily switch between rate-based and spiking neurons in a given network model requiring only minimal changes to the simulation scripts.

In summary, we made significant conceptual and technological advancements to computational neuroscience. Our recent efforts in increasing the scalability of large-scale network simulations contribute to a steady progress towards efficiently simulating full scale brain-size networks. With a framework that allows generation and analysis of multiple network models that can reproduce an experimentally observed dynamical state, we present a method to systematically handle variability found across the measured data. We also identified what aspects should be preserved and made available in order to ensure the reproducibility of a complex data analysis project. And lastly, we developed a common simulation platform for spiking neural networks and rate-based models, thereby allowing exchange and combination of concepts between the two descriptions, a prerequisite for multi-scale modeling approaches to brain dynamics.
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It is becoming accepted that ultrathin dielectric layers on metals are not merely passive decoupling layers, but can actively influence orbital energy level alignment and charge transfer at interfaces. As such, they can be important in applications ranging from catalysis to organic electronics. However, the details at the molecular level are still under debate. Here, we present a comprehensive analysis of the phenomenon of charge transfer promoted by a dielectric interlayer with a comparative study of pentacene adsorbed on Ag(001) with and without an ultrathin MgO interlayer. Using scanning tunneling microscopy (STM) and photoemission tomography (PT) supported by density functional theory (DFT), we are able to identify the orbitals involved and quantify the degree of charge transfer in both cases. We found that a fractional charge transfer occurs for pentacene adsorbed on Ag(001), while the presence of the ultrathin MgO interlayer promotes integer charge transfer with the lowest unoccupied molecular orbital (LUMO) transforming into a singly occupied (SOMO) and singly unoccupied (SUMO) state separated by a large gap around the Fermi energy.

Thin dielectric layers on metals form the basis for many applications such as semiconductor microelectronics, corrosion protection, or data read-out (magnetic tunnel junctions), but are also of interest in fundamental research. The basic concepts of energy level alignment and of charge transfer across such interfaces are generally understood. As the interaction between adsorbates and dielectrics is in general weak, the dominant charge-transfer mechanism from the substrate through the dielectric into the adsorbate is tunneling, in which case the transferred charge is expected to be integer. However, the quantification of transferred charge is challenging, both theoretically and experimentally. For instance, the degree of calculated charge transfer is strongly dependent on the functional used and on the computational scheme employed in the DFT. Experimentally, without unambiguous identification of emission features to orbitals, charge transfer is difficult to infer, and without an understanding of the photoemission (PE) angular distribution, until now, it is impossible to quantify. In this work [1], we aim at an experimental quantification of charge transfer across interfaces and energy level alignment at interfaces characterized by strong and weak electronic coupling. To this end, we use as a model the organic semiconductor pentacene adsorbed on pristine Ag(001) and the same substrate covered by an ultrathin dielectric layer, respectively.

We start with the work function (WF) measurements. The bilayer of MgO leads to a reduction of Ag(001) WF by 1.7 eV due to the uncompensated push-back as there is no significant net charge transfer to the MgO layer. Subsequent adsorption of a pentacene monolayer leads to an increase of the WF by 1.2 eV. This point at a charge transfer and the corresponding induced dipole caused by the presence of negatively charged molecules.

FIG. 1: Experimental constant binding energy maps of pentacene HOMO and LUMO emissions on Ag(001) and MgO/Ag(001) and theoretically simulated for two perpendicular pentacene molecules.

Scanning tunneling spectroscopy of pentacene on MgO/Ag(001) reveals two tunneling resonances at
MgO/Ag(001). Note that on MgO/Ag(001) the pentacene adsorbed on both Ag(001) and states and, hence, confirms the charge transfer for corresponding emissions as HOMO and LUMO between these maps clearly identifies the LUMO emission has increased substantially due to molecular layer. Moreover, the peak area of the promotes charge transfer from the metal into the FE than on bare Ag(001). Thus MgO film actually pentacene LUMO is found 0.5 eV further below the energy (CBE) maps in Fig. 1. The agreement in comparison to experimental constant binding distribution from the HOMO and LUMO are shown theoretical calculations. To estimate the SOMO–SUMO gap, we calculated the electronic structure of an isolated molecule using an optimally tuned range-separated hybrid (OT-RSH) functional. The achieved gap (2.1 eV) is close to the one measured with STS (1.7 eV).

While the STM and DFT results are qualitatively in agreement, the unambiguous identification of the states may be problematic, owing to a possible influence of the tip, and the questions regarding the degree of charge transfer and the energy level alignment remain open. To this end, we employed the PT approach [2–4]. The simulations for the PE distribution from the HOMO and LUMO are shown in comparison to experimental constant binding energy (CBE) maps in Fig. 1. The agreement between these maps clearly identifies the corresponding emissions as HOMO and LUMO states and, hence, confirms the charge transfer for pentacene adsorbed on both Ag(001) and MgO/Ag(001). Note that on MgO/Ag(001) the pentacene LUMO is found 0.5 eV further below the FE than on bare Ag(001). Thus MgO film actually promotes charge transfer from the metal into the molecular layer. Moreover, the peak area of the LUMO emission has increased substantially due to the introduction of the MgO dielectric layer (Fig. 2).

-0.8 and +0.9 V. STM imaging at these voltages shows pentacene molecules oriented along [110] and [1-10] directions with a characteristic contrast resembling the shape of pentacene LUMO. We therefore conclude that molecules are singly occupied with SOMO state below and associated SUMO state above the Fermi energy (FE). The observed charge transfer is confirmed by theoretical calculations. To estimate the SOMO–SUMO gap, we calculated the electronic structure of an isolated molecule using an optimally tuned range-separated hybrid (OT-RSH) functional. The achieved gap (2.1 eV) is close to the one measured with STS (1.7 eV).

With the entire set of experimental results, we can now draw a picture of the energy level alignment. For the bare Ag(001) surface, the measured WF sets the vacuum level (VL) to 4.3 eV above the FE. The adsorption of the MgO thin film reduces VL to 2.6 eV due to a 1.7 eV reduction of the WF caused by the push-back effect. This brings the pentacene LUMO very close to the FE, enabling charge transfer from the substrate into the molecule. While the LUMO stays pinned at the FE, the interface dipole created by the charged molecules leads to an increase of the WF by 1.2 eV and a corresponding shift of the HOMO level by the same magnitude. Because charge transfer through the dielectric barrier occurs by tunneling, the LUMO is occupied by an integer amount of charge, and the resulting singly occupied LUMO is split into a SOMO and a SUMO state separated by a gap of 1.7 eV, as determined by STS.

In conclusion, our study of the adsorption of pentacene on Ag(001) and Ag(001)-supported MgO thin films provides a clear and comprehensive understanding of charge transfer and energy level alignment at these model inorganic/organic interfaces at a molecular level. The use of MgO(001) as thin dielectric layer enables us to demonstrate the transition from fractional charge transfer at the metal–organic interface to integer charge occupation of the molecular LUMO on an electronically decoupling, low-WF substrate. Our study unambiguously identifies the SOMO and SUMO of the singly charged pentacene anion adsorbed on the thin dielectric MgO layer and introduces an approach that permits the quantitative determination of the frontier orbital occupation.

![FIG. 2: Photoemission spectra of pentacene on Ag(001) (a) and MgO/Ag(001) (b) measured at k positions of the HOMO (red) and LUMO (blue) intensity maxima in the momentum maps (marked with red/blue crosses in Fig 1). Normal emission spectra are shown with black. The peak areas of the HOMO and LUMO emissions are marked with red and blue shadings.](image)

At the emission geometries of Fig. 2, the plane wave final-state simulations predict a HOMO/LUMO intensity ratio of 1.26 given the orbitals have the same occupation. Assuming the HOMO occupancy to be 2 electrons, the relative experimental peak areas of the emissions can be used to estimate the LUMO filling. Analysis yields approx. 0.7 and 1.0 electrons per molecule for pentacene on Ag(001) and on MgO/Ag(001), correspondingly. This indicates the integer charge transfer to the pentacene LUMO and confirms the observation of a SOMO and SUMO states for all pentacene molecules on MgO/Ag(001) with STM.
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Photoemission tomography, the analysis of the photoemission intensity distribution within the plane wave final state approximation, is being established as a useful tool for extracting the electronic and geometric structure of weakly interacting organic overlayers. Here we present a simple method for extending photoemission tomography, which until now has been based on the calculations of isolated molecules. By including the substrate and a damped plane-wave final state, we are able to simulate the PE intensity distribution of molecular overlayers with both strong intermolecular and molecule-substrate interactions, here demonstrated for the model system perylene-tetracarboxylic dianhydride (PTCDA) on Cu(100). It is shown that the interaction and hybridization of its lowest unoccupied molecular orbital (LUMO) with substrate states leads to LUMO occupation and the formation of a strongly dispersing intermolecular band, whose experimental magnitude of 1.1 eV and k-space periodicity is well reproduced theoretically.

The most direct technique to study the electronic structure of metal-organic interfaces, in particular the occupied states, is angle-resolved photoemission spectroscopy (ARPES). However, a straightforward interpretation of the photoemission (PE) signal is not always easily possible and the help of theory becomes inevitable. In this context, density functional theory (DFT) has become the standard tool to study the electronic structure of the interface, but due to the limitations of Kohn-Sham DFT, a one-to-one comparison of the KS eigenvalues to results from ARPES may lead to an erroneous assignment of individual molecular orbitals to the peaks in the photoemission spectrum. Fortunately, in recent years a technique called photoemission tomography (PT) has emerged [1,2]. In PT scans through ARPES, patterns of well-ordered molecular monolayers on metallic substrates are compared to the Fourier transform of the orbitals of an isolated molecule. The plane wave (PW) final state (FS) approximation allows to deconvolute the PE spectra and assign individual orbitals of the adsorbed molecules to specific PE peak [1,2], or even to obtain real space images of molecular orbitals [3].

While for weakly interacting systems a treatment in terms of isolated molecules has been justified, it is not expected to be applicable to systems with strong substrate and/or intermolecular interactions. Therefore, we extend the PT approach to the overlayers that exhibit strong intermolecular and molecule-substrate interactions [4]. This is achieved in two steps, first, by the modification of the initial state of the PE process, as we no longer restrict ourselves to orbitals of an isolated molecule but use the Bloch states of periodic systems including the substrate. The inclusion of the substrate requires the second step in the extension of the PT approach, because the simple PW leads to an overestimation of the contributions of bulk substrate states. To overcome this, we modify the FS by exponentially damping the PW into the substrate mimicking the mean-free-path length of photoemitted electrons in a bulk material. Following this two-step strategy, we first calculate the structure and electronic states at the PTCDA/Cu(100) interface using DFT with an appropriate van-der-Waals correction. Then we apply the calculated electronic structure including molecular and substrate contributions to simulate the PE fingerprints of those states in reciprocal space, using a damped PW FS.

To experimentally verify this approach we, at first, investigated the adsorption configuration of PTCDA on Cu(100) [5]. Utilizing the normal incidence x-ray standing wave (NIXSW) technique we triangulated the lateral and vertical positions of PTCDA on Cu(100) with (200) and (111) Bragg reflections of the copper crystal. The adsorption position of PTCDA was found to be the bridge site with the long molecular axis being parallel to the bridge (Fig.1a). The perylene backbone is located 2.44 Å above the extended Bragg plane of Cu(100) surface, while anhydride oxygen atoms of PTCDA are shifted by 0.32 Å farther away from the metal (Fig.1b). This experimentally found adsorption geometry is well-reproduced by DFT+vdW$_\text{surf}$.
calculations [4] used to theoretically determine the electronic properties of PTCDA/Cu(100) interface.

![Image](image1)

**FIG. 1:** (a) The adsorption site of PTCDA on Cu(100) and (b) the vertical geometry of PTCDA (side view along the long molecular axis).

Further, we applied ARPES and, in particular, PT to investigate the valence states of PTCDA/Cu(100). We found that the hybridization of the PTCDA LUMO with metal states of copper leads to its occupation and the formation of a highly dispersing intermolecular band (Fig. 2a), whose experimental magnitude and character are well reproduced by the theoretical approach described above. Experimental and theoretical energy distribution maps and constant binding energy (CBE) maps (Fig. 2b) are in good agreement. The observed CBE intensity pattern can be understood as that of an isolated PTCDA molecule modified by intermolecular band dispersion that has been strongly enhanced by molecule-substrate interactions. These strong interactions, which lead to a hybridization of molecule and substrate states, correlate with the small adsorption height of the molecule, with the carbon backbone closest to the metal surface among all other PTCDA adsorption heights measured so far.

In conclusion, we presented a method to simulate the PE intensity distribution of molecular overlayers that exhibit strong intermolecular and molecule-substrate interactions. We show that the initial state of the photoemission process can be approximated by the Bloch states of the entire calculated overlayer-substrate system and the FS by a damped PW.
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**FIG. 2:** (a) Energy distribution map of PTCDA/Cu(100) showing dispersing intermolecular band originated from PTCDA LUMO and (b) experimental (left part) and theoretical (right) constant binding energy maps at the binding energy corresponding to the dispersing LUMO band in (a).

Furthermore, we demonstrate that the method allows the characterization of the electronic structure of an organic/metallic interface beyond a simple assignment of PE peaks to particular molecular orbitals in the PE spectrum. Specifically, we are able to reproduce the observed strong intermolecular dispersion of the molecule’s LUMO, which is significantly enhanced through substrate interactions, in terms of both its momentum map pattern and its bandwidth. As such, our approach extends the PT technique to strongly interacting systems allowing their rather complex photoemission intensity distribution to be simply understood.
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One of the prerequisites for incorporating magnetic skyrmions representing nanoscale particle-like magnetic objects into spintronic devices, is the ability to controllably manipulate them in nanostructured elements. The direct visualization of varying morphology as well as details of the skyrmion nucleation process in a wedge-shaped FeGe nanostripe of width in the range of 45–150 nm was obtained by means of state-of-the-art holographic electron microscopy technique. We have shown that geometrically-confined skyrmions in a nanostripe are able to adopt their shape. This effect is not observed even in thin films of bulk materials. Moreover, our observation revealed that the most efficient approach for skyrmion nucleation in nanostripes is the continuous transformation of a helical spiral with increasing external magnetic field. The experimental observations are confirmed by a theoretical analysis based on the most general three-dimensional model for isotropic chiral magnets.

Magnetic storage in hard disk drive technology is based on the controllable formation of magnetic domains and is approaching its limits. The ability to manipulate domain walls instead of domains provides an alternative way to further extend the storage device roadmap [1]. The discovery of topologically stable magnetic skyrmions is of great interest because of their small size (typically below 100 nm) and their high mobility at low-current densities [1,2]. In particular, skyrmions are promising candidates for applications in novel data storage devices based on the race-track memory concept [1]. The underlying design of such devices relies on the use of skyrmions as data bit carriers, which move along a ferromagnetic nanostripe that takes on the role of a guiding track. It is therefore important to be able to controllably form and manipulate skyrmions in nanostructured elements.

Despite a large body of experimental work on magnetic skyrmions reported in recent years, the formation and manipulation of skyrmions has never been studied in detail in highly confined geometries if the size of the sample is comparable to the size of the of skyrmions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Schematic representation for the chains of skyrmion tubes in nanostripes of varying width $W_y$. For very narrow stripes skyrmions show longitudinal ellipticity in a. For the critical width of the stripe $W_y^c$ circular skyrmions appear in b. Above $W_y^c$ skyrmions show transverse ellipticity in c. Above the width of $W_y^t$ – the second critical width skyrmions are arranged in the form of a zigzag chain, as shown in d. The isosurfaces correspond to $m_z=0$. The colours represent the magnetization direction on the unit sphere, see inset. a and b are the semi-axes of the skyrmions along and perpendicular to the nanostripe, respectively. Adapted from Ref. [3].}
\end{figure}

The optimization of information storage requires an optimal width for a nanostrip that hosts a chain of skyrmions, as well as precise control of their morphology and formation in such a confined
geometry. Our study is directly connected to the determination of the smallest width of a nanostrip that is still able to host magnetic skyrmions over a wide range of applied fields and temperatures.

Fig. 2: Magnetic induction maps recorded by means of off-axis EH in FeGe nanostripes. a and e Bright-field TEM image of the wedge-shaped sample. The white frames show the regions from which magnetic induction maps were recorded. The induction maps in b–d show the magnetic field dependence of the spin texture at temperature of 220 K and in f–k for a temperature of 95 K. The direction of the measured in-plane magnetic induction follows the colour wheel shown in b. The short straight white arrows in c, d, g, h, j show the direction of the spins around the edge of the nanostripe. A zigzag skyrmion chain is marked by a white frame in d. A one-to-one correspondence in the helix-to-skyrmion transformation, where each helix corresponds to a skyrmion, is indicated by the dotted white lines in f–h and i, j. The k-vectors in b, f, i indicate the propagation wave vectors of the magnetic helix. The scale bars in b,f correspond to 150 nm. Adapted from Ref. [3].

In general, the stability of skyrmions in chiral magnets, such as MnSi, Fe$_x$Co$_{1-x}$Si, FeGe and other B20 alloys, is governed by the Dzyaloshinskii–Moriya interaction (DMI). Competition between the DMI and ferromagnetic exchange coupling results in a homochiral spin helix ground state with an equilibrium period $L_0$, which is determined by the ratio of the energy contributions of these two terms. At the external applied field, the energetically favourable state corresponds to the skyrmion lattice, which has nearly the same lattice constant in both bulk compounds and thin films, while skyrmions or more precisely skyrmion tubes adopt approximately circular shapes. Both theoretical analyses and experimental observations suggest that elliptical distortions of skyrmions in extended systems are associated with a loss of stability, which is referred to as an elliptical or strip-out instability. The theoretical calculations for equilibrium skyrmion states based on a general model for a three-dimensional isotropic chiral magnet in nanostripes suggest a completely different behaviour of skyrmions, see Fig. 1. In particular, for a long nanostripe of width $W_y$ on the order of the skyrmion size and length $W_x>>W_y$, the theory predicts a loss of radial symmetry of skyrmions without loss of their stability. Moreover, it is predicted that the skyrmion morphology of a single chain of skyrmions will depend on the nanostripe width $W_y$ in a particular range of applied magnetic fields. The dimensions of the elliptical skyrmion shapes can be described in terms of their semi-axes $a$ and $b$ along and perpendicular to the nanostripe, respectively, see Fig. 1a. For nanostripe widths close to a critical value $W^{c}_{y}$, skyrmions exhibit circular shapes ($a=b$), while for $W_y<W^{c}_{y}$ and $W_y>>W^{c}_{y}$ a longitudinal ($a>b$) or a transverse ($a<b$) ellipticity is predicted. Upon further enlargement of the nanostripe width above a second critical value $W_{y}^{c}$, the skyrmions are expected to be arranged in equilibrium in the form of a zigzag chain.

To test these predictions, we carefully fabricated a wedge-shaped nanostripe from a bulk crystal of FeGe using a lift-out method [3]. The nanostripe had a thickness $L$ of 110 nm, a length $W_x$ of ~2.6 mm and a width $W_y$ that varied linearly from ~10 to ~180 nm, see Fig. 2a, e. This range of widths is designed to include the helical period $L_0=70$ nm of bulk FeGe. Figure 2b–d, f–k show quantitative magnetic induction maps of the spin texture measured experimentally in the presence of different external magnetic fields using off-axis EH, with the directions and magnitudes of the projected in-plane magnetization fields. We find a very good quantitative agreement between experimental observations and theoretical predictions; see the shape of elliptically distorted skyrmions in a narrow and wide part of the nanostripe in Fig. 2c, j, k. Our results can be considered for several potential applications. The high flexibility of spatially-confined magnetic skyrmions allows them to adapt their shape and size in a nanostructure. This allows us to predict unique oscillating and stretch-out excitation modes in alternating magnetic fields for elliptically-distorted skyrmions in nanostripes. Another important aspect revealed by our observations is the direct visualization of a mechanism of skyrmion nucleation, which is almost independent of their initial state and characterized by the conservation of skyrmion number with respect to the number of helical spirals in the nanostripe. Such a simple approach for nucleation of a predefined number of skyrmions by varying the applied magnetic field seem to be highly suitable for applications in spintronic devices.

Controlling the growth of multiple ordered heteromolecular phases by utilizing intermolecular repulsion
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Metal-organic interfaces and their structural, electronic, and thermodynamic properties have been investigated intensively, aiming to improve and develop future electronic devices. In this context, heteromolecular phases add new design opportunities simply by combining different molecules. However, controlling the desired phases in such complex systems is a challenging task. Here, we report an effective way of steering the growth of a bimolecular system composed of adsorbate species with opposite intermolecular interactions, repulsive and attractive, respectively. The repulsive species forms a two-dimensional lattice gas, the density of which controls which crystalline phases are stable. Critical gas phase densities determine the constant-area phase diagram that describes our experimental observations, including eutectic regions with three coexisting phases. We anticipate the general validity of this type of phase diagram for binary systems containing two-dimensional gas phases, and also show that the density of the gas phase allows engineering of the interface structure.

The minimization of thermodynamic potentials is a well established concept for predicting structures and phases that are stable in thermodynamic equilibrium. For surfaces, the surface free energy is the relevant quantity that -- plotted versus chemical potentials -- allows the identification of stable surface reconstructions. If, for the exemplary case of a binary crystal $A_xB_y$, the chemical potential shifts towards one side (e.g., towards $A$, by deposition of species $A$ on the surface), one expects the system to respond by forming a more $A$-rich surface reconstruction. It would be very surprising if in such a case a more $B$-rich phase was observed. However, this is precisely what we find for the system under study, opening an intriguing way to control phase formation via critical densities in a gas phase. We have investigated heteromolecular submonolayer films formed by 3,4,9,10-perylenetetracarboxylic dianhydride (PTCDA) and copper-phthalocyanine (CuPc). Adsorbed on Ag(111), the molecules show different intermolecular interaction and therefore also different growth behaviors (compact islands and a two-dimensional (2D) lattice gas, respectively). Combined within one molecular layer, these molecules form three crystalline heteromolecular phases with different stoichiometries -- $P_2C$, PC and $PC_2$ ($P$=PTCDA, $C$=CuPc) -- which always coexist with 2D gas phase areas on the surface. As we demonstrate here, it is the density of this gas phase that determines which of the crystalline phases are stable, whereby -- most remarkably -- up to three phases (two crystalline and the gas phase) may coexist in large regions of the constant-area phase diagram.

**FIG. 1:** Deposition of CuPc on a 0.17ML film of PTCDA/Ag(111) at 380K. (a) Pathway in the phase diagram. (b-h) Bright-field LEEM images showing PTCDA islands (green), sequentially transforming into $P_2C$ (yellow), PC (red), and $PC_2$ (blue) with increasing CuPc coverage. A movie is available with the original publication. (i) LEEM intensity of the gas phase areas during CuPc deposition.
Hence, large eutectic regions exist, in contrast to eutectic points as observed for, e.g., intermetallic phases. We present a generic model of wide applicability explaining this type of phase diagram. Fig. 1 shows a typical series of LEEM images recorded during CuPc deposition on a Ag(111) surface partially covered by PTCDA.

The first LEEM image (panel b) shows bright PTCDA islands (green arrows) while the clean Ag(111) surface appears dark and becomes even darker during CuPc deposition due to the formation of the 2D lattice gas (white arrows in c-h). When a certain amount of CuPc has been deposited, the PTCDA islands transform to the P2C phase (medium contrast, yellow arrows). When this first transformation is completed and CuPc is further deposited, the islands eventually transform into (much smaller) PC islands (red arrows), and finally into PC islands (blue arrows).

We have performed 22 such deposition series with different deposition sequence and constructed the phase diagram shown in Fig. 2. While only one crystalline phase is present in some regions (unicolored data points), we found four large eutectic regions with two coexisting crystalline phases (bicolored data points). The experiment displayed in Fig. 1 is marked by a blue dashed arrow labeled “CuPc deposition”. It runs horizontally through all regions from the most PTCDA-rich to the most CuPc-rich phase. Experiments performed with inverted deposition sequence are described in the original work.

FIG. 2: Phase diagram for the heteromolecular PTCDA+CuPc adsorbate system. The color code of the data points indicates crystalline structure(s) found in the experiment at the corresponding partial coverages. Colored areas mark the regimes of pure and eutectic regions as obtained from the model. A 2D lattice gas phase also exists all over the phase diagram. Red and blue circles and the blue dashed line are explained in the text. For all other details, see original publication.

Additionally to one or two crystalline phases, the gas phase also exists at all coverages below 1ML due to the repulsive intermolecular interaction of CuPc. The gas acts as a reservoir of CuPc molecules. Its density represents the critical parameter, which determines the structure of the entire phase diagram: For the experiment shown in Fig. 1b-h, the LEEM intensity of gas phase regions is plotted versus the CuPc coverage in Fig. 1i. The intensity changes during deposition, except in the grayish areas where it remains constant. Here, also the gas phase density is constant, since it correlates directly with the LEEM intensity. These sections precisely correspond to eutectic regions in the phase diagram. Hence, the density of the gas phase rises only when only one crystalline phase is present on the surface, during the phase transformations it remains constant.

This behavior is explained as follows: Initially, CuPc molecules being deposited increase the gas phase density, PTCDA islands remain unaffected. When a certain critical density is reached (first marker in Fig. 1i), the transformation PTCDA → P2C starts. Now, all additional CuPc molecules are incorporated in P2C islands, the density of the gas phase remains constant (see Fig. 1b and c). This process continues until all PTCDA islands have been transformed (second marker in Fig. 1i). Only afterwards the additional CuPc enters the gas phase again increasing its density further. This scenario repeats when the next critical density is reached. Hence, the existence of a critical CuPc gas phase density for each of the eutectic regimes explains the observation. Phase transformations are triggered by reaching these critical densities.

In the original publication we derive a generic model for the phase diagrams of such heteromolecular systems based on two fundamental assumptions: (i) The molecular species form at least one crystalline heteromolecular phase, and (ii) one of the species exhibits intermolecular repulsion and yields a 2D lattice gas. Without any reference to specific material properties, the model explains and quantifies the zig-zag pattern of straight lines separating the different regions in the phase diagram. These boundaries are fixed by the five single-phase points on the 1ML-line (red circles in Fig. 2, fixed by the stoichiometry of the phases), and by four points on the abscissa (blue circles, critical gas phase densities).

We conclude that the submonolayer phase diagram can be fully understood by the existence of critical gas phase densities, which in turn follows from generic thermodynamic considerations based on the Helmholtz free energy of the phases involved. The gas phase density is the decisive quantity, since it determines which phase(s) is/are stable on the surface. Once the critical values are known, they can be utilized to gain control over the layer growth and to design the surface in terms of the desired homo- and heteromolecular crystalline phases. The key property, which enables this remarkable freedom in engineering metal-heteroorganic contacts, is the intermolecular repulsion of the CuPc molecules in the 2D lattice gas.
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The recent development of group IV-based direct bandgap semiconductors and their demonstration as lasers have strengthened the efforts to fabricate monolithically integratable light emitters. Such Si-congruent solution enables merging of state-of-the-art electronics with photonic devices on the same chip improving energy efficiency and versatility of those. To further advance this field, the epitaxy of different GeSn/SiGeSn heterostructures was explored, aiming for emitters with higher emission efficiency. Atom distribution and crystalline quality of the complex double-(DHS) and multi quantum well (MQW) heterostructures were investigated. The optical quality indicates a strong enhancement for MQW, since deleterious dislocations can be avoided. Furthermore, the effect of energy quantization in MQW structures is proven.

Group IV-based materials, in particular silicon (Si), fuel our smartphones and build the foundation of our modern digital society. The ever-increasing demand for data bandwidth and energy efficiency requires new solutions, such as purely optical on-chip communication. The mandatory requirement, however, a direct bandgap material, is not available within group IV elements. Alloying of germanium (Ge) with tin (Sn) has shown to deliver such and enabled optically pumped lasing, yet only at cryogenic temperatures [1], [2]. To further improve the emission characteristics of the material, different configurations of GeSn/SiGeSn heterostructures, namely DHS and MQW, were grown. In such structures, carriers are confined in the optically active region far away from defective interfaces, which enhances the recombination efficiency.

The material stacks were deposited in an industry-compatible reduced-pressure chemical vapor deposition (RP-CVD) reactor on 200 mm Si(001) wafers. The commercially available precursors digermane (Ge₂H₆), disilane (Si₂H₆) and tin tetrachloride (SnCl₄) were employed which allow rather small growth temperatures below 375°C [3]–[5]. The first type of heterostructures are DHS, schematically shown in Fig. 1a. Initially, a roughly 200 nm thick GeSn buffer layer was grown to accommodate the large lattice mismatch between GeSn and the underlying Ge-buffered Si wafer (Ge-VS). On top of this, a SiGeSn/GeSn/SiGeSn double heterostructure (DHS) was grown. Incorporation of Si atoms within the SiGeSn claddings elevate conduction and valence bands in those, ensuring a type I band alignment inside the layer stack.

SiGeSn claddings and GeSn active regions can be distinguished from the EDX elemental profiles, depicted in Fig. 1b. The high Sn incorporation of 14.5 at.% inside GeSn guarantees a direct bandgap in the active device region. Si atoms are only found within the ~50 nm thick SiGeSn carriers, as apparent from the Si profile in Fig. 1b (red line). The rather thick GeSn active region (~380 nm), however, provokes further plastic strain relaxation. Consequently, misfit dislocations are generated at the GeSn/SiGeSn interface, which deteriorate light emission efficiency. Such defects can be avoided in a different growth scheme, namely multi quantum wells (MQW). In this configuration, ten periods of GeSn/SiGeSn wells/barriers are grown, each with thicknesses of 22 nm. Even in such complex arrangement, Si atoms are present almost exclusively inside the SiGeSn barriers, as demonstrated by elemental concentration profiles from APT in Fig. 1c. The
main advantage of MQW structures over DHS is originated in the smaller volume of active material. Less compressive strain accumulates inside the structure, suppressing the formation of additional defects. Accordingly, the benefits should be visible in light emission, which is discussed in the following.

![Photoluminescence spectra and temperature-dependent PL](image)

**FIG. 2:** a) Comparison of photoluminescence spectra at 4 K. b) Temperature-dependent PL for different structures.

Photoluminescence spectra of bulk GeSn, a DHS and a MQW structure are shown at 4 K in Fig. 2a. The DHS shows only marginally increased emission compared to the bulk sample. The carrier confining effect from the SiGeSn barriers is masked by the material degradation from the presence of defects at the interface of the active region. In contrast, the MQW structure shows an order of magnitude enhanced light emission. This results from both the confinement of carriers inside the GeSn wells and their geometrical separation from the defective GeSn buffer layer. The observed enhancement can be analyzed more closely from its temperature dependence, shown in Fig. 2b. The distinct advantage of the MQW structure vanishes at temperatures above 150 K. This is related to the still rather small conduction band offset between GeSn wells and SiGeSn barriers (13 meV from band-structure calculations). At elevated temperatures, carriers are able to escape from the well regions, rendering the energetic barriers inoperative. To account for that degradation, optimized future heterostructures need to further increase the amount of incorporated Si inside the barriers.

![Energy quantization in MQW](image)

**FIG. 3:** Comparison of PL emission and conduction band alignment in MQW samples with different well thicknesses.

Finally, the effect of energy quantization inside the multi quantum well structures is investigated. To that end, a second MQW structure was epitaxially grown, differing from the previous one only in the GeSn well thickness of 12 nm. PL spectra and conduction band positions are juxtaposed in Fig. 3 at 4 K. In case of the sample with thinner (12 nm vs. 22 nm) wells, PL emission is shifted towards larger energies. The quantum confinement in z-direction leads to a band energy splitting into quantized levels, depending on layer thickness. Thus, the observed distinct blueshift of 20 meV can be attributed to the stronger quantization effect inside the thinner wells. Accordingly, the observed light emission stems from quantized states, implying additional benefits for future lasers, made from GeSn/SiGeSn quantum well heterostructures.

To sum up, we demonstrated the epitaxy of group IV-based heterostructures, comprising of direct bandgap GeSn active regions and SiGeSn barriers. Both double heterostructures and multi quantum wells demonstrate a high structural and crystalline quality. MQWs benefit from the lack of additional misfit defects, which was shown to strongly improve light emission characteristics, at least at cryogenic temperatures. Emission from quantized levels in the MQW proves a reduced 2D density of states, which makes MQW heterostructures promising candidates for efficient group IV-based emitters.

This research received financial support from the BMBF in frame of the M-ERA.NET project GESNAPhOTO and from the DFG for project “SiGeSn Laser for Silicon Photonics”.


Graphene bioelectronics
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Human brain is possibly the most complex organism. Understanding the human brain is one of the most important aims of bioelectronics as a research field. Electrogenic cells, such as neurons, that define human brain are organized in a highly complex, three-dimensional structure. Moreover, placing an inorganic object inside the brain tissue would cause an ultimate rejection and failure of the implant. Therefore, tools that are used for interfacing with brain must be infinitely thin, yet robust, conductive and biocompatible. As we show, graphene is the ultimate material for this purpose. Tested for in vitro electrophysiology, it shows excellent ability to measure cellular activity, as well as novel in vivo designed graphene-based probes are under investigation.

Graphene transistors - The graphene-based, solution-gated field effect transistor arrays (GFETs) are fabricated on a large scale for bioelectronic measurements (see fig. 1). As we studied variety of gate geometries (width/length) of the graphene channel, we reveal a linear relation between the transconductance and the width/length ratio. Nonetheless, the typical area-normalized electrolyte-gated transconductance is in the range of 1–2 mS·V⁻¹·cm⁻¹ and does not strongly depend on the substrate.

The devices are used as a proof-of-concept for bioelectronic sensors, recording external potentials from both: ex vivo heart tissue and in vitro cardiomyocyte-like HL-1 cells. A typical time trace recording from a GFET with HL-1 action potentials is shown in Fig. 2. The cells are beating (producing repetitive action potentials (APs) that propagate through the whole cellular layer) with a rate over 25 bpm and an amplitude of 1.2±0.2 mV. The overall SNR of the recordings is 6±1, which is in the same sensitivity range as reported previously. The shape of the APs is also shown in Fig. 2, where over 115 consecutive spikes are averaged and the average AP is shown in blue. The shape of the action potential, in agreement with previous works, indicates a very good sealing between the cell and the transistor [1]. Further, cortical neurons were cultured on top of the chips with an approximate density of 1500 cells per mm².

Graphene microelectrodes - Multielectrode array design is probably the simplest for bioelectronics devices that exist there. Graphene-based electrodes, arranged into an array, result in a GMEA chip (see fig. 3), which is similar to the classical MEAs. Such simple potentiometric devices display remarkable features in cell electrophysiology. Assuming ideal passivation and infinite input impedance, the GMEAs can directly pick-up these changes in cell membrane potential, since they operate as voltage-followers. Furthermore, currently state-of-the-art technology desires to combine electrophysiology with other methods, such as calcium imaging and optogenetics, and that the requirement of transparency for such electrodes is of greatest importance.

The neuronal networks were cultured 14 days in vitro (DIV14) until mature, when the cultured neurons produce spontaneous APs that can propagate through the network. As expected, the extracellular neuronal APs are one or two orders of magnitude smaller than those of heart tissue [45]. Nevertheless, we are able to record the APs and even bursting activity of neuronal networks with the GFETs (Fig. 2). The in vitro neuronal signals as recorded by the graphene transistors with distinguishable bursting-spiking pattern for the first time [1].

Graphene multielectrode arrays, presented in this work, feature 64 active sites with 10 and 20 um diameter passivation openings (see Fig. 4a-b). The multichannel measurement set-up allows us to measure the whole chip in parallel. An example of the simultaneously recorded timetraces from HL-1 cells is given in Fig. 4d. The clearly visible delay
between APs on different channels shows that the signal propagates through the cellular layer. The propagation velocity and map can be deduced from the timestamps of the action potentials and corresponding geometry of the channels. The recorded action potential amplitudes and their shapes vary from chip to chip (culture effect) and from electrode to electrode (sealing effect). Over 13000 HL-1 action potentials from 104 recorded timeseries (complete chip arrays) were analyzed in order to compare them with the experimental and simulated data. Typical signal-to-noise ratio of HL-1 recordings is above 100 [2].

Further, the same devices were for extensive in vitro study of cortical neuronal networks, and we found that they show excellent ability to extracellularly detect action potentials with signal to noise ratios up to 100 for spontaneous bursting/spiking neuronal activity (see Fig. 4e). Complex neuronal bursting activity patterns as well as a variety characteristic shape of HL-1 APs are also recorded with the GMEAs [2]. Clearly, the potential applications of the GMEAs in biological and medical research are still numerous and diverse.

**Implantable graphene probes** - As shown above, graphene-based devices are extremely sensitive and very useful in a wide spectrum of bioelectronics research. Here we describe a method to fabricate arrays of graphene-based probes, requiring minimal number of fabrication steps, while maintaining overall device functionality as well as flexibility (see Fig. 5 and 6). The polyimide-based probes are approximately 6 µm thick, therefore ultra-flexible, yet robust and stable. Both, GFETs and GMEAs are fabricated in one run on one wafer [3].

The V-shaped transfer curves, that are typical for graphene, are recorded on the flexible GFETs. The devices seem to be stable and show characteristic performance similar to the state-of-the-art Si-based and polyimide-based GFETs [15].

**FIG. 5:** From rigid to flexible graphene-based devices.

The maximum transconductance measured so far was in the range of 700 µS/V, which is comparable to typical polyimide-based GFETs. Impedance measurements of the graphene-based electrodes result in a typical interface capacitance of 20-60 pF (depending on the electrode diameter opening) and impedance values of 2-6 MΩ at 1 kHz [3]. The impedance values are rather high, yet in the range of the untreated graphene as reported previously [2].

**FIG. 6:** Optical images of freely standing graphene-based probes (a-c) and as bonded to a special carrier for in vivo use (d).

**FIG. 4:** (a-b) design of the GMEA chips. (c) SiO2/Si and glass-based GMEAs. (d) live dead image of the HL-1 cells (left) and typical timetrace recordings with GMEAs. (e) neuronal culture image (left) and typical timetrace patterns recorded with GMEAs.

Neuronal Polarity by Controlling Axon Elongation or Dendritic Branching

F. Milos, L. Du, A. Belu, L. Jin, D. Mayer, V. Maybeck, and A. Offenhäusser
Institute of Complex Systems-8, Forschungszentrum Jülich, Germany

Control of neural polarity is of great importance in order to promote directed nerve regeneration, build models for neural development, and allow neural-based in vitro computing operations. Neural polarity can be directed by both soluble factors or by surface cues. While most work focuses on defining the axon, we show that in addition to topographical structures promoting axon initiation, bifurcation of the neurite outgrowth path on patterned adhesion molecules is able to define dendritic branches. We show that within a framework of adhesive guidance molecules, it is the level of neurite branching that determines polarity by slowing growth, whereas topography can be used to accelerate neurite growth and axon determination. Live imaging studies suggest that in both manipulations it is a relative faster advancement of the axon compared to other neurites that determines polarity.

In the last few years, there have been many attempts to control the outgrowth of neurites so that neural cells can be wired together with defined axonal-dendritic connections. Methods applied include micro-contact printing of cell adhesive proteins, application of chemical gradients, and physical restriction of growth by microchannels or substrate topography. Most efforts have focused on forcing the formation of the axon in a particular direction. This is typically achieved by providing one path for fast outgrowth, promoting the neuron on this path to become the axon.

First, we used polymer substrates with defined nano-topography of different heights and diameters to alter neurite outgrowth. It was unclear what height difference was necessary for a neuron to recognize that a topography exists. OrmoComp polymer was nanostructured by nanoimprint lithography to generate culture substrates with a grid array of round projections. E18 rat cortical neurons were then cultured in vitro on these substrates and the development of the neurites was monitored.

We show that compared to growth on homogeneously flat substrates, axon determination occurred earlier in neurons grown on nano-topographies (see Fig. 1) [1]. The effect was stronger on taller structures with larger separation. The grid-like pattern of polymer projections induced the neuron to build preferentially straight neurites that followed either the rows or columns of the grid, or, to a lesser extent, the diagonal connecting topographical features. The initiation and final angle also aligned to the layout of the topography on 400nm high structures. Since neurites spent less time exploring, a neurite could reach symmetry breaking length and become the axon earlier. The speed difference on topographical features compared to flat substrates is due to a combination of significantly more time spent elongating and a reduction in the amount of time spent pausing. Retraction of the neurite was not affected.

In contrast, when one neurite is given a straight path to follow and competing neurites are given branched paths, those neurites on the branched paths spend more time exploring and make slower progress. This slowed progress leads to biochemical and functional tendency to form dendrites. The branched structures to guide single neuron morphology used by Du et al. [2] are a rare example of defining the dendrites of a neuron in order to have directional axon projection instead of...
targeting the behavior of the axon itself. These patterns were made of the cell adhesion promoting peptide PLL, and were patterned onto glass using micro-contact printing. In both immunocytological investigation and electrophysiology, the axon-dendrite direction was shown to be in the intended direction 53-69% of the time, depending on the angle and degree of branching. Stronger guiding effects were observed in patterns where the neurite had the most choices to explore at a given node of the pattern. The directionality in the event of random chance would have been only 30% for these patterns.

![FIG. 2: Branched structures slow neurite outgrowth (top) so that functional directionality is achieved in chains of patterned neurons as determined by optogenetic stimulation. The right to left signal conduction triggers an action potential in cell 2 when cell 3 is stimulated by light, but not when cell 1 is stimulated as shown schematically in the middle and by patch clamp recording on the bottom.](image)

The functional directionality of these patterns was tested optogenetically. Neurons expressing the blue-light-sensitive Channelrhodopsin ChR2opt were grown on patterned cells arranged in series. Patch clamp electrophysiology was used to measure the activity of a cell in the middle of the series while light stimulation drove action potentials in the cell itself or in the cell to either side on the pattern (Fig. 2). Electrophysiology recordings are consistent with immunostainings, showing a preferential connection between neurons with dendrites on the branched structures and the axon projecting in the opposite direction.

Our results show that the relative speed of neurite outgrowth is a critical factor in determining the directionality of neuronal signaling on defined patterns. Multiple methods, including restricted chemical adhesion points and topographical cues may be used to manipulate the speed of neurite outgrowth. These interventions can be used to define axonal position if they increase neurite outgrowth speed and to define dendritic trees if they retard neurite outgrowth speed. A major factor contributing to neurite outgrowth appears to be the time a growth cone must spend investigating its surroundings. More choices of direction lead to slower progress of neurite outgrowth. This is supported by our measurements that the speed of neurite outgrowth on 400nm high patterned topologies is about 30% faster than that on flat OrmoComp substrates. However, when growth on a flat substrate is restricted to one dimension by adhesive proteins neurite outgrowth is even faster. Neurites restricted to one dimension by micro-contact printing except for the specific branch points of the pattern extended three times as fast as neurites growing in 2-dimensions on topographical patterns (9 µm/h vs. 3 µm/h). Neurites fully confined to 1-dimension with no branch points were again faster, reaching an extension speed of 15 µm/h. This further shows that it is consistently the relative neurite outgrowth speed that determines the axon/dendrite polarity of the neuron rather than the absolute outgrowth speed achieved.

In conclusion, we have developed multiple systems to modify the speed of neurite outgrowth in vitro and shown that the relative speed of neurite outgrowth can be used to determine neuronal polarity. This polarity includes morphological, biochemical, and functional directionality of the neuron. As such, these techniques provide a means to develop neural model systems with defined connectivity for the study of neural regeneration and bio-inspired information processing.

Coulomb-Engineering of Two-Dimensional Semiconductors for New Non-Classic Light Sources

S. Borghardt\textsuperscript{1}, J.-S. Tu\textsuperscript{1,2}, D. Grützmacher\textsuperscript{1}, and B. E. Kardynal\textsuperscript{1}

\textsuperscript{1} Peter Grünberg Institut-9, Forschungszentrum Jülich, Germany
\textsuperscript{2} Helmholtz Nano Facility, Forschungszentrum Jülich, Germany

In the recent years, strain-induced quantum emitters in atomically thin two-dimensional semiconductors such as transition-metal dichalcogenide monolayers (TMDC-MLs) have received a lot of attention \cite{1,2}. Their optical properties render these single-photon sources promising candidates for new non-classic light sources. However, manipulating the materials’ band gap via strain with a high spatial and energetic precision remains a challenging task, precluding strain-induced quantum emitters from real-world applications. An auspicious alternative, which is unique to two-dimensional materials, relies on the local modulation of screening of the Coulomb interaction within the TMDC-ML through a local variation of the relative permittivity of the ML’s direct environment, also called Coulomb-engineering.

In our work \cite{3} we investigated different types of dielectrics as potential components for Coulomb-engineered lateral heterostructures in TMDC-MLs.

The ultimate thinness of two-dimensional semiconductors renders the interaction between charge carriers within these materials sensitive to the dielectric environment of the material. Figure 1 depicts how externally induced screening changes both the electronic band gap, \(E_g\), and the binding energy of the neutral exciton, \(E_{b,x}\), in a TMDC-ML. The binding energy of the neutral exciton is given by the difference between \(E_g\) and the ground state energy of the neutral exciton, \(E_{x,1}\):

\[
E_{b,x} = E_g - E_{x,1}
\]

Binding energies of neutral excitons in TMDC-MLs are as high as several hundreds of meV. Both the electronic band gap and the binding energy of the neutral exciton are expected to decrease with an increasing relative permittivity of the surrounding dielectric. The sign of the change of the optical band gap, which is equivalent to \(E_{x,1}\), depends on the relative change of \(E_g\) and \(E_{b,x}\).

In our work, we employed low-temperature \(\mu\)-photoluminescence, as well as reflectance measurements, to study MoSe\textsubscript{2} and WSe\textsubscript{2} MLs in different dielectric environments. Our results show a redshift of the optical band gaps, as well as a reduction of the binding energies of the neutral exciton, with an increasing relative permittivity of the ML’s surrounding.
The spectra contain a signal from neutral exciton and trion recombination, as well as defect emission in the case of WSe\(_2\) MLs. The energy of these peaks shows a systematic shift with an increasing dielectric permittivity, \(\epsilon\), of the materials’ environment. For the neutral exciton, the redshifts with respect to a ML on CYTOP are 17 meV (16 meV) and 35 meV (34 meV) for WSe\(_2\) (MoSe\(_2\)) MLs on hexagonal boron-nitride (h-BN) and encapsulated with h-BN, respectively. The observed redshifts for the h-BN structures imply that the electronic band gap is undergoing a larger absolute change than the exciton binding energies when increasing the permittivity of the surrounding material.

In order to get an estimate of the change of the exciton binding energy and the electronic band gap, we performed optical reflectance measurements which probe Rydberg series of the neutral exciton. The energy splittings in the Rydberg series are related to the exciton binding energy, the latter combined with the optical band gap yielding an estimate of the electronic band gap. The reflectance contrast is then given by \(\Delta R = \frac{R_{ML} - R_{ref}}{R_{ref}}\), where \(R_{ML}\) and \(R_{ref}\) denote the reflectance from the ML region and the reflectance from a reference region without a ML structure, respectively. In order to make the features of the excited exciton states more pronounced, it is convenient to plot the energy derivative of the reflectance contrast \(\frac{d\Delta R}{d\epsilon}\) (Fig. 3).

**FIG 3: Reflectance contrast measurements for WSe\(_2\) MLs in environments with different relative permittivity.** (a) The energy derivative of the reflectance contrast. The dotted lines connect the ground state and the first excited state of the neutral exciton of each spectrum, as a guide to the eye. (b) Energy splitting of the ground state and the first excited state of the neutral exciton, as a function of \(\epsilon_{av}\).

The ratio of the energy splitting between the exciton ground state and the first excited exciton state, \(\Delta E_{12}\), and the exciton binding energy, \(E_{b,x}\), in TMDC-MLs has been shown to strongly exceed that of a classic hydrogenic model with \(\frac{\Delta E_{12}}{E_{b,x}} = \frac{9}{8}\) [4].

For this reason, from the measured change in \(\Delta E_{12}\), we can obtain an lower limit of 115 meV and an upper limit of 150 meV for the changes of the exciton binding energy and the electronic band gap, when replacing the CYTOP substrate with a h-BN encapsulation.

**FIG 4: Schematic of a TMDC-ML covered with h-BN nanoribbons. Inset: AFM measurement of a nano-patterned h-BN cover flake.**

So far, our research was limited to TMDC-MLs in a homogeneous dielectric environment. Further studies are required before building a final device based on dielectric heterostructures. In our current research, we are studying the exciton dynamics in dielectrically defined heterostructures. For this purpose, we are preparing TMDC-MLs covered with h-BN nano-ribbons with widths below the optical diffraction limit (Fig. 4). In ensemble measurements of the dielectrically defined lateral heterostructures, we expect to shed light on the question whether or not excitons in two-dimensional materials can be confined dielectrically.

In conclusion, we have shown that h-BN is a suitable cladding material to tune the optical band gap of TMDC-MLs. Consequently, we consider Coulomb-engineering a promising approach for the creation of well-defined zero-dimensional low band gap regions in a two-dimensional semiconductor. Our results pave the way towards engineered single-photon sources in two-dimensional materials.

We investigated the grazing incidence small angle X-ray scattering (GISAXS) signatures of the resistively switching transition metal oxide SrTiO$_3$. Measurements were performed on stoichiometrically varied SrTiO$_3$ thin layer systems and operando switching devices with a Nb:Si/STO/SrTiO$_3$/Ti/TiN layer structure. Simulations with BornAgain [1] were done to characterize the filaments/inhomogeneities in the active layers.

Metal-oxide-metal devices with SrTiO$_3$ as the oxide layer show bipolar resistive switching which is attributed to the electrically induced redox-processes in the oxide and/or at the oxide electrode interface. The redox-processes involve a valence change in the Ti cations caused by the diffusion of oxygen vacancies due to an applied bias voltage [2, 3], which causes the growth of filaments in the active layer. One or more filaments are thought to connect to the top electrode, resulting in an increase of the electric conductivity. GISAXS measurements on devices with varying stoichiometry in Sr and Ti were done to investigate structural differences in the oxide layer without any switching by an applied voltage. Furthermore, operando measurements were performed to analyze the filamentary structures and differences between the LRS (low resistive state) and HRS (high resistive state). The measurements were performed at the nanofocus endstation of the P03 beamline MiNaXs at PETRA III (DESY, Hamburg) [4].

The stoichiometrically varied samples were produced by adjusting the ratio between Sr and Ti. The selected ratios are Sr/Ti=0.94, 1.0, and 1.1. In Fig. 1 the GISAXS patterns of the different samples and their corresponding simulations are depicted.

For the simulations a paracrystal model [5] can be used to describe the lateral order of the inhomogeneities. The inhomogeneities are modelled by distributions of two differently sized cones. These cones have similar heights but differ slightly in their radii and paracrystal parameters with respect to their distance. Cones with radius of about 24 nm are placed in a distance of $d = 75$ nm to each other, while the smaller cones with $r = 12$ nm are placed with $d = 25$ nm. At Sr/Ti=0.94 the ratio between the two differently sized cones is 1:1, while an increasing Sr/Ti ratio in the active layer lowers the contribution of the larger cones. At Sr/Ti=1.0 the cone ratio is estimated as 1:10 (large:small), and at a ratio Sr/Ti=1.1 the large cones are no longer relevant and only smaller cones are required for simulating the experimental data. Vertical (e.g., $q_z$) oscillations can only be observed for the sample with the lowest Sr/Ti ratio in the active layer and cannot be modelled solely with surface roughness and Kiessig oscillations without additional inhomogeneities. This is also interesting because it is known that Sr diffuses from the active layer to the top electrode when the device is switched [6]. This implies an absence of Sr in the active layer, which is a similar situation as the case of the Sr/Ti=0.94 ratio.

During the operando measurements, selected devices were switched several times, in this case two sets (LRS) and resets (HRS) with voltages of 3 V and -1.7 V and a last set with an increased

![FIG. 1: Experimental (left) and simulated data (right) for Sr/Ti ratios from top to bottom 0.94, 1.0, 1.1. Increasing the proportion of Sr leads to a larger distance between the lateral peaks. Vertical oscillations can only be observed for Sr/Ti=0.94.](image1)

![FIG. 2: Left: 2D image of the experimental data. Right: Simulation. These images correspond to the first set with a voltage of 3 V. Vertical oscillations are affected by the lateral side maxima, resulting in extended wide spots marked with red dots. The intensity of the specular rod decreases faster for higher $q_z$ than the intensity of the side maxima. This cannot be simulated with just a form factor of the inhomogeneities, hence an additional structure factor is needed.](image2)
voltage of 4 V. For the first four operations, no significant changes of the scattering signatures can be observed. The amount of material moved during the switching seems not to be high enough at those voltages. However, the last 4 V set leads to a significant change especially in the lateral cut, resulting in an expanded curve. Furthermore, the oscillations in the vertical cut exhibit a smaller amplitude. Simulations were done to reconstruct these phenomena and to find a suitable model. In Fig. 2 such a simulation is compared to experimental data.

To simulate the data, a paracrystal structure of three differently sized cylinders is assumed. There are small cylinders with a height of about 6 nm, large ones with 20 nm (in the order of the layer thickness) and some contribution of cylinders with 15-17 nm, illustrated in Fig. 3 (top). While the large cylinders represent the filaments which contribute to the increased conductivity in LRS, the other ones are subfilaments which do not reach the top electrode. Assuming specific ratios of differently sized cylinders, the simulations fit quite well for the different resistive states (Fig. 3).

The heights and radii of the cylinders in the simulations follow a Gaussian distribution. The description of the lateral order with the paracrystal model yields good results for the simulations in qy direction. We can see two characteristic peaks at qy = ± 0.9 nm⁻¹ which correspond to a distance between the inhomogeneities of about 77 nm. By decreasing the radii of the cylinders from 4 nm to about 1 nm, we get a wider curve for the last 4 V set in the lateral cut. The vertical components are difficult to simulate with respect to the oscillations. This was done by adjusting the relative number of the cylinders in the active layer. In Fig. 3 (left) a ratio of (45% / 30% / 25%) between the three cylinders was chosen to simulate the data for the first set and reset. For the last 4 V set (right), a ratio of 55% / 30% / 15% was chosen to get the best agreement with the experimental data. An increased ratio of smaller subfilaments results in a decreasing amplitude of the oscillations. An adjustment of the paracrystal parameters is not necessary, thus a change of the lateral order of filaments during the switching operations cannot be concluded from the scattering data.

In conclusion, GISAXS signatures of resistively switching SrTiO3 devices contain important information about the filamentary structure in the active layer. First attempts of simulating the layer system based only on surface and interface roughness do not yield good agreement with the data. Selecting a more complex model, the lateral configuration of the filaments can be simulated qualitatively well, while the vertical components pose more difficulties. A model based on the combination of different cone-type inhomogeneities and Gaussian height distributions yields a good description of the experimental data.

Using infrared nanoscopy to analyze the electronic properties at grain boundaries in \( \text{Sr}_{1-x}\text{La}_x\text{TiO}_3 \) ceramics
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Complex metal oxides enable a plethora of novel electronic functionalities beyond conventional Si technology [1]. Due to its well-known defect chemistry, \( \text{SrTiO}_3 \) acts as a role model to study relevant applications, such as the formation and tuning of two-dimensional electron gasses or resistive switching. In both cases, the local interaction of defects and charge carriers remains elusive. Hence, new sub-surface sensitive characterization techniques have to be developed to enable novel nanodevice concepts. Infrared spectroscopy offers the possibility to analyse the electronic and structural properties even below an insulating capping layer, but its spatial resolution is limited by diffraction to several \( \mu \text{m} \). Here, we exploit the subwavelength spatial resolution of scattering-type Scanning Near-field Optical Microscopy (s-SNOM) [2] to perform a nm-scale analysis of the infrared response of donor-doped \( \text{Sr}_{1-x}\text{La}_x\text{TiO}_3 \) ceramics [3]. In combination with electron microscopy we yield strong evidence for the accumulation of electrons at the grain boundaries.

Our s-SNOM is based on an Atomic Force Microscope (AFM) with a metal-coated Si tip, which is irradiated with infrared laser light. At the sharp apex of the tip evanescent near-fields are excited. These near-fields locally interact with the sample, and the backscattered light is detected. Using an interferometric setup and demodulating the optical signal at higher harmonics \( (2\Omega) \) of the cantilever oscillation frequency \( \Omega \), the near-field amplitude and phase information can be recorded. Thus, optical information with a wavelength-independent spatial resolution of about 25 nm can be obtained.

As a starting point to study the influence of structural defects on the electronic properties in \( \text{SrTiO}_3 \) we investigated polycrystalline bulk samples. Using s-SNOM, we could observe strong nm-scale inhomogeneities in the infrared near-field optical amplitude image of polycrystalline donor-doped \( \text{Sr}_{0.997}\text{La}_{0.003}\text{TiO}_3 \) ceramics at \( \nu = 1/\lambda = 944 \text{ cm}^{-1} \) (see Fig. 1 a)). By combining electron backscatter diffraction (EBSD) maps of the grain boundaries (see Fig. 1 b) and c)) with the near-field optical images we could conclude that the infrared response at \( \nu = 944 \text{ cm}^{-1} \) is locally enhanced at the grain boundaries (G) and local defects (D) relative to the the center of the grains (C).

FIG. 1: Combination of infrared near-field optical amplitude image at \( \nu = 944 \text{ cm}^{-1} \) (a) and corresponding EBSD map of the grain boundaries (b) of the doped \( \text{Sr}_{0.997}\text{La}_{0.003}\text{TiO}_3 \) ceramic. Both images are superimposed in c). (Figures adapted from [3])

Usually, for s-SNOM information about the electronic properties of a material is derived from the so called near-field ‘plasma resonance’ near the plasma frequency [4]. Albeit, this approach is not applicable in this case. For \( \text{SrTiO}_3 \) the plasma frequency is at much lower frequencies due to a high effective mass and could only be addressed by synchrotron radiation. However, Huber et al.
showed that the phonon near-field resonance is in principle also sensitive to electronic variations.[5] In combination with a home-built long-wavelength broadband laser system, we perform a detailed spectroscopic analysis ($\lambda = 7 - 18$ $\mu$m) of the influence of free charge carriers on the near-field phonon resonance in SrTiO$_3$ at $\lambda = 15$ $\mu$m. Thus, we demonstrate how plasmon-phonon coupling[5] can be exploited, to quantify the electronic properties of SrTiO$_3$ from an analysis of its phonon near-field resonance with a tabletop light source.

In Fig. 2 a) a high resolution near-field optical amplitude image of the region marked by a white rectangle in Fig. 1 c) is presented. By correlating the near-field information to the EBSD map of grain boundaries (marked in blue) infrared near-field spectra from the center of the grain ‘C’, a local defect ‘D’ and a single grain boundary ‘G’ could be studied (Fig. 2 b)).

![Fig. 2](image)

**FIG. 2:** nm-scale infrared near-field spectroscopic analysis of the doped Sr$_{0.997}$La$_{0.003}$TiO$_3$ ceramic. a) High resolution near-field optical amplitude image of the region marked in Fig. 1 c) with a white rectangle at $\nu = 944$ cm$^{-1}$. The grain boundaries are marked in blue. b) Analysis of near-field spectra from the center of a grain ‘C’, a local defect ‘D’ and a single grain boundary ‘G’. The Finite Dipole Model$^6$ was used to adjust charge carrier density $N$, mobility $\mu$ and the high frequency offset $\epsilon_\infty$ to best fit the experimental spectra. (Figures adapted from [3])

We observe a strong damping of the phonon resonance ($\nu_{\text{res}} \approx 680$ cm$^{-1}$) at the local defect and the grain boundary compared to the center of the grain. At the same time the near-field amplitude at high frequencies is significantly increased at the grain boundary and the defect compared to the center of the grain. Especially, due to the strong contrast outside the phonon resonance, we ascribe the damping of the phonon resonance to the influence of additional charge carriers. We succeeded to extract the local electronic properties by using the Finite Dipole Model$^6$ and adjusting the charge carrier density $N$, the mobility $\mu$ and the high frequency offset $\epsilon_\infty$ to best fit the near-field spectra experimentally observed. The nominal doping of the ceramic corresponds to a charge carrier concentration of $N_{\text{dop}} \approx 5 \times 10^{19}$ cm$^{-3}$. However, we observe an increase of the charge carrier densities by a factor of two (four) at the grain boundary (at a local defect), relative to the center of the grains. At the same time the mobility maintains a relative constant value of about $\mu = 5$ cm$^2$/Vs, which is in accordance with literature values at room temperature.[7] Our results can be explained by defect chemical calculations taking into account the low oxygen partial pressure during the preparation of the ceramic sample. Due to a suppressed formation of Sr vacancies the trapping of oxygen vacancies at the grain boundaries can result in a local accumulation of electrons.

With this new kind of analysis, we make s-SNOM accessible for an entirely new field of analysis of functional materials and a broad scientific community working on complex oxides and oxide electronic nanodevices. Our proof-of-principle imposes an important step for future in-operando, nm-scale mapping of defects and charge carriers in technologically relevant applications of SrTiO$_3$: Redox-based resistive random access memory (ReRAM), formation and tuning of two-dimensional electron gasses.

1S1R-based Connection-Centric Architecture for the Realization of 2-ary Logic Functions

A. Heittmann and T.G. Noll
Chair of Integrated Digital Systems and Circuit Design

A neuromorphic architecture based on Binary Associative memories and nanoelectronic resistive switches is proposed for the realization of arbitrary logic/arithmetic functions. Subsets of non-trivial code sets based on error detecting 2-out-of-n-codes are thoroughly used to encode operands, results, and intermediate states in order to enhance the circuit reliability by mitigating the impact of device variability. 2-ary functions can be implemented by cascading a mixer memory, a correlator memory, and a response memory. Reorganization of connection matrices by stochastic optimization results in a significant circuit compaction with the aim to minimize the overall number of active amplifiers. For various exemplary functions parameters of optimized architectures are reported.

Emerging passive nanoelectronic devices such as resistive switches (RS) [1] progressively proof to be very efficient in terms of area occupation at the device level. For many material systems RSs can be realized with the smallest possible footprint, i.e. an area occupation of $4F^2$ (F: lithographic feature size). While RS could turn out as effective successors for established memory devices by now, their application to realize logic functions is at least debatable. Here, typical concepts assume RS either to act as surrogate for standard devices within (established) fundamental logic gates [3], or to emulate leastwise the Boolean characteristics of standard logic gates [4]. In both cases, the fan-in of the gates remains comparatively low and only few RS devices contribute to a dedicated gate implementation. Both approaches show significant drawbacks:

- Amplification of inner signals with active devices becomes necessary for each gate.
- There is only a limited applicability of gates with large fan-in.
- Restricted options to improve the gate and circuit reliability at the circuit level.

In order to obviate or simplify these restrictions we propose to shift the circuit design paradigm from a gate-centric view to a connection-centric view. Here, the binary neural associative memories (BiNAMs) concept [2] becomes interesting for the implementation of arbitrary logic functions. Due to the regular matrix architecture of BiNAMs, emerging memory structures (cf. Fig. 1) can be used for a circuit implementation. With respect to nanoscaled RS, it is necessary to provide two distinctive resistive states for a memory cell to be used in a BiNAM: a so-called low-resistive-state (LRS) and a sufficiently large high-resistive-state (HRS). Under the assumption, that the electrical behavior of nanoscaled devices becomes unreliable, the following measures are taken into account in order to mitigate the impact of device variability [7,8]:

- Maximization of internal signal margins by the choice $m=2$.
- Standardized comparator (amplifier) design with uniform trigger threshold.
- Programming of connection weights by the write-verify methodology.

![Figure 1: Elements of a memory architecture.](image)

In principle, $m$-out-of-$n$-codes can detect all unidirectional errors [5] and all 1-bit bidirectional errors as well. Generally, a function is considered as a mapping of $r$ independent operands (arguments) to a functional result. Multivariate ($r$-ary) functions can be mapped on a hierarchical tree including monadic and bivariate operations only. Subsequently, an arbitrary bivariate operation $Y=F(A,B)$ is considered which involves two operands $A$ and $B$. $A$ and $B$ can take on symbols from a given (finite) code set $C$ encoding states using 2-out-of-$n$ codes. It has been shown in [8] that any function $F$ can be realized by a particular bivariate mixing operation $A⊙B∈C^2→D∈C_D$ (realized by Matrix $M_0$), a so-called monadic correlation operation $D→R∈C_R$ (by
$M_1$, and a monadic response operation $R \rightarrow Y \in C_Y$ (by M2), cf. Fig. 2a. A particular set $C_X(\chi\leftarrow D, R, or Y)$ holds 2-out-of-$N_D$ codes which is used for encoding states of the operand $X$.

FIG. 2: a) 3-layered BiNAM-architecture for a connection-centric implementation of $Y=F(A,B)$. b) example mapping with 3 pairs $(X^0, Y^0)$

The appropriate code sets $C_X$ are found by stochastic optimization which is driven by dedicated cost functions, see [8] for details. Once the sets are determined, the connections between word lines and bit lines can be set, for given binary vectors $X^0 \rightarrow Y^0$, $h=1..N_M$ connections are defined by the clipped Hebbian synaptic rule [1,7,8]

$$c_{ij} = \sqrt{X_i^0 \cdot Y_j^0} \quad i=1..p \quad j=1..q$$ (1)

In (1) $X^0_j$ denotes the (binary) state of the $j$-th component in the binary vector $X^0$, $Y^0_j$ the state of the $i$-th component in the binary vector $Y^0$, $N_M$ the total number of pairs $(X^0, Y^0)$, and “$\sqrt{\cdot}$” the logical OR function. A connection between a particular word line $j$ and a bit line $i$ exists if $c_{ij}=1$ (LRS) holds.

The mapping of a given input pattern (or symbol) $X$ to an output pattern (or symbol) $Y$ is realized by determining a sum $S_i$ for any bit line $i$ which results in a derived state for the output bit $Y_i$

$$S_i = \sum_{j=1}^q c_{ij} \cdot Y_j \quad i=1 \Leftrightarrow S_i \geq \theta$$ (2)

Here, the sum (2) is implemented by a Kirchhoff adder [7,8].

For the evaluation of the proposed optimization [7,8] the parameters $n=8$ and $z=|C_{AB}|=8$ were chosen representing 3 bit per symbol. This particular choice of parameters allows for the optimization of architectural parameters with reasonable effort. A selected set $C_{AB}$ realizes a true subset of $C$ which allows for different implementations of $M_0$ with different sizes $N_D$ ranging from $N_{D,\text{min}}=16$ up to $N_{D,\text{max}}=32$. Several 2-any arithmetic functions (cf. Table I) were examined. Two different options were examined for the optimization of $M_0$. Option 1 (blue) represents a cost function which is based on the comparator count $N_D$ (the “standard cost function”), option 2 (red) represents the proposed accumulated class-specific-word-line-coverage [8]. For $N_{D,\text{min}} \leq N_D \leq N_{D,\text{max}}$ and both cost functions various realizations of $M_0$ were generated using the stochastic optimization approach.

While the optimization of $M_0$ for option 1 was relatively straightforward (i.e. the optimization loop immediately stops as soon as the target value for $N_D$ was obtained) $T=2 \times 10^6$ iteration were used to obtain a stable cost-minimal solution of $M_0$ for given $F$ and option 2. Afterwards, $M_1/M_2$ were optimized based on the various realizations of $M_0$ using the count $N_E$ as single cost function. For all given examples, also the size of $C_R$ was reduced which demonstrates the ability of $M_1$ to represent correlations between various input patterns that map to the same output pattern. Clearly, the option 2 demonstrates a higher optimization potential. It is noteworthy, that for both options the rate of improvement significantly decreases as soon as the value of $p_{\text{on}}$ (i.e. the percentage of realized connections in relation to the matrix size) for matrix $M_2$ reaches 50%. This seems to be in accordance with the theoretical results presented in [2] which state that for sparsely coded patterns the BiNAM reaches its storage capacity limit at $p_{\text{on}}=0.5$. Clearly, as soon as the full capacity of $M_2$ is used up, further optimizations are unlikely in the average. The value of $p_{\text{on}}$ for matrix $M_1$ is smaller than 50% which indicates a certain amount of free memory space which might be due to sub-optimal code sets given by $C_D$ with respect to $C_R$. In particular, the overall comparator count $N_E=N_E+N_D$ appears to be minimal for a specific $N_{D,\text{min}}$. Interestingly, the optimal value for $N_D$ is significantly lower than the size of the input space $z^2=64$ which indicates that the required overall complexity in terms of word lines is less than that of a plain look-up-table. This result has been verified for all examined functions, cf. Table I. The factor $\approx N_E/z^2$ is significantly smaller than 1.0 in every case.

| $Y=F(A,B)$ | $N_{E,\text{min}}$ | $N_{E,\text{max}}$ | $|C_{AB}|$ | $N_{D,\text{min}}$ | $N_{D,\text{max}}$ |
|------------|-----------------|----------------|---------|-----------------|----------------|
| A [x] mod 2 $p_{\text{on}}=0.5$ | 8 | 32 | 2 | 16 | 32 |
| A [y] mod 2 $p_{\text{on}}=0.5$ | 16 | 64 | 2 | 32 | 64 |

| $Y=F(A,B)$ | $N_{E,\text{min}}$ | $N_{E,\text{max}}$ | $|C_{AB}|$ | $N_{D,\text{min}}$ | $N_{D,\text{max}}$ |
|------------|-----------------|----------------|---------|-----------------|----------------|
| A [x] B [y] mod 2 $p_{\text{on}}=0.5$ | 7 | 16 | 2 | 16 | 32 |
| MAX(A,B) $p_{\text{on}}=0.5$ | 20 | 64 | 2 | 64 | 128 |
| MINGA,B $p_{\text{on}}=0.5$ | 20 | 64 | 2 | 64 | 128 |
| COMPARE(A,B) $p_{\text{on}}=0.5$ | 3 | 16 | 2 | 16 | 32 |

Table I: Comparison of architectural parameters obtained for option 1 (blue, standard) and option 2 (red, word line coverage)
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