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This is a visualization of the investigated surface structure. The top-view shows single-atomic chains of transition metals (blue spheres) deposited along the step edge of a Pt(664) surface (grey spheres), i.e. vicinal layers of Pt(111) terraces with a width of six atomic rows. The spin moments of the transition metals (colored arrows) are likely to form spin spirals of unique rotational sense if the Dzyaloshinskii-Moriya interaction is strong enough. This thesis investigates this type of interaction for the first time for these one-dimensional magnetic systems.
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1 Introduction

The phenomenon of magnetism is one of the oldest and yet vibrant branches of scientific research in modern solid state physics. Whereas by now the principle physical origin can be regarded as well understood, magnetism today meets challenges on 20 orders of length scales starting at coherent superpositions of a few spins in a molecular magnet to magnetic chains, thin films, surfaces, patterned multilayers to single crystals and complex multicomponent frustrated magnets and stretches as well over 20 orders of magnitude in time starting at femtosecond time scale and ends up by years. Magnetism has also a dimension into strongly correlated materials and has a large impact into applications. As an example, a large number of publications witnesses the investigation of material-related characteristics such as the interaction of magnetic and non-magnetic atoms in a bulk crystal based on a variety of exchange-interaction models (for a review see e.g. [1]). There are still lots of thrilling questions that remain unanswered, among them those related to the exploration of magnetism in low-dimensional surface structures [2, 3], which is the topic of this thesis. It is to emphasize that in the last two to three decades an enormous effort has been undertaken to explore magnetic properties of such systems from both, the experimental and the theoretical point of view.

Especially transition-metal (TM) films down to the monolayer limit supported by metal surfaces playing the role of an interacting substrate are a topic of general research in recent years leading to the discovery of novel magnetic phases [4] and vivid discussions about the role of e.g. magnetic anisotropies in low-dimensional systems. This effort of investigation is induced by basic questions leading to fundamental research and stimulated by industrial demands for the development of novel materials capable of storing information with increasingly higher density that preserve its information for a long lifetime. Sophisticated investigation tools such as spin-polarized scanning tunneling microscopy or magnetic force microscopy give insight in submolecular systems and their magnetic properties. This is complimented by modern simulation concepts and algorithms that rely on a modern theory to describe electronic properties on the basis of the many-body problem, known as the density functional theory (DFT), a theory that has proven to be of predictive power for the investigation of magnetic systems. Its applicability benefits from using the charge density as principle variable instead of a many-body wave function and from increasingly powerful computers that have reached the peta-flop scale in case of massively parallel computers.

An example of a breathtaking discovery made in ultrathin metallic heterostructures of alternating ferromagnetic and non-magnetic atomic layers is the giant magnetoresistance (GMR) effect [5, 6] that was awarded with the Nobel prize in physics in the year 2007. The GMR effect is world-wide considered to be the starting point of a new field known today as spintronics, i.e. the incorporation of the electronic spin mo-
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ment as a central physical quantity in technological applications and electronic devices. It is therefore not inappropriate to state that the fundament of the present era of binary information, starting with the development of computers up to the creation of laptops and smartphones in recent years, is partly made possible by this field of research, the exploration of magnetism in low-dimensional systems.

As a consequence of intensive research of two-dimensional (2D) systems in the last decades, a vista to a new challenge has become available: The extension of the focus of research to the exploration of magnetic systems of even lower dimensionality, i.e. chains and adatoms deposited on substrates [7]. Experimentally great effort was put into assembling high-density engineered quasi-1D magnetic stripes of ten to 20 atomic rows [8] [9].

A breakthrough experiment was performed by Dallmeyer et al. [10] who realized the growth of single-atomic Co and Cu chains deposited on vicinal Pt(997) terraces. The magnetic measurements carried out by Gambardella et al. [11] [12] exhibited a long-ranged ferromagnetic order of the Co atoms along the step edges, when the temperature falls below the so-called blocking temperature of about 15K [11]. On the other hand it is known from theoretical examinations that at finite temperatures in the limit of infinite chains a collinear magnetic structure breaks down to smaller ferromagnetic regions [13] separated by domain walls. It is therefore of major significance to explore and analyze the different magnetic interactions that are of importance for the formation of the magnetic ground state of this structure.

Gambardella et al. [11] [12] witnessed large magnetic anisotropies, i.e. large energy differences between hard and easy axis (the spin directions that lead to the highest and lowest energy value, respectively) and an unorthodox oscillatory behavior of the easy axis direction in reaching the crossover to the 2D TM-covered surface [14]. This triggered the accomplishment of a number of computational simulations [15] [16] [17] [18] [19] [20] [21] addressing the magnetic properties of this step-edged structure. In fact the previously mentioned oscillatory behavior could be confirmed by theoretical investigations [20] and could be explained by individual contributions to the magnetic anisotropy energy (MAE) and to the total orbital moment coming from the different Co chains and the spind polarized Pt atoms in the substrate underneath.

Till 2007, the magnetic phases of low dimensional metallic magnets on substrate seemed understood in general by the conventional notion that any magnetic phase can be understood by three major interactions: The exchange interaction conceptionalized by the Heisenberg model, the magnetocrystalline anisotropy and the dipole-dipole interaction. This foundation was shaken a few years ago by Bode et al. [22] who reported on the discovery of non-collinear spiral magnetic structures of a unique handedness – a new magnetic phase in 2D thin-film systems on substrates that lack structural inversion symmetry. This novel magnetic ground state is only explainable when, besides the Heisenberg exchange and the magnetic anisotropies, a third magnetic contribution is taken into account. This is the so-called Dzyaloshinskii-Moriya interaction (DMI), a spin-orbit (SO) driven antisymmetric exchange interaction between two spins $S_i$ and $S_j$. 
that only appears in structures that lack inversion symmetry. Up to now several systems with a homochiral DMI-driven magnetic ground state are known (e.g. Mn/W(110), Cr/W(110), Fe/Ir(001)). For all cases the corresponding Dzyaloshinskii-vector (D-vector) is oriented along a high symmetry direction due to the symmetry of the surface.

In this thesis we address the question what does this discovery mean for the magnetism of single atom Co chains at a Pt(997) step-edge considering that the experiments were analyzed previously not knowing of the existence of the Dzyaloshinskii-Moriya interaction and that it may play an important role. Additionally SO-related effects increase typically in structures of reduced dimensions, which may also be the case for the strength of the DMI. *I.e.* the question arises whether the DMI reveals a D-vector with an unorthodox direction and of a strength large enough to introduce a homochiral magnetic phase.

Thus the present work contributes to the search for the magnetic ground state of monatomic TM chains deposited at the Pt step-edges from a theoretical point of view. The experimental investigated structure of a Pt(997) substrate is modeled by a Pt(664) surface, where vicinal step edges are closer to one another. The unit cell represents an inversion symmetric film structure with 7-8 layers of fcc Pt(111) containing in total two Co atoms distributed over both sides of the structure.

By accounting for a micromagnetic model (assuming that possible spiral magnetic structures are of long wave lengths), it is possible to determine the magnetic ground state evaluating in part independently by first-principles calculations three parameters that enter the micromagnetic model and depend on the system’s structure: Besides the spin stiffness and the anisotropy tensor the present work focuses for the first time on the investigation of the DMI in a 1D magnet. The strength and the direction of the D-vector with respect to the system’s easy and hard axes must be taken into account as the different contributions favor different spin alignments.

The calculations are performed using the FLEUR code [23], a parallelized full-potential linearized augmented plane-wave (FLAPW) code based on DFT that has the unique capability of calculating the DMI interaction. The calculation of the DMI is not straightforward since non-collinear calculations are explored and DMI only occurs in the presence of SO coupling. Thus it is necessary to calculate either by using large supercells with commensurate magnetic moments or by using more sophisticated perturbative approaches. The calculations performed in this thesis use a computational scheme with a perturbative approach as implemented in the FLEUR code, where SO coupling is treated in first order perturbation theory. Since the expectation is that spiral magnetic structures are of long wave lengths this work uses a perturbative approach as implemented in the FLEUR code, where SO coupling is treated in first order perturbation theory [24]. The calculations presented in this thesis are of cutting edge considering combination of structural and magnetic complexity.

The thesis is structured as follows:
In Chapter 2 we describe the underlying model of magnetic interactions by analyzing the incorporated contributions coming from the spin stiffness, the anisotropy energy and the DMI. Then a micromagnetic model which is capable to describe non-collinear spin-spiral structures of long wave lengths is discussed. Within this analysis an emphasis is put on one-dimensional (1D) magnetic chain structures that preserve no symmetry but one mirror-plane perpendicular to the chain direction. Two criteria for the appearance of homogeneous and inhomogeneous spin spirals are derived.

In Chapter 3 we briefly summarize the main ideas and concepts of DFT as well as the Kohn-Sham reference system. Also this theory is expanded to spin systems and non-collinear magnetic structures in Chapter 4.

This will be followed by a description of the FLAPW method in Chapter 5 as all calculations are performed with the fleur code, an FLAPW code capable of dealing with non-collinear magnetic structures.

Then, the performed calculations are shown. In Chapter 6 the system of monatomic Co chains is analyzed and the contributions to the micromagnetic model are collected. This study also incorporates several additional test calculations that allow a prediction concerning the validity of the method and the calculated parameters. A comparison to investigations of two other TM chains, Fe and Mn chains, is given in Chapter 7. For all three investigated structures a prediction of the formed magnetic ground state is given.

In Chapter 8 we give a summary and an outlook. Cast into one sentence, we conclude by stating that monatomic chains of Fe and Co at the step edge of Pt(664) are ferromagnetic at sufficiently low temperatures and the DMI is not sufficient to introduce a new magnetic phase, but for a monatomic Mn chain we predict a left-rotating cycloidal spin spiral as magnetic ground state. We encourage experimentalists to confirm our prediction.
2 Simple Models for magnetic Structures in 1D magnets

In the course of the development of quantum mechanics in the beginning of the 20th century major progresses in the understanding of magnetism were achieved and the insights in this phenomenon and its underlying origin continuously have grown to the present day. In recent time an increased focus on low-dimensional magnetic systems on the atomic scale has become an exciting and beneficial branch of research [25]. This is mainly based on two reasons: First, the increasing amount of binary data to store requires higher information density, which asks for a deep understanding of the magnetic processes in a submicroscopic structure and the interaction among atoms therein. And secondly, reducing the dimensions from three-dimensional bulk crystals to a surface or even a wire structure usually lowers the symmetry, which gives rise to new kinds of interactions, such as the Dzyaloshinskii-Moriya interaction (DMI). Resulting from the interplay of the contributing interactions, magnetic structures beyond the collinear ferro-, ferri- and antiferromagnetic states can appear in such systems of reduced dimensionality.

The goal of this chapter is to introduce the wide field of simple models of magnetic structures to the reader and to discuss the major contributions to the system’s energy. In this thesis transition metal chains deposited on a Pt substrate are investigated, therefore an emphasis is put on one-dimensional magnetic structures.

2.1 Spin Models on Lattices

To describe the magnetic interaction between atoms arranged in a lattice structure a variety of simple models is known. It is beyond the scope of this thesis to describe the different approaches. A detailed review on this topic can be found for example in Ref. [26]. Usually, these models are based on the assumption that the magnetic moment of each atom at lattice site \( R_i \) is given by a classical spin vector \( S_i \) with a normed magnitude (cf. Fig. 2.1), so that the model Hamiltonian and thus the energy is given by a function of these spin moments.\footnote{More precisely, the local magnetic moment \( m_i \) is connected to the spin via \( m_i = -g \mu_B S_i \), where \( g \approx 2 \) is the Landé factor, \( \mu_B \) is the Bohr magneton and \( h \) is Planck’s constant divided by \( 2\pi \). However, a distinction between these two quantities will be dropped in most parts of the thesis.}

Fig. 2.1: An illustration of a spin vector \( S_i \) (red arrow) with origin at lattice site \( R_i \) (blue dot). The atom is indicated by a green shadow.
A widely used ansatz is the Heisenberg model \[13, 27, 28\],

\[
H_H = - \sum_{i,j} J_{ij} S_i \cdot S_j.
\]  

(2.1)

This model allows for two-particle interactions only. The so-called exchange-interaction integrals \(J_{ij}\) usually decay fast with increasing distance \(R_{ij} = |\mathbf{R}_j - \mathbf{R}_i|\). In some cases they can be restricted to nearest-neighbor interactions,

\[
J_{ij} = \begin{cases} 
\frac{J}{2}, & \text{for neighboring } \mathbf{R}_i \text{ and } \mathbf{R}_j \\
0, & \text{else}
\end{cases}
\]  

(2.2)

Thus, the model can describe a ferromagnetic \((J > 0)\) or an antiferromagnetic \((J < 0)\) ground state.

Especially in metallic systems \(J_{ij}\) can exhibit a wide-ranged oscillatory behavior (see e.g. Ref. \[29\]). As a general solution to the Heisenberg model (2.1) for a lattice structure, it can be proven that the ground state is a superposition of spiral magnetic phases \[30\]. How this type of magnetic structure can be described mathematically is the topic of the next Section 2.1.1.

2.1.1 Spin Spirals

Fig. 2.2: Here, a visualization of a spin spiral with period length \(|\lambda| = 10a_c\) in a chain of atoms is shown. In accordance with the previously described spin models each atomic site carries a normed spin moment, illustrated by a red vector. The spin-spiral vector \(\mathbf{q}\) is pointing along the propagation direction of the spiral and the rotation axis \(\hat{e}_{\text{rot}}\) points out of the drawing plane.

A spin spiral is a periodic non-collinear magnetic structure of period length \(|\lambda|\) in which the spin moments positioned at the atomic sites are rotated clockwise or anticlockwise around a fixed axis, the so-called rotation axis \(\hat{e}_{\text{rot}}\), along a certain direction in the crystal, called spin-spiral direction or propagation direction. In analogy to the wave vector \(\mathbf{k}\), one can define a spiral vector \(\mathbf{q}\), that points along this direction. The length \(q\) of this vector is proportional to the reciprocal period length of the magnetic structure and is given in units of \(2\pi \cdot a_c^{-1}\), where \(a_c\) is the next-neighbor distance along the chain’s direction. Thus, in the simple case of a homogeneous spiral magnetic structure with a
rotation axis pointing in \( z \)-direction, a spin vector \( \mathbf{S}_j \) is given by

\[
\mathbf{S}_j = \begin{pmatrix}
\sin \vartheta \cdot \cos(\varphi_{ij} + \delta_i) \\
\sin \vartheta \cdot \sin(\varphi_{ij} + \delta_i) \\
\cos \vartheta
\end{pmatrix},
\tag{2.3}
\]

with the angle \( \varphi_{ij} = \mathbf{q} \cdot \mathbf{R}_{ij} \) and \( \delta_i \) accounting for a possible offset at lattice site \( \mathbf{R}_i \). The cone angle (i.e. the angle between the rotation axis and the spin vectors) is given by \( \vartheta \). For \( \vartheta = \frac{\pi}{2} \), the spiral rotates in the plane perpendicular to the rotation axis and is called a flat spiral. If the rotation axis is oriented along the \( \mathbf{q} \)-vector the spiral structure is called helical, and if it is perpendicular, the structure is called cycloidal. The latter case is indicated by Fig. 2.2.

In order to distinguish the two possible rotational senses and to give a unique definition of the rotation axis, it is necessary to discuss the spin spiral with respect to a surface structure the atomic chain is placed on. With \( \hat{\mathbf{e}}_y \) and \( \hat{\mathbf{e}}_z \) pointing in chain and out-of-plane direction, respectively (cf. Fig. 2.3), the definition of the rotation axis reads

\[
\hat{\mathbf{e}}_{\text{rot}} = \frac{\mathbf{S}_0 \times \mathbf{S}_1}{|\mathbf{S}_0 \times \mathbf{S}_1|} \cdot \begin{cases}
\text{sign}([\mathbf{S}_0 \times \mathbf{S}_1] \cdot \hat{\mathbf{e}}_y), & \text{helical spiral} \\
\text{sign}([\mathbf{S}_0 \times \mathbf{S}_1] \cdot \hat{\mathbf{e}}_z), & \text{cycloidal spiral}
\end{cases},
\tag{2.4}
\]

where the sign-function ensures that \( \hat{\mathbf{e}}_{\text{rot}} \) points in the vacuum half-space.

To distinguish spirals with different rotational senses, we define \( \lambda > 0 \) for a right-handed spiral and \( \lambda < 0 \) for a left-handed spiral and introduce the chirality

\[
C = \text{sign}((\mathbf{R}_1 - \mathbf{R}_0) \cdot \hat{\mathbf{e}}_y) \cdot \begin{cases}
\text{sign}([\mathbf{S}_0 \times \mathbf{S}_1] \cdot \hat{\mathbf{e}}_y), & \text{helical spiral} \\
\text{sign}([\mathbf{S}_0 \times \mathbf{S}_1] \cdot \hat{\mathbf{e}}_z), & \text{cycloidal spiral}
\end{cases},
\tag{2.5}
\]

where \( C \) is positive for a right-handed spiral and negative for a left-handed spiral.

### 2.2 Extension of the Heisenberg Model

In a more general form, the two-particle interaction can be expressed in the form

\[
H = -\sum_{i,j} \mathbf{S}^T_i \mathbf{V}_{ij} \mathbf{S}_j,
\tag{2.6}
\]

where \( \mathbf{V}_{ij} \) is a \((3 \times 3)\) matrix. It is useful to divide this matrix into a symmetric and an antisymmetric part,

\[
\mathbf{V}_{ij} = \mathbf{V}^+_{ij} + \mathbf{V}^-_{ij}, \quad \mathbf{V}^+_{ij} = \frac{\mathbf{V}_{ij} + \mathbf{V}^T_{ij}}{2},
\tag{2.7}
\]

where the symmetric contribution is further separated into an isotropic and a traceless symmetric part,

\[
\mathbf{V}^+_{ij} = J_{ij} \mathbb{1} - \mathbf{K}_{ij}, \quad \text{with } J_{ij} = \frac{1}{3} \text{tr} \left[ \mathbf{V}^+_{ij} \right] \quad \text{and} \quad K_{ij} = -\left( \mathbf{V}^+_{ij} - J_{ij} \mathbb{1} \right).
\tag{2.8}
\]
For $i = j$ the onsite energy contribution $-S^T_i J_{ii} S_i = -J_{ii}$ yields the so-called Stoner term, which is independent of the spins’ orientation. Due to its constant contribution to the energy, it can be neglected. The remaining isotropic part reveals the Heisenberg-type interaction. It usually is the energetically largest interaction term, considering that the other contributions at least partly require the previously in Section 2.1.1 mentioned spin-orbit interaction. Furthermore, the terms of the form $S^T_i K_{ij} S_j$ for $i \neq j$, named pseudo-dipole term or symmetric anisotropy, are expected to be small due to the fact that they are relativistic two-particle effects. They will not be considered in the following theoretical investigation. The remaining contribution ($i = j$) of the anisotropic symmetric part will be described by anisotropy tensors $\{K_i\}$ and is the topic of Section 2.2.2.

Using the Levi-Civita symbol $\epsilon_{klm}$ the antisymmetric part can be rewritten in the form

$$-S^T_i V_{ij} S_j = -D_{ij} \cdot (S_i \times S_j),$$

where $(V_{ij})_{l,m} = \sum_{k=1}^{3} (D_{ij})_k \cdot \epsilon_{klm}. \quad (2.9)$

This term is called Lifshitz invariant or Dzyaloshinskii-Moriya interaction, where the vector $D_{ij}$ is the Dzyaloshinskii-vector. How the symmetry of the system allows to constrain the components of this vector will be described in Section 2.2.1.

In conclusion the contributions to the energy, that are accounted for in this thesis, form the model Hamiltonian

$$H = -\sum_{i \neq j} [J_{ij} (S_i \cdot S_j - 1) + D_{ij} \cdot (S_i \times S_j)] + \sum_i S^T_i K_i S_i. \quad (2.10)$$

### 2.2.1 The Dzyaloshinskii-Moriya Interaction

The antisymmetric exchange interaction described by Eq. (2.9) plays a central role in the investigation performed and presented within this thesis. In fact the properties of the chemical structure are chosen such, that the two most important and crucial requirements leading to a strong DMI are fulfilled:

- On the one hand the surface structure ensures a lack of inversion symmetry, which is necessary for the appearance of DMI in the first place.

- And on the other hand the choice of Pt as a heavy 5d metal to form the substrate provides a strong spin-orbit interaction among the magnetic atoms leading to a strong DMI.

By exploring an energy contribution of the form

$$E_{DM} = -D_{ij} \cdot (S_i \times S_j) = -D_{ij} \cdot \hat{e}_L \sin \varphi_{ij}, \quad (2.11)$$

\(^2\)An additional energy offset $\sum_{i \neq j} J_{ij}$ is introduced, so that the Heisenberg-type contribution vanishes in a ferromagnetic structure.
2.2 Extension of the Heisenberg Model

Fig. 2.3: The step-edged structure (gray) with the remaining mirror-plane symmetry perpendicular to the chain is shown as well as three atoms (blue) forming a flat spiral (yellow arrows). The direction of the Dzyaloshinskii-vector is constrained to the $xz$-plane and indicated by a red vector. In this figure the rotation axis is perpendicular to the spin moments (yellow arrows) and parallel to the Dzyaloshinskii-vector, so that the DMI reaches its extremal value.

it is obvious that this interaction is largest for $\varphi_{ij} = \pi$, i.e. the regarded spins are perpendicular to each other. Due to the scalar product with $\mathbf{S}_i \times \mathbf{S}_j$ only the projection of $\mathbf{D}_{ij}$ on $\hat{e}_\perp$, the direction perpendicular to both spins, is of relevance. Also, $E_{DM} = E_{DM}(\varphi_{ji})$ fulfills the important relation

$$E_{DM}(\varphi_{ji}) = -E_{DM}(\varphi_{ij}), \quad \text{with} \quad \varphi_{ji} = -\varphi_{ij}. \quad (2.12)$$

Due to Eq. (2.12) the energy contribution distinguishes left-handed $(\varphi_{ij} = \mathbf{q} \cdot \mathbf{R}_{ij} > 0)$ and right-handed $(\varphi_{ij} < 0)$ spirals: The energy is shifted upwards or downwards, depending on the rotational sense of the spiral structure. Therefore, DMI driven non-collinear magnetic spin arrangements always show a spiral structure with a unique sense of rotation, in contrast to those originating from Heisenberg-type interactions, e.g. Ref. [34].

The DMI is a spin-orbit driven effect, due to the fact that SOC is crucial for breaking the chiral symmetry. Without this relativistic energy contribution, it is not possible to distinguish left- and right-handed spirals: An operator that causes a reflection of the magnetic moments within the spin space always leaves the system’s energy unchanged, as long as SOC is neglected. On the other hand, this operation changes the sign of the DMI by transforming a left-handed spiral into its right-handed counterpart, meaning that $E_{DM}(\varphi_{ij}) = -E_{DM}(\varphi_{ij}) = 0$.

Furthermore, the same argument leads to a vanishing DMI in systems with (real-space) inversion symmetry, where the inversion of spin and real space at the same time results in a system with the same energy but a different chirality and thus again $E_{DM} = 0$.

It has been pointed out by Moriya [33] that in some systems already the consideration of the symmetry can provide an indication to the direction of the corresponding Dzyaloshinskii-vector $\mathbf{D}_{ij}$. In particular, if a mirror-plane exists, such that a spin $\mathbf{S}_i$ at lattice site $\mathbf{R}_i$ is reflected into $\mathbf{S}_j$ positioned at $\mathbf{R}_j$, the corresponding $\mathbf{D}_{ij}$ points into a direction within this plane. Since the investigated system is a chain-decorated step-edged structure (see Fig. 2.3), that contains a mirror-plane perpendicular to the direction along the step edge, the resulting Dzyaloshinskii-vector is expected to have a vanishing component along the chain direction. Thus, a helical spiral, meaning that
$S_i \times S_j$ points along the chain direction, is not expected to appear in the system, which is why the investigation is constrained to cycloidal spiral structures only.

### 2.2.2 The Magnetic Anisotropy Energy

Most magnetic materials show the tendency to prefer a certain direction of magnetization, *i.e.* they are *magnetically anisotropic*. For example a compass needle always tries to point along the streamlines of the earth’s magnetic field (see Fig. 2.4). In other words, for the needle it is energetically favorable to be magnetized along the south-north-axis of the needle.

On an atomic scale, the magnetic moments at the lattice site prefer to point along a certain direction, the so-called *easy axis*, whereas their rotation into a different direction costs energy. Perpendicular to the easy axis, the *hard axis* defines the magnetization direction with the highest energetic cost. The direction that is perpendicular to both, easy and hard axis, is named *medium axis*. As indicator of the strength of the magnetization preference, one can determine the *magnetic anisotropy energy* (MAE), that is the energy difference of the arrangements with magnetic moments pointing into hard and easy axis.

In the following, two contributions to the MAE will be discussed. One of them is due to the macroscopic form of the sample and is described from a classical point of view leading to the *magnetic shape anisotropy* (MSA) energy. The second term origins from the anisotropic arrangement of atoms within the crystal and is called *magnetocrystalline anisotropy* (MCA). The MCA only occurs in the presence of SOC.

#### The Magnetic Shape Anisotropy

The magnetic field of a dipole moment $m_i$ positioned at $R_i$ is given by

$$
B_i(r) = -\frac{\mu_B}{2} \frac{1}{r_i^5} \left[ r_i^2 m_i - 3 (r_i \cdot m_i) r_i \right],
$$

(2.13)

with the Bohr magneton $\mu_B$ and $r_i = r - R_i$. A second dipole moment $m_j$ located at $R_j$ interacts with the field and gives rise to the dipole-dipole energy

$$
E_{dd}(R_i, R_j) = -B_i(R_j) \cdot m_j = \frac{\mu_B^2}{2} \frac{1}{r_{ij}^3} \left[ r_{ij}^2 m_i \cdot m_j - 3 (r_{ij} \cdot m_i) (r_{ij} \cdot m_j) \right],
$$

(2.14)
2.2 Extension of the Heisenberg Model

with \( r_{ij} = R_j - R_i \). If both moments are pointing in the same direction, as it is the case in a ferromagnet, the term can be simplified to

\[
E_{dd}(R_i, R_j) = \frac{\mu_B^2}{2} \frac{1}{r_{ij}^3} m_i m_j \left[ 1 - 3 \cos^2 \Theta \right],
\]

where \( \Theta \) represents the angle between \( m_i \) and \( r_{ij} \).

For monatomic chains, the difference between the energies of in-chain and out-of-chain directions is given by

\[
\Delta E_{dd} = \frac{\mu_B^2}{2} \left( 2 \sum_{j=1}^{\infty} \frac{1}{j_3^3} \right) \frac{m^2}{a_c^3} \left[ \cos^2 0 - \cos^2 \frac{\pi}{2} \right]
\]

\[
\approx 3 \cdot 1.202057 \frac{m^2}{137.0362} \frac{a_c^2}{a_c} < 0.1 \text{ meV/atom},
\]

with a typical magnetic moment \( m = 2 \mu_B \) and a nearest-neighbor distance within the chain of \( a_c = 5.3 \) \( a_B \) with the Bohr radius \( a_B \), which is comparable to the value used in the investigated structure (cf. Chs. 6 and 7). In this thesis \( \Delta E_{dd} \) can be neglected against the corresponding MCA value, as the latter is more than 10 times larger.

The Magnetocrystalline Anisotropy

The MCA depends on the spins’ direction within the crystal, which only influences the structure’s total energy if SOC is taken into account. In the following it is assumed that the spins point parallel to each other along a certain direction. The MCA of such a collinear spin structure is closely related to the symmetry of the investigated system. Especially at surface structures, that normally exhibit less symmetries compared to the corresponding bulk structure, additional contributions to the anisotropy energy are expected to appear.

Since for a static system this energy term only depends on the direction of the (normed) magnetization \( m \), Akulov \[37\] proposed to expand the energy in components of \( m \):

\[
E_{\text{MCA}}(m) = k_0 + \sum_{\alpha} k_\alpha m_\alpha + \sum_{\alpha, \beta} k_{\alpha \beta} m_\alpha m_\beta + \sum_{\alpha, \beta, \gamma} k_{\alpha \beta \gamma} m_\alpha m_\beta m_\gamma + \ldots,
\]

where \( m = (m_x, m_y, m_z)^T \) and \( \alpha, \beta, \gamma, \ldots \in \{x, y, z\} \). Due to the time-inversion symmetry within a static system, the anisotropy energy is invariant with respect to spin inversion. The operator of spin inversion applied to all energy states causes a change of the magnetization’s sign:

\[
m(r) \xrightarrow{\text{spin inversion}} -m(r).
\]

Thus, all terms in Eq. (2.17) containing an odd number of magnetization components must vanish, so that \( k_\alpha = k_{\alpha \beta \gamma} = \ldots = 0 \). In the following we will concentrate on
anisotropy contributions up to the second order. Higher order terms are not considered within this thesis, as they describe fast oscillations with respect to the magnetization direction and play a minor role in low-symmetric systems such as the regarded one. Since $k_{\alpha \beta} = k_{\beta \alpha}$, the energy is given by

$$E_{\text{MCA}}(m) = k_0 + k_{x,x}m_x^2 + k_{y,y}m_y^2 + k_{z,z}m_z^2 + 2k_{x,y}m_x m_y + 2k_{x,z}m_x m_z + 2k_{y,z}m_y m_z + O(m_4).$$  \hspace{1cm} \text{(2.19)}$$

As already discussed in Section 2.2.1, the investigated step-edged structure contains a mirror-plane perpendicular to the $y$-direction. This simplifies Eq. (2.19), due to the fact that every term containing an odd number of $m_y$ has to be zero. Thus, the magnetocrystalline anisotropy up to the second order in $m_\alpha$ reads

$$E_{\text{MCA}}(m) = m^T (k_0 \mathbb{1} + k) m, \quad \text{with } k = \begin{pmatrix} k_{x,x} & 0 & k_{x,z} \\ 0 & k_{y,y} & 0 \\ k_{x,z} & 0 & k_{z,z} \end{pmatrix}.$$  \hspace{1cm} \text{(2.20)}$$

The anisotropy tensor of order 2, $K$, is symmetric and thus can be transformed into a diagonal form using a rotation matrix $U$.

$$\begin{pmatrix} K_1 & 0 & 0 \\ 0 & K_2 & 0 \\ 0 & 0 & K_3 \end{pmatrix} = \begin{pmatrix} k_0 + k_1 & 0 & 0 \\ 0 & k_0 + k_2 & 0 \\ 0 & 0 & k_0 + k_3 \end{pmatrix} = k_0 \mathbb{1} + U k U^\dagger.$$  \hspace{1cm} \text{(2.21)}$$

with the principal components $K_1$, $K_2$ and $K_3$. The constant $k_0$ is arbitrary, since it does not depend on the direction of $m$. In most cases it is set to $k_0 = -\frac{1}{3}\text{tr}[k]$, in order to have a traceless anisotropy tensor in agreement with $K_{ij}$ in Eq. (2.8). However, in preparation for Section 2.3 the definition

$$k_0 = -\min\{k_1, k_2, k_3\}$$  \hspace{1cm} \text{(2.22)}$$

is used, so that the MCA vanishes if the spin moments point along the easy axis.

### 2.2.3 Higher-order terms

Of course it is possible to include exchange interactions that incorporate higher order terms such as four-particle interactions. Considering the Hubbard model \cite{38,39} a perturbative expansion up to the second order yields the Heisenberg model. However, if terms of higher order are taken into account additional contributions appear, \textit{i.e.} the four-spin exchange interaction

$$H_{4-\text{spin}} = -\sum_{i,j,k,l} K_{ijkl} [(S_i \cdot S_j)(S_k \cdot S_l) + (S_j \cdot S_k)(S_l \cdot S_i) - (S_i \cdot S_k)(S_j \cdot S_l)]$$  \hspace{1cm} \text{(2.23)}$$

and the bi-quadratic exchange interaction

$$H_{\text{bi-quadr}} = -\sum_{i,j} B_{ij} ((S_i \cdot S_j))^2.$$  \hspace{1cm} \text{(2.24)}$$
Whereas the latter contribution describes a two-spin interaction of higher order, the four-spin exchange term incorporates the interaction among spins of four different lattice sites. These interactions can give rise to so-called multi-$Q$ states, which are superpositions of symmetry equivalent spin-spirals and are believed to appear in several triangular monolayer structures, for example Mn/Cu(111) \[10\] or Fe/Rh(111) \[11\]. Although it cannot be excluded in the first place that their impact is not negligible in a one-dimensional structure with spatially slowly rotating spins, it is beyond the scope of this thesis to investigate their influence on the magnetic ground state. Instead, we will focus on the interaction terms that appear in Eq. (2.10).

2.3 The Micromagnetic Model

The magnetic ground state of a spin system usually is the result of an interplay of different contributions to the energy. If two contributions prefer differing spin alignments, this interplay can give rise to so-called frustrated spin structures. The effect of frustration can occur in systems with a non-vanishing DMI, which has been reported in low-dimensional antiferromagnetic structures \[1, 12\].

As pointed out in Section 2.2.1, the DMI favors canted spin structures of a particular rotational sense. Due to its relativistic origin, however, this SOC-driven effect is expected to cause only a small change in energy. Competing with the (usually strong) symmetric Heisenberg-type exchange interaction, that favors collinear spin alignments, the search for spin spiral structures can be restricted to those with a long-ranged periodicity $|\lambda| \gg a$, where $a$ is the lattice constant. Another counter-role to the DMI play magnetic anisotropy effects, that describe the energetic costs when spin moments are rotated out of the easy axis into another direction. Only if the DMI is strong enough, \textit{i.e.} in inversion asymmetric systems that exhibit a strong SOC within the substrate atoms, these barriers can be overcome, so that a non-collinear magnetic ground state occurs.

For the investigation of these mesoscale magnetic structures with a long-ranged periodicity, it is advisable to take advantage of slowly varying spin moments $\{\mathbf{S}_j\}$ by using a micromagnetic model as proposed for example by Döring \[13\]. Here, the spin vectors are replaced by a continuous function $\mathbf{m}(\mathbf{r})$, that fulfills $|\mathbf{m}| \equiv 1$ and $\mathbf{m}(\mathbf{R}_j) = \mathbf{S}_j$. In a scenario of slowly rotating spin moments, it is justifiable to use a Taylor expansion for their Cartesian components in the vicinity of $\mathbf{R}_j$,

$$m_k(\mathbf{r}) \approx m_k(\mathbf{R}_j) + (\mathbf{r} - \mathbf{R}_j) \cdot \nabla m_k(\mathbf{r})|_{r=\mathbf{R}_j}, \quad k \in \{x, y, z\}. \quad (2.25)$$

Therefore, the difference of two magnetic moments at lattice sites $\mathbf{R}_i$ and $\mathbf{R}_j$, that are not too far apart from each other, is expressed by

$$m_k(\mathbf{R}_i) - m_k(\mathbf{R}_j) \approx (\mathbf{R}_i - \mathbf{R}_j) \cdot \nabla m_k(\mathbf{R}_j) \propto \dot{m}_k(\mathbf{R}_j), \quad (2.26)$$

Note, that this definition is applicable to (nearly) antiferromagnetic structures as well, where $\mathbf{m}(\mathbf{r})$ is orientated anti-parallel to every second $\mathbf{S}_j$, e.g. $\mathbf{m}(\mathbf{R}_j) = (-1)\mathbf{S}_j$. The resulting $\mathbf{q}$-vector is shifted by $0.5 \cdot 2\pi/a_c$ along the rotation direction, so that $\mathbf{q} = 0$ describes the antiferromagnetic spin order.
with $\dot{m}_k = \frac{\partial m_k}{\partial r}$. The energy as a functional of the magnetic moment $\mathbf{m} = \mathbf{m}(r)$ is given by

$$E[\mathbf{m}] = \int d^3r' \left[ \tilde{A} \mathbf{m}^2 + \tilde{D} \cdot (\mathbf{m} \times \dot{\mathbf{m}}) + \mathbf{m}^T \mathbf{K} \mathbf{m} \right]$$

$$= \int d^3r' \left[ \frac{A}{4\pi^2} \mathbf{m}^2 + \frac{D}{2\pi} \cdot (\mathbf{m} \times \dot{\mathbf{m}}) + \mathbf{m}^T \mathbf{K} \mathbf{m} \right], \quad \mathbf{m} = \mathbf{m}(r'). \quad (2.27)$$

Here, the sum of Eq. (2.10) is replaced by an integral over space and the reformulations

$$1 - \mathbf{S}_i \cdot \mathbf{S}_j = \frac{1}{2} (\mathbf{S}_i - \mathbf{S}_j)^2 \rightarrow \frac{1}{2} (\mathbf{m}(\mathbf{R}_i) - \mathbf{m}(\mathbf{R}_j))^2 \propto \dot{\mathbf{m}}(\mathbf{R}_j)^2$$

$$-\mathbf{S}_i \times \mathbf{S}_j = \mathbf{S}_i \times (\mathbf{S}_i - \mathbf{S}_j) \rightarrow \mathbf{m}(\mathbf{R}_i) \times (\mathbf{m}(\mathbf{R}_i) - \mathbf{m}(\mathbf{R}_j)) \propto \mathbf{m}(\mathbf{R}_i) \times \dot{\mathbf{m}}(\mathbf{R}_j) \quad (2.28)$$

have been used. The (constant) model parameter $\tilde{A}$ is called spin stiffness constant and its contribution to the energy origins from the Heisenberg-type interaction [44]. The index-free Dzyaloshinskii-vector $\tilde{D}$ describes the averaged contribution to the energy that comes from the DMI. For reasons that will become clear later (cf. Sec. 2.3.1) we will proceed by using the parameters $A = 4\pi^2\tilde{A}$ and $D = 2\pi\tilde{D}$ that represent the corresponding quantities normalized to one period length of a spiral rotation. Finally, the anisotropy tensor $\mathbf{K}$ denotes the anisotropy effects within the crystal.

The derived ansatz within the micromagnetic model, cf. Eq. (2.27), will now be used to describe cycloidal spin spirals. Regarding the chemical structure of the investigated system (cf. Fig. 2.5), it is assumed to have knowledge of the model parameters

$$\mathbf{A}, \quad \mathbf{D} = \begin{pmatrix} D_x \\ 0 \\ D_z \end{pmatrix}, \quad \mathbf{K} = \begin{pmatrix} K_{11} & 0 & K_{13} \\ 0 & K_{22} & 0 \\ K_{13} & 0 & K_{33} \end{pmatrix} = \mathbf{U}_\alpha^\dagger \begin{pmatrix} K_1 & 0 & 0 \\ 0 & K_2 & 0 \\ 0 & 0 & K_3 \end{pmatrix} \mathbf{U}_\alpha. \quad (2.29)$$

Here, already the symmetry of the chain structure is contributed to by accounting for the mirror plane perpendicular to the chain direction (along the $y$-axis), so that $D_y = 0$. The entries of the anisotropy matrix $\mathbf{K}$ are connected to the anisotropies along easy, medium and hard axis, the principal components $K_1$, $K_2$ and $K_3$, via the rotation matrix

$$\mathbf{U}_\alpha = \begin{pmatrix} \cos \alpha & 0 & -\sin \alpha \\ 0 & 1 & 0 \\ \sin \alpha & 0 & \cos \alpha \end{pmatrix} \quad (2.30)$$

and read

$$K_{11} = K_1 \cos^2 \alpha + K_3 \sin^2 \alpha,$$

$$K_{13} = (K_3 - K_1) \sin \alpha \cdot \cos \alpha,$$

$$K_{22} = K_2$$

and

$$K_{33} = K_1 \sin^2 \alpha + K_3 \cos^2 \alpha,$$

where $\alpha$ is the angle between the $x$-axis and the direction of the principal component $K_1$. Note that the principal component pointing into easy axis direction is set to zero.
2.3 The Micromagnetic Model

The following analysis will be restricted to flat spirals only, which means that $\vartheta = \frac{\pi}{2}$.

Assuming that the rotation axis $\hat{e}_{\text{rot}} = (\sin \vartheta_r, 0, \cos \vartheta_r)^T$ of the spiral and the z-axis enclose the angle $\vartheta_r$, the magnetization direction along the chain and its derivative are given by

$$ m(y) = \begin{pmatrix} \cos \vartheta_r & 0 & \sin \vartheta_r \\ -\sin \vartheta_r & 1 & 0 \\ 0 & 0 & \cos \vartheta_r \end{pmatrix} \begin{pmatrix} \cos \varphi \\ \sin \varphi \\ 0 \end{pmatrix} = \begin{pmatrix} \cos \vartheta_r \cdot \cos \varphi \\ \sin \varphi \\ -\sin \vartheta_r \cdot \cos \varphi \end{pmatrix}, \quad (2.32) $$

$$ \dot{m}(y) = \dot{\varphi} \cdot \frac{\text{d}m(y)}{\text{d}\varphi} = \dot{\varphi} \cdot \begin{pmatrix} -\cos \vartheta_r \cdot \sin \varphi \\ \cos \varphi \\ \sin \vartheta_r \cdot \sin \varphi \end{pmatrix}, \quad (2.33) $$

with the monotonic function $\varphi = \varphi(y)$ and $\dot{\varphi} = \frac{d\varphi}{dy}$. Inserting this into Eq. (2.27), the energy functional is given by

$$ E[\varphi] = \int dy \left[ \frac{A}{4\pi^2} \dot{\varphi}^2 + \frac{D_r}{2\pi} \dot{\varphi} + K_{\perp} \cos^2 \varphi + K_2 \sin^2 \varphi \right] \quad (2.34) $$

The expression $D_r = D \cdot \hat{e}_{\text{rot}} = D_x \sin \vartheta_r + D_z \cos \vartheta_r$ is the projection of the Dzyaloshinskii-vector on the rotation axis, $K_{\perp} = K_{11} \cos^2 \vartheta_r + K_{33} \sin^2 \vartheta_r + 2K_{13} \cos \vartheta_r \sin \vartheta_r$ denotes the
energetic costs due to the magnetic anisotropy, when the spins are pointing perpendicular to both, \( \hat{e}_{\text{rot}} \) and \( \hat{e}_y \), the propagation direction of the spiral. Due to the only asymmetric part in Eq. (2.34) with respect to \( \varphi \), the rotational sense of a possible spiral minimizing Eq. (2.34) is connected to the sign of \( D_r \), i.e. \( D_r < 0 \Leftrightarrow \dot{\varphi} > 0 \) and vice versa. The energy for a period length \( \lambda \) is given by

\[
E_\lambda[\varphi] = \frac{1}{\lambda} (E[\varphi(\lambda)] - E[\varphi(0)])
\]

\[
= \frac{1}{\lambda} \int_0^\lambda dy \left[ \frac{A}{4\pi^2} \varphi^2 + \frac{D_r}{2\pi} \varphi + K_\perp \cos^2 \varphi + K_2 \sin^2 \varphi \right]
\]

\[
= \frac{1}{\lambda} \int_0^{2\pi} d\varphi \left[ \frac{A}{4\pi^2} \dot{\varphi}^2 + \frac{D_r}{2\pi} + (K_\perp \cos^2 \varphi + K_2 \sin^2 \varphi) \dot{\varphi}^{-1} \right]. \tag{2.35}
\]

### 2.3.1 Homogeneous Spin Spirals

In the case of a homogeneous spin spiral, the rotation angle \( \varphi \) is linear dependent on the distance in chain direction,

\[
\varphi(y) = \frac{2\pi}{\lambda} \cdot y. \tag{2.36}
\]

This simplifies Eq. (2.35) to a function that shows a parabolic behavior with respect to \( \lambda^{-1} \),

\[
E_\lambda = \frac{1}{\lambda} \int_0^{2\pi} d\varphi \left[ \frac{A}{4\pi^2} \dot{\varphi}^2 + \frac{D_r}{2\pi} + (K_\perp \cos^2 \varphi + K_2 \sin^2 \varphi) \frac{\lambda}{2\pi} \right]
\]

\[
= A\lambda^{-2} + D_r \lambda^{-1} + \frac{1}{2} (K_\perp + K_2). \tag{2.37}
\]

Using the abbreviation \( \bar{K} = (K_\perp + K_2)/2 \), the averaged anisotropic energy costs a rotating spiral structure claims, the minimal energy value \( E_{\min} \) and the corresponding period length \( \lambda_{\min} \) read

\[
E_{\min} = E_{\lambda_{\min}} = -\frac{D_r^2}{4A} + \bar{K}, \text{ with } \lambda_{\min} = -\frac{A}{D_r}. \tag{2.38}
\]

In the case of a collinear magnetic structure of spins that are pointing into the easy axis direction, the energy functional vanishes. Therefore a non-collinear (homogeneous) spiral structure is established as the magnetic ground state only if the inequality \( E_{\min} < 0 \) is fulfilled. This leads to the criterion for the appearance of a homogeneous spin spiral,

\[
\frac{D_r^2}{4\bar{K}} > 4. \tag{2.39}
\]

In Fig. 2.6 an example is shown, in which this criterion is fulfilled, as the minimum of the parabola \( E_\lambda \) is less than zero. As already discussed in Section 2.2.1, the slope of the DMI prefers a spiral of a unique sense of rotation, which – in the shown case in Fig. 2.6 – results in a left-handed (\( \lambda_{\min} < 0 \)) spiral.
2.3.2 Inhomogeneous Spin Spirals

In the previous Section 2.3.1 a criterion was derived that allows to predict whether the ground state of a magnetic system forms a (homogeneous) spiral structure or a collinear spin alignment. In the following, the approximation from Eq. (2.36) is dropped. By replacing $\dot{\varphi} = (dy/d\varphi)^{-1} = 1/y'$, the energy of an inhomogeneous spiral (see Eq. (2.35)) structure within a period length $\lambda$ reads

$$E_{\lambda} = \frac{1}{\lambda} \int_{0}^{2\pi} d\varphi \left[ A \frac{1}{4\pi^2 y'} + \frac{D_r}{2\pi} + g_{K_\perp,K_2}(\varphi)y' \right]$$

with

$$g_{K_\perp,K_2}(\varphi) = K_\perp \cos^2 \varphi + K_2 \sin^2 \varphi = K_{\max} - (K_{\max} - K_{\min}) \sin^2(\varphi + \varphi_0) \geq K_{\min},$$

where the expressions

$$K_{\min} = \min\{K_\perp, K_2\} \geq 0,$$
$$K_{\max} = \max\{K_\perp, K_2\} \geq K_{\min} \quad \text{and} \quad \varphi_0 = \begin{cases} 0 & , K_\perp \geq K_2 \\ \frac{\pi}{2} & , K_\perp < K_2 \end{cases}$$

have been used. Within the rotation plane of the spiral, $K_{\min}$ is the direction of lowest energetic costs, the local easy axis so to speak. Thus, if the (global) easy axis is placed within the spiral rotation plane, its value is zero, $K_{\min} = 0$. The function $g_{K_\perp,K_2}(\varphi)$ is introduced to ensure the readability of the following equations.
Although the solution of Eq. (2.40) is not straightforward to derive compared to the investigated homogeneous spiral structures, it is still possible to name a criterion for the appearance of an inhomogeneous flat spiral. The following derivation is partly build upon scientific contributions by Dzyaloshinskii [45] as well as Izyumov [46]. Within the Euler-Lagrange formalism

\[
0 = \frac{d}{d\varphi} \frac{\partial f(y, y')}{\partial y'} - \frac{\partial f(y, y')}{\partial y} = \frac{d}{d\varphi} \left[ -\frac{A}{4\pi^2 y'^2} + gK_{1,2}(\varphi) \right] = -\frac{c}{\text{const.}}.
\]

(2.43)

a closed expression for \(y(\varphi)\) and its derivative with respect to \(\varphi\), \(y'(\varphi)\), can be derived:

\[
y(\varphi) = \pm \sqrt{\frac{A}{2\pi}} \int_0^\varphi d\tilde{\varphi} (c + gK_{1,2}(\tilde{\varphi}))^{-\frac{1}{2}},
\]

(2.44)

\[
y'(\varphi) = \pm \sqrt{\frac{A}{2\pi}} (c + gK_{1,2}(\varphi))^{-\frac{1}{2}},
\]

(2.45)

with the constant \(c > -K_{\text{min}}\). The lower integration boundary of \(y(\varphi)\) is chosen such, that \(y(0) = 0\). Thus, the energy \(E_\lambda\) and the period length \(\lambda = y(2\pi)\) take the form

\[
E_\lambda = \pm \sqrt{\frac{A}{2\pi\lambda}} \int_0^{2\pi} d\varphi \frac{c + 2gK_{1,2}(\varphi)}{(c + gK_{1,2}(\varphi))^{\frac{3}{2}}} + \frac{1}{\lambda} D_r,
\]

(2.46)

\[
\lambda = \pm \sqrt{\frac{A}{2\pi}} \int_0^{2\pi} d\tilde{\varphi} (c + gK_{1,2}(\tilde{\varphi}))^{-\frac{3}{2}}.
\]

(2.47)

Similar to the procedure in Section 2.3.1 it is now the next step to find the period length that minimizes the energy. Since \(E_\lambda\) as well as \(\lambda\) can be considered as functions of the parameter \(c\), the minimum value is reached, when

\[
0 = \frac{1}{\lambda} \frac{dE_\lambda}{dc} = -\frac{E_\lambda}{\lambda} \frac{d\lambda}{dc} + \frac{\sqrt{A}}{2\pi\lambda} \int_0^{2\pi} d\varphi \left[ \frac{1}{(c + gK_{1,2}(\varphi))^{\frac{3}{2}}} - \frac{1}{2} \frac{c + 2gK_{1,2}(\varphi)}{(c + gK_{1,2}(\varphi))^{\frac{3}{2}}} \right] = -\frac{E_\lambda}{\lambda} \frac{d\lambda}{dc} \left( c + \frac{1}{2} \int_0^{2\pi} d\varphi (c + gK_{1,2}(\varphi))^{-\frac{3}{2}} \right)
\]

\[
= -\frac{1}{\lambda} \frac{d\lambda}{dc} (E_\lambda + c)
\]

(2.48)

Thus, the minimal value of the spiral’s energy is given by \(E_\lambda = -c\). This means, that a spiral structure is only energetically more favorable than the collinear ground state \(E = 0\) if \(c > 0\). At last, the constant \(c\) must be put into a relationship with the
parameters that describe the system. Since (use Eqs. (2.46) and (2.47))

\[
\lambda \cdot (E + c) = \pm \sqrt{\frac{A}{2\pi}} \int_0^{2\pi} d\varphi \left[ \frac{c + 2gK_2(\varphi)}{(c + gK_2(\varphi))^2} + \frac{c}{(c + gK_2(\varphi))^2} \right] + D_r
\]

is equal to zero for the spiral structure with the lowest energy value, the model parameters and the constant \(c\) are connected via the formula

\[
|D_r| = \frac{\sqrt{A}}{\pi} \int_0^{2\pi} d\varphi (c + gK_2(\varphi))^\frac{1}{2}
\]

\[
> \frac{\sqrt{A}}{\pi} \int_0^{2\pi} d\varphi (gK_2(\varphi))^\frac{1}{2}
\]

\[
= 4 \frac{\sqrt{AK_{\max}}}{\pi} \int_0^{\pi/2} d\varphi \left( 1 - \frac{K_{\max} - K_{\min}}{K_{\max}} \sin^2 (\varphi + \varphi_0) \right)^{\frac{1}{2}}
\]

\[
= E\left( \sqrt{\frac{K_{\max} - K_{\min}}{K_{\max}}} \right)
\]

with the complete elliptic function of the second kind.\(^4\)

\[
E(\epsilon) = \int_0^{\pi/2} d\varphi \left( 1 - \epsilon^2 \sin^2 \varphi \right)^{\frac{1}{2}}, |\epsilon| \leq 1.
\]  

Using Eq. (2.50), the criterion for the appearance of an inhomogeneous spin spiral reads

\[
\frac{D_r^2}{AK_{\max} E\left( \sqrt{\frac{K_{\max} - K_{\min}}{K_{\max}}} \right)} > \frac{16}{\pi^2} \approx 1.62.
\]  

In the case of \(K_{\min} = 0\) (the easy axis points in a direction within the rotation plane of the spins) Eq. (2.52) is simplified due to \(E(1) = 1\). Furthermore if \(K_{\min} = K_{\max}\) no direction within the spiral’s rotation plane should be favored by the spins, so that the appearance of a homogeneous spiral is expected. Since \(E(0) = \pi\) and \(K_{\max} = \frac{1}{2}(K_1 + K_2) = \bar{K}\) in such a structure, indeed, the criterion in Eq. (2.52) becomes identical to Eq. (2.39).

The shape of the spiral structure, i.e. the function \(\varphi(y)\), depends on the parameter

\[
0 \leq \epsilon = \sqrt{\frac{K_{\max} - K_{\min}}{K_{\max} + c}} < 1 \quad \text{(since } c > -K_{\min})\).
\]  

By using the Jacobian elliptic amplitude function

\[
\text{am} \left( \int_0^\varphi d\varphi \left( 1 - \epsilon^2 \sin^2 \varphi \right)^{\frac{1}{2}}, \epsilon \right) = \varphi - z \cdot \pi, \quad \text{for } \varphi \in \left[ z \cdot \pi - \frac{\pi}{2}, z \cdot \pi + \frac{\pi}{2} \right],
\]

\[\text{Note that in Eq. (2.51) the value of } E(\epsilon) \text{ remains unchanged if } \cos^2 \varphi \text{ was used instead of } \sin^2 \varphi. \text{ Thus a distinction caused by } \varphi_0 \text{ is not necessary in Eq. (2.50).}\]
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where $\epsilon^2 < 1$ and $z \in \mathbb{Z}$, the shape of the spiral with the minimal energy ($c = - E_\lambda > - K_{\text{min}}$) takes the form

$$\varphi(y) = a \cdot m \left( \pm 2\pi \sqrt{ \frac{K_{\text{max}} + c}{A} } \left( y - \frac{|\lambda|}{2\pi} \left( \frac{\pi}{2} - \varphi_0 \right) \right) , \epsilon \right) \pm \left( \frac{\pi}{2} - \varphi_0 \right) + z \cdot \pi ,$$

for $y \in \left( (z \cdot \pi - \varphi_0) \cdot \frac{|\lambda|}{2\pi}, ((z + 1) \cdot \pi - \varphi_0) \cdot \frac{|\lambda|}{2\pi} \right)$. \hspace{1cm} (2.55)

This formula distinguishes right- and left-handed spirals, as it is shown in Fig. 2.7.

Depending on the system, i.e. whether $K_{\text{max}} = K_\perp \Rightarrow \varphi_0 = 0$ or $K_{\text{max}} = K_2 \Rightarrow \varphi_0 = \frac{\pi}{2}$, the slope $\dot{\varphi}$ is such, that the spins along the chain prefer the direction of $K_{\text{min}}$. In the case of $K_{\text{max}} = K_{\text{min}} \Rightarrow \epsilon = 0$, the expression for the period length (cf. Eq. (2.47)) reads

$$\lambda_{\epsilon=0} = \pm \frac{\sqrt{A}}{2\pi} \int_0^{2\pi} d\tilde{\varphi} \left( c + K_{\text{max}} \right)^{-\frac{1}{2}} = \pm \frac{A}{K_{\text{max}} + c} \cdot \left( \frac{\pi}{2} - \varphi_0 \right) \cdot \frac{|\lambda|}{2\pi}.$$

Thus, in this special case Eq. (2.44) can be simplified to

$$y(\varphi) = \pm \frac{\sqrt{A}}{2\pi} \int_0^{\varphi} d\tilde{\varphi} \left( c + K_{\text{max}} \right)^{-\frac{1}{2}} = \pm \frac{1}{2\pi} \sqrt{ \frac{A}{K_{\text{max}} + c} } \cdot \varphi = \frac{\lambda_{\epsilon=0}}{2\pi} \varphi,$$

which leads directly to Eq. (2.36), the ansatz for $\varphi(y)$ in the case of a homogeneous spin spiral.
2.3 The Micromagnetic Model

Fig. 2.7: The figure shows four examples of the function \( \varphi(y) \) as it appears in an inhomogeneous spiral. Two right-handed spirals are indicated by the brown (1) and the blue (2) function, whereas the red (3) and green (4) curves follow the path of two left-handed spirals. In the cases (1) and (4), \( K_{\text{max}} = K_\perp \), so that the slope is steepest for \( \varphi \in \{0, \pm \pi, \ldots\} \). When elsewise \( K_{\text{max}} = K_2 \) (as in the remaining cases (2) and (3)), the spins prefer the (local) easy axis within the plane, so that the slope is steepest for \( \varphi \in \{\pm \frac{\pi}{4}, \pm \frac{3\pi}{4}, \ldots\} \). For \( \epsilon \searrow 1 \) (\( c \downarrow -K_{\text{min}} \)) the preference of the easy axis is so strong, that it results in spin groups, that alternating point parallel and antiparallel along the easy axis. For \( \epsilon \nearrow 0 \) (\( K_{\text{max}} \nearrow K_{\text{min}} \)), (1) and (2) become identical (as well as (3) and (4)). Then, the resulting functions describe homogeneous spirals.

2.3.3 Phase Diagrams

Up to now, the investigation was restricted to flat spiral structures that rotate homogeneously or inhomogeneously along the chain direction. In order to account for anisotropy effects within a real crystal, however, it could be necessary to drop the constraint \( \vartheta = \frac{\pi}{2} \). Thus, coned spirals (\( \vartheta \neq \frac{\pi}{2} \)) or 3D-spirals (\( \vartheta = \vartheta(y) \)), that allow a variation of the cone-angle within a period, provide an even larger field of possible magnetic phases. To explore the theoretical approach a more general ansatz compared to Eq. (2.27) has to be formulated. This investigation however, is beyond the scope of this thesis, so that the step-edged systems will be investigated only in terms of flat spiral structures.

A general overview of 3d-spin structures can be found in Ref. [47]. Here the investigation was performed assuming that the Dzyaloshinskii-vector is pointing along a high symmetry line within the crystal, i.e. a principal axis of the anisotropy tensor. This assumption is valid, only if the considered system exhibits two mirror-planes perpendicular...
Fig. 2.8: An example for a phase diagram with two reduced parameters, a reduced Dzyaloshinskii-vector $D_I$ and an reduced anisotropy contribution $K_I$, taken from [47].

to each other. This allows to assume

$$D = D \cdot \hat{e}_z \quad \text{and} \quad K = \begin{pmatrix} K_1 & 0 & 0 \\ 0 & K_2 & 0 \\ 0 & 0 & K_D \end{pmatrix}.$$  \hspace{1cm} (2.58)

In the case $K_1 < K_2$ (for a detailed case-by-case analysis, see e.g. Ref. [47]) the reduced parameters

$$D_I = \frac{D}{\sqrt{A(K_2 - K_1)}} \quad \text{and} \quad K_I = \frac{K_D - K_1}{K_2 - K_1}$$  \hspace{1cm} (2.59)

are definable. In order to understand their interplay and influence on the magnetic ground state, a phase diagram can be created, as it is shown in Fig. 2.8. Obviously the non-collinear ground states dominate in the figure’s right region, where $D_I$ is largest.
3 The Density Functional Theory

In the previous Chapter 2 a simple micromagnetic model for spin structures on lattices was discussed. Within this model only a few parameters were found to be sufficient to give a prediction for a variety of magnetic orders of a magnetic system’s ground state. These orders can be collinear (ferro-, ferri- or antiferromagnetic) or non-collinear (e.g. spin spirals). However, the question arises, how these physical quantities can be determined if a specific atomic structure is investigated. In addition it would be useful and enlightening to understand how certain properties of the system, such as the type of chemical elements occurring in the structure or the chosen lattice constant, enter the parameters and therefore affect the magnetic ground state.

For the description of a solid with a periodic structure the number \( N \) of particles can exceed a few hundred per unit cell. Then the treatment of such a many-body problem consisting of \( N \) nuclei and \( N_e = N - N_N \) electrons is a formidable task, which cannot be accomplished using the "traditional" wave-function formalism for quantum-mechanical systems. To circumvent this problem a variety of concepts and methods have been developed up to this date, of which an important example, the density functional theory (DFT), will be introduced in this chapter.

When dealing with a static quantum-mechanical ground state problem, it is common to use the ansatz of the time-independent Schrödinger equation

\[
H \Psi(R_1, \ldots, R_N, r_1, \ldots, r_{N_e}) = E \Psi(R_1, \ldots, R_N, r_1, \ldots, r_{N_e}),
\]

with the many-body wave-function \( \Psi(R_1, \ldots, R_N; r_1, \ldots, r_{N_e}) \) and the corresponding eigenenergy \( E \), where \( R_\mu \) and \( r_i \) assign the positions of the \( \mu \)th nucleus and the \( i \)th electron, respectively. Considering that each electron possesses the mass \( m_e \) and the negative of the elementary charge \( e \), and that the \( \mu \)th nucleus has the mass \( M_\mu \) and the atomic number \( Z_\mu \), the Hamiltonian \( H \) can be expressed in the form

\[
H = -\sum_{\mu=1}^{N_N} \frac{\hbar^2}{2M_\mu} \nabla_\mu^2 - \sum_{i=1}^{N_e} \frac{\hbar^2}{2m_e} \nabla_i^2 + \frac{e^2}{4\pi\varepsilon_0} \left[ \sum_{\mu<\nu} Z_\mu Z_\nu + \sum_{i<j} \frac{1}{r_{i,j}} - \sum_{\mu,i=1}^{N_N,N_e} \frac{Z_\mu}{r_{\mu,i}} \right],
\]

with Planck’s constant \( 2\pi\hbar \) and Coulomb’s force constant \( 1/4\pi\varepsilon_0 \). To improve the readability the abbreviations

\[
\nabla_\mu = \frac{\partial}{\partial R_\mu} = \sum_{j=x,y,z} \frac{\partial}{\partial R_{j,\mu}} \hat{e}_j \text{ with Cartesian unit vectors } \hat{e}_j \text{, } j \in \{x, y, z\}, \quad (3.3)
\]

\[
\nabla_i = \frac{\partial}{\partial r_i}, \quad r_{\mu,\nu} = |R_\mu - R_\nu|, \quad r_{i,j} = |r_i - r_j| \quad \text{and} \quad r_{\mu,i} = |R_\mu - r_i|
\]
are used. The first two terms in Eq. (3.2) denote the kinetic energy contribution of the nuclei and of the electrons, respectively. The latter three terms express the electrostatic interaction among the nuclei, among the electrons and finally among each pair of particles with opposite charges.

In the vast majority of problems in solid state physics, the task of solving Eq. (3.1) is simplified by the Born-Oppenheimer approximation [48]. Here the many-body wavefunction is approximated by a product of wave functions

\[ \Psi(\{R_\mu\}, \{r_i\}) = \Psi_N(\{R_\mu\}) \cdot \Psi_e(\{R_\mu\})(\{r_i\}), \] (3.4)

where \( \{R_\mu\} \) and \( \{r_i\} \) collect all nuclear and all electronic coordinates, respectively. Thus, the purely electronic eigenvalue problem

\[ H_e(\{R_\mu\}) \Psi_e(\{R_\mu\})(\{r_i\}) = E_e(\{R_\mu\}) \Psi_e(\{R_\mu\})(\{r_i\}), \] (3.5)

can be treated separately from the nuclei, which only enter Eq. (3.5) as a set of parameters \( \{R_\mu\} \). This is justified by the fact that the mass ratio \( \frac{m_e}{M_\mu} \) is in the order of \( 10^{-4} \) or less, which means that the electrons adapt to a new set of atomic positions \( \{R_\mu^\prime\} \) nearly instantaneous. From now on the index for the nuclear positions will be dropped.

The electronic Hamiltonian in Eq. (3.5) can be written in the form

\[ H_e = T_e + V_{e,e} + V_{N,e}. \] (3.6)

Using Hartree atomic units\(^1\), these components read \( T_e = \sum_{i=1}^{N_e} \frac{\nabla_i^2}{2} \) for the kinetic energy of the electrons, \( V_{e,e} = \sum_{i>i}^{N_e} \frac{1}{r_{i,j}} \) for the Coulomb interaction among the electrons and \( V_{N,e} = -\sum_{\mu,i=1}^{N_N,N_e} \frac{Z_\mu}{r_{\mu,i}} \) for the interaction among electrons and nuclei, which is treated as static external potential caused by the charges of the nuclei at fixed positions.

Since \( \Psi_e \) describes a multi-fermionic system, it has to be anti-symmetric with respect to particle exchange, as required by Pauli’s principle. In addition, it is a complex function existing in the \( 3N_e \)-dimensional Fock space. Thus, the remaining task of solving Eq. (3.5) is possible only numerically and for systems with few electrons. Fortunately it turns out that the wave function contains far more information than usually needed, to gain requested physical quantities of a complex many-body problem. In DFT, which was derived in the mid-60s of the last century by Hohenberg, Kohn and Sham [49, 50], the density

\[ n(r) = \sum_{j=1}^{N_e} \int \cdots \int \Psi_e^*(\{r_i\}) \delta(r - r_j) \Psi_e(\{r_i\}) d^3r_1 \cdots d^3r_{N_e} \] (3.7)

is found to be sufficient to derive any ground state property from. This is most astonishing given the fact that \( n(r) \) only depends on the three space coordinates. In the next Section 3.1 the basic statements of this theory will be given.

\(^1\)In Hartree atomic units one defines \( m_e = e = \hbar = 1/4\pi\epsilon_0 = 1 \). Therefore length is expressed in units of Bohr’s radius \( a_B = 4\pi \epsilon_0 \hbar^2/m_e e^2 \) and the electrostatic energy of two elementary charges at this distance, called 1 Hartree (\( 1 \text{ hart} \equiv e^2/4\pi\epsilon_0 a_B \)), is defined as energy unit. Throughout this thesis formulas and values are expressed in atomic units, elsewise this will be pointed out explicitly.
3.1 The Theorem of Hohenberg and Kohn

Consider a system consisting of $N_e$ electrons with a non-degenerate ground-state density $n(r)$. Then the following two major theorems build the foundation of DFT:

**T1** Any ground-state observable $O$ for the given system can be expressed as a unique functional $O[n]$ of the ground-state density $n(r)$.

**T2** The energy functional fulfills the inequation

$$E_e[\tilde{n}] > E_e[n] \quad \forall \tilde{n} \neq n$$

that satisfy

$$\int \tilde{n}(r)d^3r = N_e$$

The first statement ensures that if only the ground-state density $n$ is known, in principle the determination of any other ground-state property is possible. Thus, the knowledge of $\Psi_e$ is not essential. In particular, if two external potentials $V_{ext}(r)$ and $V'_{ext}(r)$ are known to belong to the same ground-state density $n(r)$, they are identical apart from a constant. The energy functional $E_e[n]$ (cf. Eq. (3.5)) can be written as

$$E_e[n] = E_{ext}[n] + F[n] = \int V_{ext}(r)n(r)d^3r + F[n]$$

with the external potential $V_{ext}(r) = \sum_{\mu=1}^{N_N} Z_\mu / |r - R_\mu|$ caused by the nuclei and the so-called Hohenberg-Kohn functional $F[n]$, which contains the kinetic energy contribution as well as the electron-electron Coulomb interaction. $F[n]$ is called universal, since it does not depend on the system itself. So far, a closed expression for $F[n]$ has not been derived, but using a smart division and performing reasonable approximations help to perform DFT calculations nonetheless.

3.2 The Kohn-Sham Equations

Historically, the Thomas-Fermi model was the first attempt to describe an electronic many-body system based on the density. Not without reason it is often referred to as antecessor of modern DFT calculation schemes. It showed, however, that approximations to the kinetic energy made within this model lead to imprecise, if not incorrect results (see e.g. and references therein), even when additional terms like the Weizsäcker correction are taken into account.

In 1965 Kohn and Sham proposed a decomposition of the universal functional $F$ (cf. Eq. (3.9)) of the form

$$F[n] = T_s[n] + E_H[n] + E_{xc}[n]$$

In general $V_{ext}$ also includes additional external potentials caused by an external electric field $E(r)$. In this thesis, however, they are not considered.
with the kinetic energy of non-interacting electrons

\[ T_s[n] = \sum_i \int \psi_i^\dagger(r') \left[ -\frac{1}{2} \nabla^2 \right] \psi_i(r') d^3r' \]  

(3.11)

leading to the same density \( n \), the classical Hartree energy

\[ E_H[n] = \frac{1}{2} \int \int \frac{n(r)n(r')}{|r-r'|} d^3rd^3r' \]  

(3.12)

and the so-called exchange-correlation energy functional \( E_{xc}[n] \), in which the remaining energetic contributions are collected. In fact, for the latter term Eq. (3.10) can be seen as definition. The main advantage of this decomposition of \( F \) is that the functionals with large contributions to the total energy, \( i.e. T_s[n] \) and \( E_H[n] \), are known explicitly, whereas the small correction to the kinetic energy of non-interacting particles and other exchange-correlation effects are stored in the latter term \( E_{xc}[n] \).

The second theorem of Hohenberg and Kohn states that the energy functional of the ground-state density is stationary on the condition of particle conservation:

\[
0 = \frac{\delta E_e[n]}{\delta n} = \frac{\delta}{\delta n} (E_{ext}[n] + T_s[n] + E_H[n] + E_{xc}[n])
\]  

(3.13)

\[ \forall \ n(r) \text{ with } \int n(r)d^3r = N_e . \]

If the density is replaced by a sum of normalized single particle wave-functions \( \{\psi_j(r)\} \), \( i.e. \)

\[ n(r) = \sum_{j=1}^{N_e} |\psi_j(r)|^2 , \quad \int |\psi_j(r)|^2d^3r = 1 \quad \forall \ 1 \leq j \leq N_e , \]  

(3.14)

the variational principle used in Eq. (3.13) can also be formulated with respect to these wave functions \( \{\psi_j(r)\} \) or their complex conjugates \( \{\psi_j^*(r)\} \). Thus, the interacting system is described by a system consisting of \( N_e \) non-interacting particles, that still lead to the same density \( n(r) \). In literature it is referred to as Kohn-Sham system. Accounting for the need of normalized wave functions by Lagrange parameters \( \{\epsilon_j\} \), the variation of \( E_e[\{\psi_j\}] \) with respect to \( \psi_i^* \) yields

\[
0 = \frac{\delta}{\delta \psi_i^*} \left( E_e[\{\psi_j\}] - \sum_j \epsilon_j \left( \int |\psi_j(r)|^2d^3r - 1 \right) \right) .
\]  

(3.15)

Solving these expressions for every index \( i \), leads to the Kohn-Sham equations

\[
\left( -\frac{1}{2} \nabla^2 + V_{eff}(r) \right) \psi_i(r) = \epsilon_i \psi_i(r) \quad \forall \ 1 \leq i \leq N_e .
\]  

(3.16)

The Kohn-Sham equations have the form of one-particle Schrödinger equations of \( N_e \) non-interacting electrons in an effective potential

\[ V_{eff}(r) = V_{ext}(r) + V_H(r) + V_{xc}(r) \]  

(3.17)
3.2 The Kohn-Sham Equations

with

\[ V_{\text{H}}(r) = \int \frac{n(r')}{|r - r'|} d^3r' \quad \text{and} \quad V_{\text{xc}}(r) = \frac{\delta E_{\text{xc}}[n(r)]}{\delta n(r)}. \]  

(3.18)

Although Eq. (3.16) resembles a one-particle Schrödinger equation, the wave functions \( \{\psi_i(r)\} \) and the Lagrange parameters \( \{\epsilon_i\} \) do not have any physical meaning, but stand for each Kohn-Sham particle's effective contribution to the density or the energy. In Section 3.4 it is shown how these parameters enter the total energy.

3.2.1 The self-consistency cycle

Given the fact, that the effective potential \( V_{\text{eff}}(r) \) depends on the density and that this density, on the other hand, is build by the solutions of Eq. (3.16), the Kohn-Sham equations form a self-consistent problem. The concept of solving such a problem is briefly suggested in the following sketch:

\[ n^{(0)}(r) \rightarrow n^{(k)}(r) \leftarrow k \rightarrow k+1 \rightarrow n^{(k+1)}(r) = f(n, n^{(k)}, n^{(k-1)}, \ldots) \]

\[ V_{\text{eff}}^{(k)}(r) \]

\[ \left[ \frac{\nabla^2}{2} + V_{\text{eff}}^{(k)}(r) \right] \psi_i = \epsilon_i \psi_i \]

\[ n(r) = \sum_i |\psi_i(r)|^2 \rightarrow \frac{1}{\Omega} \left[ \int_{\Omega} (n(r) - n^{(k)}(r))^2 d^3r \right]^{\frac{1}{2}} < \Delta_{s-c} \]

\[ E_{\text{e}}[n], \ldots \]

The starting density \( n^{(0)} \) enters the cycle and within every iteration loop, the function \( f \) mixes the previous density \( n^{(k)} \) with the recently calculated density \( n \) as it results from the Kohn-Sham functions \( \{\psi_i\} \). In its simplest form the function \( f \) linearly mixes these two densities,

\[ f(n, n^{(k)}) = \alpha n + (1 - \alpha)n^{(k)}, \]  

(3.19)

with the parameter \( \alpha \), normally in the range of a few percents. However, more complex mixing schemes, that for example include the mixing history, are known (see e.g. \[54\] and references therein). If now within one loop the densities do not vary much anymore, \( i.e. \) the integration norm of their absolute difference within the unit cell volume \( \Omega \) is smaller than a certain value \( \Delta_{s-c} \), the Kohn-Sham equations can be regarded as nearly self-consistent, so that requested physical quantities can be derived as functionals of the most recent density \( n \).
3.3 Concepts to approximate the Exchange-Correlation Energy

The decomposition of the Hohenberg Kohn functional $F[n]$ into three parts (cf. Eq. (3.10)) is mainly motivated by the ability to separate multi-particle effects, described by the exchange-correlation energy functional $E_{xc}$, from the single-electron contributions, namely the kinetic energy $T_s$ of non-interacting particles and the Hartree energy $E_H$. Thus, the main contributions to the total energy are expressed explicitly. On the other hand the functional unawareness of $F$ is only transferred to the lack of knowing $E_{xc}$. Ever since DFT has been investigated and improved, the search for reasonable approximations to $E_{xc}$ has been the crucial task. Throughout decades a variety of approximations have been proposed and compared among each other (several references needed). Within this section two widely used schemes are presented, the local density approximation (LDA) and the generalized gradient approximation (GGA).

3.3.1 The Local Density Approximation

The local density approximation (LDA) in its originally form was proposed by Kohn and Sham in 1965 [50]. Historically, it is the first and at the same time most nearby concept to approximate the exchange-correlation functional $E_{xc}[n]$. It is based upon the assumption that the electronic density is not varying rapidly. In fact LDA is exact for $n(r) = \text{const.}$, i.e. a homogeneous electron gas. As the name already suggests, in LDA the unknown functional dependence of $E_{xc}$ upon $n$ is replaced by an integral over a function $\epsilon_{xc}^{\text{LDA}}$, that only depends upon the local values $n(r)$ of the density:

$$E_{xc}[n] \approx E_{xc}^{\text{LDA}}[n] = \int n(r')\epsilon_{xc}^{\text{LDA}}(n(r'))d^3r'.$$ (3.20)

The exchange-correlation energy density $\epsilon_{xc}^{\text{LDA}}$ can be decomposed into a sum of exchange part $\epsilon_x^{\text{LDA}}$ and correlation part $\epsilon_c^{\text{LDA}}$. Whereas the former contribution is obtainable for example from Hartree-Fock calculations for a homogeneous electron gas [55], the latter expression can be calculated using the Quantum Monte-Carlo method [56]. Despite the fact that the density of a solid is often far away from being constant, LDA was found to give reliable results on a variety of structural setups consisting of chemical elements throughout the periodic table [52]. However, LDA is also known for an overestimation of the binding energies (see e.g. [57]), whereas the prediction of the ground state energy of metal surfaces is too low compared to the experimental results [58]. Therefore, for certain systems it becomes necessary to use a different type of approximation to $E_{xc}[n]$.

LDA can be extended to magnetic systems by $\epsilon_{xc}^{\text{LDA}}(n(r), |\mathbf{m}(r)|)$ rather straightforward, where $\mathbf{m}$ denotes the magnetization of the system. The formulation of DFT for a magnetic system will be a topic of the next Chapter 4.
3.4 The Total Energy

3.3.2 The Generalized Gradient Approximation

Aside from LDA, a more sophisticated technique has become popular in the last 20 years. The general
ized gradient approximation (GGA) can be regarded as an extension of LDA. Additionally to the density $n$ it
self its gradient is taken into account as well. The approximation then reads

$$E_{xc}[n] \approx E_{xc}^{GGA}[n] = \int n(r') \epsilon_{xc}^{GGA}(n(r'), \nabla n(r')) d^3r'. \quad (3.21)$$

In contrast to the well-established form of $\epsilon_{xc}^{LDA}$, being the exchange-correlation energy
density for a homogeneous electron gas, a reasonable form of the term $\epsilon_{xc}^{GGA}$ is more
complicated. For example, for the description of an exchange-correlation hole that sur-
rounds each electron, it is necessary to account for sum rules, that are fulfilled in LDA
automatically. A widely used version of GGA, that fulfills several exact relations is the
PBE, referring to the first letters of the authors’ names [59]. In the same paper, they pro-
posed a description of $\epsilon_{xc}^{GGA}$ using only a few adjusted parameters. The GGA-calculation
within this thesis are performed using a scheme proposed by Perdew and Wang [60].

Build upon GGA even more sophisticated expressions for $E_{xc}[n]$ are known, such as
meta-GGA with the non-interaction kinetic energy as third input variable for $\epsilon_{xc}$ [61].

Besides LDA and GGA, a different class worth to mention is the approximation of the
exchange-correlation potential with hybrid functionals. This technique is a mixed form
of the Hartree-Fock formalism and a standard DFT contribution, such as LDA or GGA
[62].

In this thesis most of the calculations were performed using the LDA as proposed by
Moruzzi, Janak and Williams [63]. In Section 6.4.1 LDA- and GGA-calculations are
compared.

3.4 The Total Energy

As pointed out in the previous Sections [3.1] and [3.2] the electronic energy $E_e$ is a unique
functional of the density and thus, can be expressed by Kohn-Sham wave-functions $\{\psi_i\}$:

$$E_e[\{\psi_i\}] = T_s[\{\psi_i\}] + E^{(\{R_{\mu}\})}[\{\psi_i\}] + E_H[\{\psi_i\}] + E_{xc}[\{\psi_i\}] . \quad (3.22)$$

Using the Kohn-Sham equation (3.16) the expression for the kinetic energy functional
can be rewritten as

$$T_s[\{\psi_i\}] = \sum_i \int \psi_i^*(r') \left[ -\frac{1}{2} \nabla^2 \right] \psi_i (r') d^3r' \quad (3.23)$$

$$= \sum_i \int \psi_i^*(r') \epsilon_i \psi_i (r') d^3r' - \int V_{eff}(r') n(r') d^3r'.$$

With the normalization condition for the wave functions $\{\psi_i\}$, defined in Eq. (3.14), the
Hartree energy term (cf. Eq. (3.12)), which can be expressed as $E_H = \frac{1}{2} \int V_{H} n(r') d^3r'$,
and the expression $E_{xc}[n] = \int \epsilon_{xc}[n] n(r') d^3r$ with the exchange-correlation energy density $\epsilon_{xc}[n]$, the total electronic energy can be written as

$$E_e[n] = \sum_i \epsilon_i + \int \left[ -\frac{1}{2} V_H(r') - V_{xc}(r') + \epsilon_{xc}[n(r')] \right] n(r') d^3r = E_{dc}[n], \quad (3.24)$$

where the expression $E_{dc}$ is called *double counting term*, in analogy to $\frac{1}{2} \int V_H n(r) d^3r$, the term in the Hartree method.

Finally the interaction of the nuclei is taken into account and the equation for the total energy of the investigated problem reads

$$E = E(\{R_\mu\}, \{r_i\}) = E_N(\{R_\mu\}) + E_e[n] = \sum_{\mu<\nu} \frac{Z_\mu Z_\nu}{\tau_{\mu,\nu}} + \sum_i \epsilon_i + E_{dc}[n] \quad (3.25)$$

Varying the positions $\{R_\mu\}$ of the nuclei and solving the corresponding electronic system yield a set of total energies, of which the ground-state energy of the full system can be calculated. This is useful, for example, to find the "best" value for the lattice constant $a$ of a given structure or to obtain the relaxed structure of a surface. Note that within formula (3.25) still the nuclear kinetic energy is neglected, as it is common for calculations in the Born-Oppenheimer approximation.

### 3.4.1 Andersen’s Force Theorem

As previously mentioned in Section 3.2.1 the Kohn-Sham equations (3.16) state a self-consistent problem, that only can be solved by performing a sufficient high number of iterations within the self-consistent cycle. This is necessary in order to approach the "correct" density up to a desired accuracy. However, if a self-consistent solution to a problem is already known, whose external potential $V_{ext}$ slightly differs from the regarded one, it is not necessary to do so. In 1980, Mackintosh and Andersen proposed a scheme called *frozen force theorem* [64], that allows the calculation of the electronic energy without knowing the self-consistent solution. In order to gain the change $\Delta E$ of the total electronic energy, the force theorem makes use of the fact, that $E_{dc}$ does not depend explicitly on $V_{ext}$, so that in first order $\Delta E$ is given by the change in the sum of the Kohn-Sham eigenvalues $\sum_i \epsilon_i$.

Consider an electronic problem that is described by Kohn-Sham equations of the form

$$H \psi_\nu = \epsilon_\nu \psi_\nu \quad \text{with} \quad H = H[\{\psi_\nu\}], \quad (3.26)$$

where the index $\nu$ enumerates the number of orbitals that are occupied by the electrons. If now a self-consistent solution to a closely related problem

$$H^{(0)} \psi_\nu^{(0)} = \epsilon^{(0)}_\nu \psi_\nu^{(0)} \quad \text{with} \quad H^{(0)} = H^{(0)}[\{\psi_\nu^{(0)}\}] \quad (3.27)$$
is known, the Hamiltonian of Eq. (3.26) can be separated into two parts, \( H = H^{(0)} + H^{\text{pert}} \). Instead of solving Eq. (3.26) self-consistently, the change within the total electronic energy is given by

\[
\Delta E \approx E^{\text{FT}}_e - E^{(0)}_e = \sum_\nu \epsilon^{\text{FT}}_\nu - \sum_\nu \epsilon^{(0)}_\nu
\]  

(3.28)

with the eigenvalues \( \epsilon^{\text{FT}}_\nu \) satisfying the eigenvalue problem

\[
H[\{\psi^{(0)}_\mu\}] \psi^{\text{FT}}_\nu = \epsilon^{\text{FT}}_\nu \psi^{\text{FT}}_\nu.
\]  

(3.29)

Note, that Eq. (3.29) is not a self-consistent problem. Thus, performing the force step only one iteration is needed. A derivation of the force theorem is presented e.g. in [65].

Since \( E_{\text{ext}} \) was not specified by Eqs. (3.26) or (3.27) the force theorem can be used for a number of different scenarios. However, when e.g. the volume of the unit cell is varied, the force theorem does not apply anymore, since \( E_{\text{dc}} \) depends explicitly on the density \( n \).

Within this thesis, the force theorem is used when spin-orbit coupling is included into a calculation that is pre-converged in the scalar-relativistic approximation or when a rotation of the spin moments is performed. When the Dzyaloshinskii-Moriya interaction is calculated, the perturbation of small varying propagation vectors describing slightly different spin spirals is calculated within this scheme as well. In fact, in the latter case a combination with perturbations regarding spin-orbit coupling is performed.
4 Vector-spin DFT

In the previous Chapter 3, the concept of DFT and the Kohn-Sham formalism were introduced as a powerful approach to the treatment of a complex many-body problem in solid state physics with respect to its ground state. It is now necessary to expand the theory to the wide class of magnetic systems and include the capability of dealing with relativistic effects.

4.1 The Formalism of Barth and Hedin

An electron interacts with an external magnetic field $B_{\text{ext}}(r)$ via its electronic spin moment $\mu$. Therefore, a structure that exhibits a non-vanishing magnetic density $m(r) \neq 0$ can only be described properly by a spin polarized DFT. In 1972, von Barth and Hedin were the first to propose such an extension of DFT [66]. They showed that the uniqueness of a ground state property is not provided anymore, if it is regarded as a functional of the density $n(r)$ only. Thus, the scalar $n(r)$, is replaced by a hermitian $(2 \times 2)$ density matrix $\tilde{n}(r)$ with spin-resolved components

$$n_{\alpha\beta}(r) = \langle \Psi_e(\{r_i\}) | \phi_\beta(r) \phi_\alpha(r) | \Psi_e(\{r_i\}) \rangle \quad , \quad \alpha, \beta \in \{\sigma_1, \sigma_2\} , \quad (4.1)$$

where $\Psi_e(\{r_i\})$ is the electronic wave function (cf. Eq. (3.5)) and $\phi_\alpha(r)$ and $\phi_\beta(r)$ are the field operators for particles with spin quantum numbers $\alpha$ and $\beta$, respectively. In addition, within the spin-polarized Kohn-Sham formalism the scalar potentials $V_{\text{ext}}(r)$ and $V_{\text{xc}}(r)$ are replaced by $(2 \times 2)$ matrices $V_{\text{ext}}(r)$ and $V_{\text{xc}}(r)$, respectively. Their components read

$$V_{\text{ext}, \alpha\beta}(r) = V_{\text{ext}, \alpha\beta}[n_{\alpha\beta}(r)] \quad \text{and} \quad V_{\text{xc}, \alpha\beta}(r) = \frac{\delta E_{\text{xc}}}{\delta n_{\alpha\beta}(r)} . \quad (4.2)$$

In analogy to the variational principle in Eq. (3.8), the ground-state density matrix $\tilde{n}(r)$ minimizes the energy functional under the constraint of particle conservation, i.e.

$$E_{\nu}[\tilde{n}] > E_{\nu}[\tilde{n}] \quad \forall \tilde{n} \neq \tilde{n} , \quad \text{that satisfy} \quad \int \text{tr}[\tilde{n}(r)] d^3r = N_e , \quad (4.3)$$

where $\text{tr}[\tilde{n}] = \sum_\alpha \tilde{n}_{\alpha\alpha}$ represents the trace of the matrix $\tilde{n}$. The Kohn-Sham equations for a spin system are formulated with respect to a two-component Kohn-Sham spinor

$$\psi_i(r) = \begin{pmatrix} \psi_{i\sigma_1}(r) \\ \psi_{i\sigma_2}(r) \end{pmatrix} \quad (4.4)$$

In fact, explicit examples of potentials are known that differ in more than a constant shift, yet belong to the same ground state density [67].
and have the form
\[
\left[ -\frac{1}{2} \nabla^2 + \int \frac{\text{tr} \left[ \hat{\mu}(\mathbf{r}') \right] d^3 r'}{|\mathbf{r} - \mathbf{r}'|} \right] \mathbf{1} + V_{\text{ext}}(\mathbf{r}) + V_{\text{xc}}(\mathbf{r}) \right] \psi_i(\mathbf{r}) = \epsilon_i \psi_i(\mathbf{r}),
\] (4.5)
where \( \mathbf{1} \) denotes the \((2 \times 2)\) unity matrix. The Kohn-Sham spinor’s components can be used to express the components of the density matrix,
\[
n_{\alpha\beta}(\mathbf{r}) = \sum_{i=1}^{N_e} \psi_{\beta i}(\mathbf{r})^* \psi_{\alpha i}(\mathbf{r}).
\] (4.6)

In an equivalent formulation, however, the density matrix can also be written as a sum of a scalar and a vectorial contribution,
\[
n(\mathbf{r}) = \frac{1}{2} \left( n(\mathbf{r}) \mathbf{1} + \mathbf{\sigma} \cdot \mathbf{s}(\mathbf{r}) \right) = \frac{1}{2} \left( n(\mathbf{r}) + s_z(\mathbf{r}) \quad s_x(\mathbf{r}) - i s_y(\mathbf{r}) \right) \right),
\] (4.7)
where \( n(\mathbf{r}) \) is the spin-averaged density used throughout Chapter 3 and \( \mathbf{s}(\mathbf{r}) \) is the spin density, which is related to the magnetization density \( \mathbf{m}(\mathbf{r}) \) via \( \mathbf{m}(\mathbf{r}) = -\mu_B \mathbf{s}(\mathbf{r}) \), where \( \mu_B \) is the Bohr magneton. The expression \( \mathbf{\sigma} \) is the vector of Pauli matrices, i.e.
\[
\mathbf{\sigma} = \begin{pmatrix} \sigma_x, \sigma_y, \sigma_z \end{pmatrix}^T = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & i \\ 0 & i & 0 \end{pmatrix}.
\] (4.8)

A comparison of the components in Eq. (4.6) to Eq. (4.7) leads to
\[
n(\mathbf{r}) = \sum_i \psi_i(\mathbf{r})^\dagger \psi_i(\mathbf{r}) = \sum_i \left[ \psi_{i\sigma_1}(\mathbf{r})^* \psi_{i\sigma_1}(\mathbf{r}) + \psi_{i\sigma_2}(\mathbf{r})^* \psi_{i\sigma_2}(\mathbf{r}) \right] \] (4.9)
and
\[
\mathbf{s}(\mathbf{r}) = \sum_i \psi_i(\mathbf{r})^\dagger \mathbf{\sigma} \psi_i(\mathbf{r}) = \begin{pmatrix} \sum_i \left[ \psi_{i\sigma_1}(\mathbf{r})^* \psi_{i\sigma_2}(\mathbf{r}) + \psi_{i\sigma_2}(\mathbf{r})^* \psi_{i\sigma_1}(\mathbf{r}) \right] \\ -i \sum_i \left[ \psi_{i\sigma_1}(\mathbf{r})^* \psi_{i\sigma_2}(\mathbf{r}) - \psi_{i\sigma_2}(\mathbf{r})^* \psi_{i\sigma_1}(\mathbf{r}) \right] \\ \sum_i \left[ \psi_{i\sigma_1}(\mathbf{r})^* \psi_{i\sigma_1}(\mathbf{r}) - \psi_{i\sigma_1}(\mathbf{r})^* \psi_{i\sigma_2}(\mathbf{r}) \right] \end{pmatrix}. \] (4.10)

In a similar way, the potential matrices are decomposable into the originally used scalar potentials and vectorial contributions,
\[
V_{\text{ext}}(\mathbf{r}) = V_{\text{ext}}(\mathbf{r}) \mathbf{1} + \mu_B \mathbf{\sigma} \cdot \mathbf{B}_{\text{ext}}(\mathbf{r}) \quad \text{and} \quad V_{\text{xc}}(\mathbf{r}) = V_{\text{xc}}(\mathbf{r}) \mathbf{1} + \mu_B \mathbf{\sigma} \cdot \mathbf{B}_{\text{xc}}(\mathbf{r}),
\] (4.11)
with the exchange-correlation magnetic field
\[
\mathbf{B}_{\text{xc}}(\mathbf{r}) = \frac{\delta E_{\text{xc}}[n(\mathbf{r}), \mathbf{m}(\mathbf{r})]}{\delta \mathbf{m}(\mathbf{r})} = \sum_{k=x,y,z} \frac{\delta E_{\text{xc}}[n(\mathbf{r}), \mathbf{m}(\mathbf{r})]}{\delta m_k(\mathbf{r})} \hat{e}_k.
\] (4.12)

In Hartree atomic units, the Bohr magneton is either given by \( \mu_B = 1/2 \) a.u. (referring to SI units) or by \( \mu_B = 1/2c \) a.u. (referring to Gaussian CGS units), where \( c \) is the speed of light.
Using Eqs. (4.7) and (4.11), the spin polarized Kohn-Sham equations (4.5) can be rewritten in the form

\[
\left( -\frac{1}{2} \nabla^2 + V_{\text{eff}}(r) \right) \Psi_i(r) + \mu_B \mathbf{\sigma} \cdot \mathbf{B}_{\text{eff}}(r) = \epsilon_i \Psi_i(r). \tag{4.13}
\]

The effective single-particle potential \( V_{\text{eff}}(r) \) was already defined in Eq. (3.17) and consists of the Hartree term \( V_H(r) \) as well as the external potential \( V_{\text{ext}}(r) \) and the exchange-correlation potential \( V_{\text{xc}}(r) \). The effective magnetic field \( \mathbf{B}_{\text{eff}}(r) \) is given by the sum of the exchange-correlation field \( \mathbf{B}_{\text{xc}}(r) \) and an external magnetic field \( \mathbf{B}_{\text{ext}}(r) \). However, in this thesis the latter term shall not be considered.

The Local Spin Density Approximation

Within the spin polarized DFT, the LDA (cf. Eq. 3.20) is extended to the local spin density (LSD) approximation:

\[
E_{\text{xc}}[n, m] \approx E_{\text{xc}}^{\text{LSD}}[n, m] = \int n(r') \epsilon_{\text{xc}}^{\text{LSD}}(n(r'), |m(r')|) d^3 r'. \tag{4.14}
\]

Due to the local nature of \( \epsilon_{\text{xc}}^{\text{LSD}} \) the direction of the magnetic moment does not enter the energy density of Eq. (4.14).

4.2 DFT for non-collinear magnetic systems

In principle, the vector-spin DFT, as presented in the previous Section 4.1, is applicable to any magnetic ground-state system. For a spin structure exhibiting a collinear magnetic density, i.e the magnetization direction \( \mathbf{m}(r) = m(r)/m(r) \) is constant throughout the crystal, it is always possible to choose the spin coordinate frame such, that the spin quantization axis (SQA) points along the z-direction of the real-space \( \mathbf{3} \). Thus, the Hamiltonian \( H \) in Eq. (4.13) becomes diagonal and the problem can be solved independently for each component of \( \Psi_i \), where \( \sigma_1 \) and \( \sigma_2 \) are now associated with spin-up (\( \uparrow \)) and spin-down (\( \downarrow \)) states, respectively.

In the more general case of non-collinearity, the Hamiltonian cannot be set to a diagonal form using one global (g) spin frame. Instead it is possible to define a matrix field with position dependent complex \( (2 \times 2) \) matrices \( U_{\text{lg}}(r) \), that can be used to transfer the problem into a local (l) spin frame, in which the rotated Hamiltonian is diagonal, i.e.

\[
\begin{pmatrix}
H_{(\uparrow)(\uparrow)}^{(l)}(r) & 0 \\
0 & H_{(\downarrow)(\downarrow)}^{(l)}(r)
\end{pmatrix}
= U_{\text{lg}}(r) \begin{pmatrix}
H_{\sigma_1\sigma_1}^{(g)}(r) & H_{\sigma_1\sigma_2}^{(g)}(r) \\
H_{\sigma_2\sigma_1}^{(g)}(r) & H_{\sigma_2\sigma_2}^{(g)}(r)
\end{pmatrix} U_{\text{lg}}(r)^\dagger. \tag{4.15}
\]

This is no longer possible if the ground-state energy is affected by a coupling of spin- and real-space. This coupling term and its origin will be discussed in more detail in Section 4.4.1.
In certain cases it is useful to perform such a rotation into the local frame, to make profit from the diagonal form of the Hamiltonian therein. This is especially the case for homogeneous spin spirals, where the rotation by a constant angle along a given direction allows to work with a wave function that fulfills the generalized Bloch theorem.

The task of solving the Kohn-Sham equations for non-collinear magnetic structures will be picked up again in Section 5.5 where some aspects of the implementation into the FLEUR code are discussed.

4.3 The Generalized Bloch Theorem

A non-collinear calculation within a chemical periodic structure can be a very demanding task. Compared to the collinear structure the system normally exhibits a loss of symmetry and thus, several a priori simplifications cannot be made. In particular, the restriction to a chemical unit cell does not hold anymore. For systems with a periodic magnetic structure that is commensurate to the crystal structure, the use of a supercell, consisting of a certain number of unit cells, can express the periodicity of the system. In the case of a homogeneous spin spiral (cf. Sec. 2.3.1), however, the so-called generalized Bloch theorem can be used to circumvent costly calculations within a supercell.

The classical Bloch theorem is applicable to the crystal structure of a solid if the potential \( V(r) \) and thus, the Hamilton operator \( H(r) \) exhibit translational invariance, \( T_{R^n} H(r) = H(r + R^n) = H(r) \), with the translation operator \( T_{R^n} \). The lattice vector is defined as \( R^n = n \cdot a = \sum_{i=1}^{3} n_i a_i \), where \( n_1, n_2, n_3 \in \mathbb{Z} \) and the vector \( a \) contains the three basis vectors \( a_1, a_2 \) and \( a_3 \) of the unit cell. The corresponding eigenfunctions are given by Bloch functions

\[
\psi_{k\nu}(r) = e^{ik \cdot r} u_{k\nu}(r),
\]

which are products of an exponential and a lattice-periodic function \( u_{k\nu} \), that depends on the Bloch vector \( k \) and the energy band \( \nu \).

For a spin-polarized system with a magnetization direction that is rotating with a constant angle \( \varphi = q \cdot r \) along a spatial direction in the crystal, the Hamiltonian \( H^{(\alpha)(\beta)} \) remains invariant under a general translation \( T_{R^n} \mathcal{U}_{\varphi_n} \), where \( \mathcal{U}_{\varphi_n} = \exp \left( i \frac{\varphi_n}{2} \cdot \sigma_z \right) \)

denotes a rotation in the spin-space by an angle of \( \varphi_n = q \cdot R^n \) perpendicular to the z-axis:

\[
T_{R^n}^{\text{gen}} H^{(\alpha)(\beta)}(r) = T_{R^n} \mathcal{U}_{\varphi_n} H^{(\alpha)(\beta)}(r) = H^{(\alpha)(\beta)}(r + R^n) = H^{(\alpha)(\beta)}(r).
\]

The spin-polarized generalized Bloch functions read

\[
\psi_{k\nu}(r) = \begin{pmatrix} e^{i(k \cdot q_x)} u_{k\nu}^{(\uparrow)}(r) \\ e^{i(k \cdot q_y)} u_{k\nu}^{(\downarrow)}(r) \end{pmatrix}, \quad u_{k\nu}^{(\sigma)}(r + R^n) = u_{k\nu}^{(\sigma)}(r),
\]

with \( \sigma \in \{\uparrow, \downarrow\} \). When the spin-space is coupled to the real-space, as it is the case for calculations that include spin-orbit coupling (cf. Sec. 4.4.1), the generalized Bloch
4.4 Relativistic Corrections within DFT

If the investigated system involves heavy atoms, in most cases it is necessary to take relativistic effects into account. Especially in the vicinity of the nuclei the electrons gain large kinetic energies, whose description in a non-relativistic DFT normally lead to imprecise results. In addition the relativistic form gives rise to a coupling term of spin and spatial space, which will be discussed in Section 4.4.1. Thus, it is possible to talk about a spin orientation with respect to the lattice, as it becomes necessary for the MAE and DMI (cf. Ch. 2). The expansion of the DFT to the relativistic case was first proposed by Rajagopal and Callaway [68, 69], who introduced the electronic spin into the non-relativistic equations. The first full relativistic description of xc-effects within DFT was derived by MacDonald and Vosko [70].

For relativistic calculations it is necessary to introduce a four-component spinor

$$\Psi_i = (\phi_i, \chi_i)^T = (\phi_i(\uparrow), \phi_i(\downarrow), \chi_i(\uparrow), \chi_i(\downarrow))^T$$

(4.19)

that consists of two parts, a so-called large component $\phi_i$ and a small component $\chi_i$. Both components are again divided into spin-up (↑) and a spin-down (↓) components. Formally the extension to the relativistic case is quite similar to the non-relativistic scheme, presented in Chapter 3. Despite the fact that now the kinetic energy has to be calculated from the Dirac equation, the total energy can still be decomposed into a sum of single-particle kinetic energies, a Hartree term, an energetic contribution from the external potential and a correlation-exchange energy functional. The latter can be approximated in the same way as in Section 3.3. Instead of using the relativistic four-current

$$j^\mu(r) = c \overline{\Psi}(r) \gamma^\mu \Psi(r)$$

(4.20)

as a basic variable of which the ground-state properties are functionals of, it is easier to continue using charge and magnetization densities, now given by:

$$n(r) = \sum_i |\Psi_i(r)|^2 = \sum_i [\varphi_i(r)^\dagger \varphi_i(r) + \chi_i(r)^\dagger \chi_i(r)]$$

(4.21)

$$m(r) = \sum_i [\varphi_i(r)^\dagger \sigma \varphi_i(r) + \chi_i(r)^\dagger \sigma \chi_i(r)] .$$

With the 4-tuple $\gamma^\mu = (\gamma^0, \gamma) = \left( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \begin{pmatrix} 0 & \sigma \\ -\sigma & 0 \end{pmatrix} \right)$ and the Dirac adjoint $\overline{\Psi}(r) = \Psi^\dagger(r) \gamma^0$. 
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The total energy now reads

$$E_e(n(r), m(r)) = \int \left( \sum_i \Psi_i^* \left( c^2 \frac{1}{c} \sigma \cdot \hat{p} - c^2 \frac{1}{c} \right) \Psi_i \right) \left( [V_H(r) + V_{ext}(r) + \epsilon_{xc} [n(r), m(r)]] n(r) \right) d^3r,$$

with the electron’s rest mass $c^2$ and the momentum operator $\hat{p} = -i \nabla$. As previously, variations of this expression lead to a set of equations similar to those of the non-relativistic case, the so-called Kohn-Sham Dirac equations

$$\left( \begin{bmatrix} c^2 \frac{1}{c} \sigma \cdot \hat{p} - c^2 \frac{1}{c} \end{bmatrix} + (V_{\text{eff}}(r) + \mu_B \sigma \cdot B_{xc}(r)) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \right) \Psi_i(r) = (\epsilon_i + c^2) \Psi_i(r) \quad (4.23)$$

In analogy to the non-relativistic case, $V_{\text{eff}} = V_H + V_{ext} + V_{xc}$ denotes the effective potential. The definitions of $V_{xc}$ and $B_{xc}$ remain the same as given by Eqs. (3.18) and (4.12).

### 4.4.1 Spin-Orbit Coupling

An expansion of Eq. (4.23) up to the order of $1/c^2$ leads to the Hamiltonian (see e.g. [71])

$$H_{rel}(r) = H_{KS}(r) \mathbb{1} + \frac{1}{c^2} \left[ \left( -\hat{p}^2 + \frac{1}{2} \nabla^2 V_{\text{eff}}(r) \right) \frac{\mathbb{1}}{2} + \mu_B \sigma \cdot B_{eff}(r) \right]$$

$$+ \frac{1}{c^2} \sigma \cdot (\nabla V_{\text{eff}}(r) \times \hat{p}) + \frac{\mu_B}{c^2} B(r) + \mathcal{O} \left( \frac{1}{c^4} \right),$$

where $H_{KS}(r)$ is the non-relativistic Kohn-Sham Hamiltonian and $H_{SR}(r)$ the scalar-relativistic approximation [72], which is rotation-invariant in spin-space. Since $\mu_B B(r)/c^2$ is a comparatively small correction, it will be neglected in the following. The third term of Eq. (4.24), $H_{SO}(r)$, denotes a contribution to the total energy that is due to spin-orbit interaction. The coupling of the spin-space to the real-space is an important fact that is crucial to the appearance of the Dzyaloshinskii-Moriya interaction, as pointed out in Chapter 2.

In the vicinity of the $\mu$th nucleus ($r = R_\mu + r_\mu, r_\mu \ll 1$) the gradient of the potential becomes large, so that $V_{\text{eff}}(r)$ can be approximated by $\nabla \text{eff}(r_\mu)$, its spherical symmetric average with respect to the atomic center $R_\mu$. Thus, the gradient of the potential reads

$$\nabla V_{\text{eff}}(r) \approx \frac{\partial V_{\text{eff}}(r_\mu)}{\partial r_\mu} \hat{e}_{r_\mu},$$

where $\hat{e}_{r_\mu} = \frac{r_\mu}{r_\mu}$.
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so that for this region, the cross product within $H_{SO}(r)$ can be rewritten

$$\left(\nabla V_{eff}(r)\right) \times \hat{p} \approx \frac{1}{r_{\mu}} \frac{\partial V_{eff}(r_{\mu})}{\partial r_{\mu}} \hat{L}_{\mu}, \text{ with } \hat{L}_{\mu} = r_{\mu} \times \hat{p}. \quad (4.26)$$

By introducing the spin-orbit coupling constant $\xi_{\mu}(r_{\mu}) = \frac{1}{c^2 r_{\mu}} \frac{1}{r_{\mu}} \frac{\partial V_{eff}(r_{\mu})}{\partial r_{\mu}}$, that is normally decaying fast with increasing distance, the Hamiltonian denoting the spin-orbit interaction can be approximated by

$$H_{SO}(r) = \xi_{\mu}(r_{\mu}) \sigma \cdot \hat{L}_{\mu}, \text{ for small } r_{\mu} = |r - R_{\mu}| \quad (4.27)$$
5 The FLAPW Method

In chapter 3 it was shown, that within DFT and the Kohn-Sham formalism the difficult task of solving a complex many-body problem is reducible to a problem of non-interacting so-called Kohn-Sham particles that are placed in an effective potential $V_{\text{eff}}$, containing all many-body effects such as Coulombic interaction, exchange and correlation effects. To solve these resulting Kohn-Sham equations (cf. Eq. (3.16)) within a computational procedure it is a common method to formulate the problem with respect to a well-chosen basis function set $\{\varphi_n\}$. For numerical reasons only a finite number $M$ of basis functions can be taken into account. Thus, the main challenge of finding a well-suited basis set is to find an appropriate balance between the computational manageability of the basis functions and the requested accuracy of the calculated physical quantities. Suppose the expansion of the Kohn-Sham functions $\{\psi_i\}$ reads

$$\psi_i \approx \sum_{n=1}^{M} c_{(i)}^n \varphi_n$$

and the expansion coefficients $c_{(i)}^n$ are written in the vector $c^{(i)}$, then the Kohn-Sham equations are now described by

$$H \cdot c^{(i)} = \epsilon_i S \cdot c^{(i)} .$$

The matrices $H$ and $S$ are expressed in the chosen basis set and their components have the form

$$H_{m,n} = \int \varphi_m^*(r)H\varphi_n(r)d^3r, \quad S_{m,n} = \int \varphi_m^*(r)\varphi_n(r)d^3r = \delta_{m,n} \quad \text{orth.}$$

The last equal sign does only hold if the basis set is orthonormal. If this was the case, the matrix problem (5.1) becomes diagonal and a set of standard eigenvalue problems. Elsewise, it is a so-called generalized eigenvalue problem.

It is advisable to choose basis functions that already exhibit the symmetry or certain characteristics of the investigated structure. For a crystal with a lattice-periodic potential $V(r + R) = V(r)$ the resulting wave functions $\{\psi_i\} = \{\psi_{K,\nu}\}$ are Bloch waves. Hence, ordinary plane waves (PWs)

$$\varphi_n(r) = \varphi^{\text{PW}}_K(r) = \frac{1}{\sqrt{\Omega}} e^{i K \cdot r} \quad \text{with} \quad K = k + G,$$

where $G$ is a reciprocal lattice vector with $G \cdot R \in 2\pi \cdot Z$, form a promising basis set, since they are orthogonal and already fulfill Bloch’s theorem, which can be verified easily. However, in the vicinity of the $\mu$th nucleus positioned at $R_\mu$, the potential $V_{\text{eff}}(r)$ is dominated by a term proportional to $1/r_\mu$, where $r_\mu = |r - R_\mu|$. This induces a rapidly varying charge density, so that $\psi_i$ can only be described properly by a huge number of basis functions [73]. In order to gain accurate results nonetheless, a widely used scheme is to work with pseudo-potentials, which normally differ from the original potential only
in the vicinity of the nuclei. As pointed out in Section 4.4, however, especially in these regions the proper description of the Kohn-Sham functions is desired, since relativistic effects, such as SOC, are largest there and play a major role regarding the calculated magnetic properties within this thesis. And more importantly, experiences have shown that the description of localized orbitals, like $3d$- or $4f$-states, is not satisfying within the method of pseudo-potentials [74]. Hence, an all-electron method with a different basis set is used, in which nearby the nuclei the PWs are substituted (augmented) by a different type of functions, whereas the true potential, containing divergences at the nuclei, nearly remains unchanged. In this chapter a brief introduction to this method and some aspects of the implementation into the FLEUR code are presented.

5.1 The Augmented Plane Wave Method

Close to the $\mu$th nucleus the problem can reasonably assumed to be radial symmetric with respect to the core center $R_\mu$. Therefore, for regions with small $r_\mu$ a product ansatz

$$\varphi_n(r) = \varphi_L^\mu(r_\mu) = \tilde{u}_\ell(r_\mu) \cdot Y_L(\tilde{r}_\mu) \quad \text{with} \quad \tilde{r}_\mu = r_\mu/r_\mu$$

(5.4)

is a favorable choice for a basis set, compared to the PWs of Eq. (5.3). $L$ abbreviates the quantum numbers $\ell$ and $m$, $Y_L(\vartheta, \varphi)$ is a spherical harmonic and $\tilde{u}_\ell(r_\mu) = \tilde{u}_\ell(r_\mu|\epsilon)$ is a solution to the radial equation

$$\left[ -\frac{1}{2} \frac{\partial^2}{\partial r^2} + \frac{\ell(\ell + 1)}{2r^2} + V(r_\mu) - \epsilon \right] r_\mu \tilde{u}_\ell(r_\mu) = 0 .$$

(5.5)

Although a basis set of this form is qualified to describe the wave function in the vicinity of the core sites, it is not preferable in the regions in between the atoms.

In 1937 Slater [73] proposed a scheme, called the augmented PW (APW) method, in which a basis set is used that combines the advantages of PWs and the product ansatz in Eq. (5.4), depending on the region in the crystal. For the construction of the basis functions, the real-space is divided into non-overlapping spheres, defined by $r_\mu < R^{MT}_\mu$ and the remaining interstitial region (IR), cf. picture 5.1 on the right side. In the latter area a basis function is given by a PW $\varphi_{PW}^\mu$, whereas in the spheres, the so-called muffin tins (MTs), it is expanded into a finite number of functions $\{\varphi_L^\mu\}$. This expansion is necessary to ensure a correct matching, i.e. that a basis function is approximately continuous at the muffin-tin boundaries. Thus, the basis functions have the form

$$\varphi_n(r) = \varphi_{APW}^\mu(r) = \left\{ \sum_L c_{K,L}^{(\mu)} \tilde{u}_\ell(r_\mu) Y_L(\tilde{r}_\mu) \right\} \frac{1}{\sqrt{V}} e^{iK \cdot r} , \quad r \in \text{MT} \quad \mu$$

$$\varphi_n(r) = \left\{ \sum_L c_{K,L}^{(\mu)} \tilde{u}_\ell(r_\mu) Y_L(\tilde{r}_\mu) \right\} \frac{1}{\sqrt{V}} e^{iK \cdot r} , \quad r \in \text{IR} ,$$

(5.6)
where the expansion coefficients \( a_{K,L}^{(\mu)} \) are determined by the equations

\[
\sum_{L} a_{K,L}^{(\mu)} \tilde{u}_L(R_{\mu}^{MT}) Y_{L}(\hat{R}_{\mu}) = \frac{1}{\sqrt{\Omega}} e^{iK \cdot (R_{\mu} + R_{\mu}^{MT} \cdot \hat{r}_{\mu})}.
\]  

(5.7)

The corresponding approximation of the potential, called shape-approximation, is given by the expression

\[
V_{\text{eff}}(r) \approx V_{\text{ShA}}(r) = \begin{cases} V(\mu)(r) & , \ r \in MT \ \mu \\ V_0 & , \ r \in \mathbb{R} \end{cases}
\]  

(5.8)

and is indicated for the two-dimensional case in figure 5.2. Although the APW method is a more sophisticated concept compared to a basis set of PWs, a major problem arises from the fact that \( \tilde{u}_\ell \) and thus, the set of basis functions is depending on an energy value \( \epsilon \). It turns out that in order to properly describe an eigenstate \( \psi_{k\nu} \) for a given \( k \)-point and the \( \nu \)th energy band, this parameter \( \epsilon \) has to equal the corresponding band energy \( \epsilon_{k\nu} \). Thus, the set of basis functions differs for every eigenproblem and has to be determined separately within a nonlinear scheme. To circumvent such a time-demanding procedure, a linearized form of the APW basis set can be used instead, which is described in the next section.

5.2 Extension to the FLAPW Method

In order to improve the basis set, the linearized APW (LAPW) method has been proposed. Here, the energy-dependent radial function \( \tilde{u}_\ell \) is expanded up to the linear term within a Taylor series around a fixed energy parameter \( \epsilon_\ell \):

\[
\tilde{u}_\ell(r_{\mu}|\epsilon) = \left[ \frac{\tilde{u}_\ell(r_{\mu}|\epsilon_\ell)}{=u_\ell(r_{\mu})} + \left. \frac{d\tilde{u}_\ell(r_{\mu}|\epsilon)}{d\epsilon} \right|_{=\epsilon_\ell}(\epsilon - \epsilon_\ell) + \mathcal{O}((\epsilon - \epsilon_\ell)^2) \right] 
\]  

(5.9)

Thus, the problem of solving Eq. (5.5) can be expanded up to the linear term

\[
\left[ H_{\ell}^{(\mu)} - (\epsilon_\ell + \Delta \epsilon) \right] r_{\mu} \left[ u_\ell(r_{\mu}|\epsilon_\ell) + \tilde{u}_\ell(r_{\mu}|\epsilon_\ell) \Delta \epsilon + \mathcal{O}((\Delta \epsilon)^2) \right] = 0
\]  

(5.10)

Fig. 5.2: The potential approximation within the APW method.

1This picture was created in collaboration with Martin Schlipf.
5 The FLAPW Method

with the Hamiltonian $H^{(\mu)}_\ell = -\Delta r_\mu/2 + \ell(\ell + 1)/2r_\mu^2 + V(r_\mu)$. Since $u_\ell(r_\mu)$ solves the equation (5.5) with the energy value $\epsilon_\ell$, the energy derivative $u_\ell'(r_\mu)$ satisfies the equation

$$
\left[ H^{(\mu)}_\ell - \epsilon_\ell \right] r_\mu u_\ell'(r_\mu|\epsilon_\ell) - r_\mu u_\ell(r_\mu|\epsilon_\ell) + O((\Delta \epsilon)^2) = 0.
$$

(5.11)

Both functions, $u_\ell$ and $u_\ell'$, are incorporated in the basis functions used within the LAPW method. Thus, these functions gain more variational freedom and their construction is done without the need for the knowledge of the accurate band energy values. The basis functions have the form

$$
\varphi_n(r) = \varphi^{\text{LAPW}}_K(r) = \begin{cases}
\sum_L \left( A^{(\mu)}_{K,L} u_\ell(r_\mu) + B^{(\mu)}_{K,L} u_\ell'(r_\mu) \right) Y_{\ell}(\hat{r}_\mu) , & r \in \text{MT } \mu \\
\frac{1}{\sqrt{\Omega}} e^{iK \cdot r} , & r \in \text{IR}
\end{cases}.
$$

(5.12)

The expansion coefficients $A^{(\mu)}_{K,L}$ and $B^{(\mu)}_{K,L}$ are chosen such that the basis function and its derivative are continuous at the boundaries between the MTs and the IR.

Because of

$$
\int_{\text{MT } \mu} u_\ell^*(r_\mu|\epsilon)u_\ell(r_\mu|\epsilon)r^2d^3r_\mu = \frac{1}{2\epsilon_\ell} \int_{\text{IR}} u_\ell^*(r_\mu|\epsilon)u_\ell(r_\mu|\epsilon)r^2d^3r_\mu = 0,
$$

(5.13)

the functions $u_\ell$ and $u_\ell'$ are orthogonal. Unfortunately, this does not hold for the LAPW basis set. Thus, in the problem given by Eq. (5.12) off-diagonal matrix elements have to be dropped. Therefore, in the full-potential LAPW (FLAPW) method the potential is expanded in the form

$$
V_{\text{eff}}(r) \approx V_{\text{FLAPW}}(r) = \begin{cases}
\sum_{L} \sum_{\ell} L_{n-\text{sph}}^{\text{sph}} V^{(\mu)}_L(r_\mu) Y_{\ell}(\hat{r}_\mu) , & r \in \text{MT } \mu \\
\sum_{G} G_{\text{max}}^{\text{sph}} \left[ V_{G}^{\text{ext}}(r) + V_{G}^{\text{xc}}(r) \right] e^{iG \cdot r} , & r \in \text{IR}
\end{cases}.
$$

(5.14)

The expansion in the MTs in spherical harmonics up to a value $L_{\text{max}}^{n-\text{sph}} \ell_{\text{max}}^{n-\text{sph}}$ and corresponding quantum numbers $m$ is done by introducing a logarithmic radial mesh. In the IR $G_{\text{max}}$ denotes the maximal wave vector that is taken into account. Additionally the exchange potential $V_{\text{xc}}$ is expanded in basis functions up to a cut-off value $G_{\text{max}}^{\text{xc}}$.

The results presented within this thesis are calculated within the FLAPW method, as it is implemented into the FLEUR code. Within each iteration step of the self-consistent cycle (cf. Sec. 3.2.1), the basis set has to be regenerated, since the basis functions depend on the (renewed) potential $V_{\text{eff}}$ per construction.
5.3 The Fermi Energy and Temperature Broadening

For a metallic system, the energy value of the highest occupied band of a system’s ground state at zero temperature, \( T = 0 \), is defined as Fermi energy, \( E_F \). Thus, the charge density is given by

\[
 n(r) = \frac{1}{V_{\text{BZ}}} \int_{\text{BZ}} \sum_{\nu} \Theta(E_F - \epsilon_{k\nu}) \psi_{k\nu}^\dagger(r) \psi_{k\nu}(r) d^3k, \tag{5.15}
\]

where \( V_{\text{BZ}} \) is the volume of the first Brillouin zone (BZ) in \( k \)-space and \( \Theta(E_F - \epsilon_{k\nu}) \) is the Heaviside step function, which ensures that only occupied states contribute to the density. The requirement, that the integration of the density over the unit cell volume \( \Omega \) equals \( N_e \), the number of electrons therein, i.e.

\[
 \int_{\Omega} n(r') d^3r' = N_e, \tag{5.16}
\]

can be used to determine \( E_F \). In the calculation scheme used in the FLEUR code, this quantity is recalculated within each iteration step (cf. Sec. 3.2.1). However, the sharp distinction between occupied and unoccupied states via the step function can slow down or even disrupt the convergence of the density. This is because of the states nearby \( E_F \) that may change their status from being occupied to empty or vice versa within one iteration step, which leads to sudden changes of the density. In order to avoid such convergence problems, the step function \( \Theta(E_F - \epsilon_{k\nu}) \) typically is replaced by a Fermi-Dirac distribution,

\[
 w_{k\nu}(\epsilon_{k\nu}, T) = \left( \frac{1}{e^{\frac{T}{k_B}(\epsilon_{k\nu} - E_F)} + 1} \right)^{-1}, \tag{5.17}
\]

with the temperature \( T > 0 \) and the Boltzmann constant \( k_B \). Thus, the impact of an energy state that crosses \( E_F \) during the self-consistency cycle on the density is scaled down depending on the chosen temperature. Note that \( w_{k\nu}(\epsilon_{k\nu}, T) \xrightarrow{T \downarrow 0} \Theta(E_F - \epsilon_{k\nu}) \).

In the FLEUR code, the integral over the first BZ in Eq. (5.15) is replaced by a sum over a set of discrete \( k \)-points. The accuracy of a calculation increases with the denseness of such a \( k \)-point mesh, but so does the computational effort. Therefore it is highly advisable to use the structure’s symmetry to reduce the BZ to the irreducible wedge of the BZ (IBZ) and use only the \( k \)-points within this area. With a weight function \( w(k) \), that fulfills \( \sum_{k \in \text{IBZ}} w(k) = 1 \) and accounts for the number of \( k \)-points connected to the regarded one via a symmetry transformation, the expression

\[
 \sum_{k \in \text{IBZ}} w(k) \sum_{\nu} w_{k\nu}(\epsilon_{k\nu}, T) \psi_{k\nu}^\dagger(r) f_{k\nu}(r) \psi_{k\nu}(r) \tag{5.18}
\]

can be used to calculate the charge density \( (f_{k\nu}(r) \equiv 1) \), the magnetization density \( (f_{k\nu}(r) \equiv \sigma) \) and the sum of eigenvalues \( (f_{k\nu}(r) \equiv \epsilon_{k\nu}) \).
5.4 Film Calculations within the FLAPW Method

The basis functions \( \{ \varphi^{\text{LAPW}}_K(r) \} \) (cf. Eq. (5.12)) are constructed such, that they fulfill Bloch’s theorem for a three-dimensional bulk crystal. To investigate structures that are periodically repeated only in two dimensions, but non-periodic along the third direction, commonly chosen as z-axis, it is convenient to introduce a modified set of basis functions, that fulfill Bloch’s theorem only in two dimensions \(^2\):

\[
\psi_{k\parallel}\nu(r) = e^{i\mathbf{k}_{\parallel}\cdot \mathbf{r}} u_{k\parallel\nu}(r), \quad \text{with} \quad u_{k\parallel\nu}(r + \mathbf{R}_n^\parallel) = u_{k\parallel\nu}(r).
\]

(5.19)

The lattice vector \( \mathbf{R}_n^\parallel \) is parallel to the surface and the unit cell is stretched to \( \pm \infty \) along the z-axis. In the reciprocal space the two-dimensional BZ is sampled by \( \mathbf{k}_{\parallel} = (k_x, k_y)^T \).

A semi-infinite structure, as it occurs when e.g. a solid’s surface is investigated, can be approximated by a thin film, where the half space that contains the atoms is simulated by typically the first five to 20 atomic layers nearby the surface \([77]\). Hence, for calculations of a film structure with thickness \( D \) centered at \( z = 0 \), two vacuum regions (VRs) above and underneath the slab (labeled by \( \eta = 1 \) and \( \eta = 2 \), respectively) are introduced. They are separated from the IR by the condition \( |z| > D/2 \) and fill out the remaining space.

The basis set that is used in the FLAPW method for two-dimensional structures is given by functions

\[
\varphi_n(r) = \varphi^{\text{LAPW,2D}}_{K_{\parallel},G_{\perp}}(r) = \begin{cases} 
\sum L \left( A_{K_{\parallel},L}^{(\mu)} u_\ell(r_\mu) + B_{K_{\parallel},L}^{(\mu)} \dot{u}_\ell(r_\mu) \right) Y_L(\hat{r}_\mu), & r \in \text{MT} \mu \\
\frac{1}{\sqrt{\Omega_{\text{red}}}} \frac{1}{e^{i(k_{\parallel}+G_{\perp})\cdot r}} \left( A_{\text{vac},K_{\parallel}}^{(\eta)} v_{K_{\parallel}}(z) + B_{\text{vac},K_{\parallel}}^{(\eta)} \dot{v}_{K_{\parallel}}(z) \right), & r \in \text{IR} \eta,
\end{cases}
\]

(5.20)

where \( \Omega_{\text{red}} \) is the reduced unit-cell volume restricted to the IR only. While the MTs are treated equally to the bulk LAPW basis set as defined in Eq. (5.12), the plane wave in the IR distinguishes the directions parallel and perpendicular to the surface. The sum of reciprocal lattice vector \( \mathbf{G}_{\perp} \) and wave vector \( \mathbf{k}_{\parallel} \), both parallel to the surface, is represented by \( \mathbf{K}_{\parallel} \) and for the z-direction

\[
\mathbf{G}_{\perp} = \frac{2\pi n}{D} \hat{e}_z, \quad n \in \mathbb{N} \text{ and } \tilde{D} > D
\]

(5.21)

is defined. By using a new, larger, parameter \( \tilde{D} \) rather than \( D \), within the IR a restriction of the wave function \( (e^{iG_{\perp}\cdot z} |^{z < \tilde{D}/2} \to (-1)^n \forall n \) and \( \tilde{D} = D \)) at the boundaries to the VRs is avoided.

Finally, in the VRs the basis function is given by a product of a plane wave and a linear combination of two functions, \( v_{K_{\parallel}}(z) \) and its energy derivative \( \dot{v}_{K_{\parallel}}(z) \). They are

\(^2\)In principle, it is also possible to create a superstructure, that preserves the three-dimensional periodicity by repeating the 2D-periodic structure along the third dimension at equidistant steps. However, in order to minimize artificially created interactions among the repeated images and their impact on the results the supercells have to be sufficiently large, so that a huge number of basis functions becomes necessary.
solutions to the equations

\[
\begin{align*}
\left[ \frac{1}{2} \mathbf{K}_\parallel^2 - \frac{1}{2} \frac{\partial^2}{\partial z^2} + V_{\text{vac}}(z) - E_{\text{vac}} \right] v_{\mathbf{K}_\parallel}(z) &= 0 \\
\left[ \frac{1}{2} \mathbf{K}_\parallel^2 - \frac{1}{2} \frac{\partial^2}{\partial z^2} + V_{\text{vac}}(z) - E_{\text{vac}} \right] \dot{v}_{\mathbf{K}_\parallel}(z) &= v_{\mathbf{K}_\parallel}(z),
\end{align*}
\]

(5.22)

(5.23)

with an energy parameter \( E_{\text{vac}} \) and a vacuum potential \( V_{\text{vac}}(z) \), which is constructed from the average of \( V_{\text{eff}}(\mathbf{r}) \) over the \( x \)- and \( y \)-direction and sampled along the \( z \)-direction in equidistant intervals up to a desired distance from the surface. In analogy to the MTs the coefficients \( A^{(v)}_{\text{vac}, \mathbf{K}_\parallel} \) and \( B^{(v)}_{\text{vac}, \mathbf{K}_\parallel} \) in Eq. (5.20) are chosen such, that the resulting basis function and its derivative are continuous at the boundaries to the IR.

5.5 The FLAPW Method within Magnetic Systems

As pointed out in Chapter 4, for the capability of dealing with magnetic systems it is necessary to replace the one-component Kohn-Sham wave-function \( \psi_i \) by a spinor \( \psi_i = \left( \psi_{i\sigma_1}, \psi_{i\sigma_2} \right)^T \) with two components, one for each spin-channel. This spinor is the solution to the Kohn-Sham equation for a magnetic system (cf. Eq. (4.13)),

\[
\left[ \left( -\frac{1}{2} \nabla^2 + V_{\text{eff}}(\mathbf{r}) \right) \mathbb{1} + \mu_{\mathbf{B}} \mathbf{B}_{\text{eff}}(\mathbf{r}) \right] \begin{pmatrix} \psi_{i\sigma_1}(\mathbf{r}) \\ \psi_{i\sigma_2}(\mathbf{r}) \end{pmatrix} = \epsilon_i \begin{pmatrix} \psi_{i\sigma_1}(\mathbf{r}) \\ \psi_{i\sigma_2}(\mathbf{r}) \end{pmatrix}.
\]

(5.24)

Each component \( \psi_{i\sigma}(\mathbf{r}) \) is expanded in terms of a spin-dependent basis set \( \left\{ \varphi_{\mathbf{K}_\parallel G_{\perp}, \sigma}(\mathbf{r}) \right\} \), which is slightly modified compared to Eq. (5.20): The functions \( u_{\ell,\sigma} \) and \( v_{\ell,\sigma} \) as well as their derivatives are now derived from equations with spin-dependent potentials (e.g. \( E_{\text{vac},\sigma} \)) and energies \( \epsilon_{\ell,\sigma} \) and \( E_{\text{vac},\sigma} \), which is indicated by an additional index \( \sigma \) and as well their derivatives are now derived from equations with spin-dependent potentials (e.g. \( E_{\text{vac},\sigma} \)) and energies \( \epsilon_{\ell,\sigma} \) and \( E_{\text{vac},\sigma} \), which is indicated by an additional index \( \sigma \). Also, this index is added to the expansion \( A \) - and \( B \)-coefficients. In the IR the basis functions are identical for both spin-channels.

In the following, two cases are distinguished:

Collinear spin-configuration

If the spin moments are arranged parallel (or anti-parallel) along a fixed global direction, the magnetic density is given by

\[
\mathbf{m}(\mathbf{r}) = m(\mathbf{r}) \cdot \hat{e}_z^{(g)}, \quad \hat{e}_z^{(g)} = \mathbf{R}^{(gr)} \hat{e}_z,
\]

(5.25)

with a \((3 \times 3)\) rotation matrix \( \mathbf{R}^{(gr)} \), connecting the real-space coordinate system to the global spin-frame \( (g) \), which – in this case – is the spin quantization axis (SQA, see Fig. 5.3).

\(^3\)The extension to the relativistic spinor with its four components will not be described in this thesis. More information concerning this issue can be found in [78] and [79].
With the corresponding complex \((2 \times 2)\) rotation matrix in spin-space \(U^{(gr)}\) the Hamiltonian in Eq. (5.24) can be transformed into a diagonal form:

\[
H(r) = U^{(gr)\dagger} \left[ \left( -\frac{1}{2} \nabla^2 + V_{\text{eff}}(r) \right) \mathbb{1} + \mu_B g^z \cdot B_{\text{eff}}(r) \right] U^{(gr)}
\]

\[
= U^{(gr)\dagger} \begin{pmatrix} -\frac{1}{2} \nabla^2 + V_{\text{eff}}(\uparrow, g) & 0 \\ 0 & -\frac{1}{2} \nabla^2 + V_{\text{eff}}(\downarrow, g) \end{pmatrix} U^{(gr)}, \tag{5.26}
\]

with \(V_{\text{eff}}^{(\uparrow, g)}(r) = V_{\text{eff}}(r) + B_{\text{eff}}(r)\) and \(V_{\text{eff}}^{(\downarrow, g)}(r) = V_{\text{eff}}(r) - B_{\text{eff}}(r)\).

Thus, in the global spin-coordinate frame the spin-channels become decoupled and the two components of the rotated spinor \(U^{(gr)}\psi_i\) are associated with spin-up \((\sigma_{1}^{(g)} = \uparrow^{(g)})\) and spin-down \((\sigma_{2}^{(g)} = \downarrow^{(g)})\) components. The remaining task resembles now the problem of two non-magnetic problems with different effective potentials \(V_{\text{eff}}^{(\uparrow, g)}\) and \(V_{\text{eff}}^{(\downarrow, g)}\), that have to be solved using individual basis sets. Besides the Kohn-Sham eigenvalues \(\{\epsilon_i\}\), the only coupling link between these problems is in the exchange-correlation energy \(E_{\text{xc}}(n, m_{z}^{(g)})\), that has to be recalculated within each iteration step.

If SOC is neglected, in a collinear calculation it is always possible to choose the SQA pointing into \(z\)-direction of real-space, without affecting the system’s total energy. In that case, the rotation matrices \(R^{(gr)}\) and \(U^{(gr)}\) become unity matrices and the \(g\)-index can be dropped.

**Non-collinear spin-configuration**

For the description of a magnetic system with non-collinear spin density, a global spin-coordinate frame, in which the two spin-channels are decoupled throughout the crystal, is not provided anymore. By introducing a local spin-frame \((l)\), that depends on the position and is connected to the global frame over rotation matrices \(U^{(lg)}(r)\), the Hamiltonian can be transformed into a diagonal form, nonetheless. Within the FLEUR code, a non-collinear magnetic structure is described by the magnetization density

\[
m(r) = \begin{cases} m(r_{\mu})\hat{e}_{\mu}, & r \in \text{MT } \mu \\ m(r), & \text{else} \end{cases}, \tag{5.27}
\]

where the magnetic direction within the MTs is kept constant. The unit vector

\[
\hat{e}_{\mu} = \frac{M}{|M|}, \quad M = \int_{MT_{\mu}} m(r')d^3r'. \tag{5.28}
\]
denotes the average magnetic direction within the \( \mu \)th MT and is identical to the unit vector of the local-frame \( z \)-direction \( \hat{e}_{z}^{(l)} \). It is connected to the global coordinate system via the spin-rotation matrix \( U^{(\mu)} \) constructed out of the two angles \( \alpha_{\mu} \) and \( \beta_{\mu} \), polar and azimuth angle, respectively. This allows to use basis functions constructed from \( u_{\ell}^{(\sigma)} \) and \( u_{\ell}^{(\sigma)} (\sigma \in \{\uparrow, \downarrow\}) \) in the local frame. Within each iteration step, the direction of the magnetization, and thus, the local frame is allowed to change in the IR, if desired also in the MTs. However, since the orientation converges while approaching a self-consistent solution, it is sufficient to only take the \( z \)-component of the magnetization in terms of the former local-frame into account when the new exchange potential is constructed \([80, 81]\).

In the special case of a homogeneous spin-spiral (cf. Ch. 2) with spin-spiral vector \( \mathbf{q} \) and magnetization direction

\[
\mathbf{M}_{\mu} = M \begin{pmatrix}
\cos (\mathbf{q} \cdot \mathbf{R}_{\mu}) \sin \vartheta \\
\sin (\mathbf{q} \cdot \mathbf{R}_{\mu}) \sin \vartheta \\
\cos \vartheta
\end{pmatrix}
\]

with the cone angle \( \vartheta \), it would be desirable to use a basis function set, that already fulfills the generalized Bloch theorem. This is achieved by multiplying a phase factor \( e^{\mp i \frac{1}{2} \mathbf{q} \cdot \mathbf{r}} \) to the LAPW basis function in the IR and the VRs. In addition, the functions \( \{v_{\ell}^{\sigma}\} \) and \( \{\dot{v}_{\ell}^{\sigma}\} \) are determined as solutions to differential equations, that are the spin-resolved analogues to Eqs. (5.22) and (5.23), except that \( K_{\parallel}^{2} \) is replaced by \( (K_{\parallel} \mp \mathbf{q})^{2} \). The basis functions within MT \( \mu \) is defined with respect to the local frame therein. As usual, the \( A \)- and \( B \)-coefficients are constructed such, that the basis function and its derivative are continuous for every \( \ell \)-channel up to a chosen \( \ell_{\text{max}} \) at the boundaries to the IR.

### 5.5.1 Spin-Orbit Coupling within the fleur code

Because of its relativistic origin, SOC normally gives only a small impact on the total energy compared to the energetic contributions of the scalar-relativistic part of the Hamiltonian. Therefore, as an approximation in FLAPW calculations it is restricted to the MTs only \([82]\), where \( \nabla V_{\text{eff}}(\mathbf{r}) \) (cf. Eq. (4.24)) is largest \([82]\), whereas in the IR and the VRs it is neglected. Then, Eq. (4.27) is simplified to

\[
H_{SO}(\mathbf{r}) = \sum_{\mu} \frac{\Theta \left(R_{MT}^{\mu} - r_{\mu}\right) \xi_{\mu}(r_{\mu}) \sigma \cdot \hat{\mathbf{L}}^{(\mu)}}{H_{SO}^{(\mu)}(\mathbf{r})}, \quad \sigma \cdot \hat{\mathbf{L}}^{(\mu)} = \begin{pmatrix}
\hat{L}_{+}^{(\mu)} \\
\hat{L}_{-}^{(\mu)} \\
\hat{L}_{z}^{(\mu)}
\end{pmatrix},
\]

where \( \hat{L}_{\pm}^{(\mu)} = \hat{L}_{x}^{(\mu)} \pm i \hat{L}_{y}^{(\mu)} \) and \( R_{MT}^{\mu} \) is the MT radius of the \( \mu \)th atom. As pointed out previously, the magnetization direction and therefore the SQA is assumed to be constant within a MT sphere. Using the spin-rotation matrix \( U^{(\mu)} \), the Hamiltonian for the SOC contribution within one MT sphere, \( H_{SO}^{(\mu)} = H_{SO}^{(\mu, g)} \), can be rotated into the local frame,
in which it is diagonal, 

\[ H^{(\mu g)}_{\text{SO}}(r) = U^{(\mu)}(r) \left[ \Theta \left( P_{\mu}^{\text{MT}} - r_{\mu} \right) \xi_{\mu}(r_{\mu}) \begin{pmatrix} \hat{L}_{z}^{(\mu)} & 0 \\ 0 & -\hat{L}_{z}^{(\mu)} \end{pmatrix} \right] U^{(\mu)}(r) . \] (5.31)

Due to the decoupling of the two spin-channels in the diagonal form, both Hamiltonians can be solved (diagonalized) independently from each other. This takes approximately twice the time of a calculation neglecting the spin, whereas the diagonalization of the full Hamiltonian scales with the third power of the size (number of columns, rows). Thus, solving the problem in the block-diagonal form of Eq. (5.31) saves a factor of about \(2^{3/2} = 4\).

Depending on the physical quantity that is investigated, \(H_{\text{SO}}\) is calculated or approximated differently. In this thesis, the magnetocrystalline anisotropy (cf. Sec. 2.2.2) is calculated using a scheme called \textit{second variation} and the Dzyaloshinskii-Moriya interaction (cf. Sec. 2.2.1) is obtained by treating SOC as a first-order perturbation. In both cases, the force theorem is used, to derive the presented results. Both procedures will be discussed in the following.

**First-Order Perturbation Theory**

If \(H_{\text{SO}}\) is treated as perturbation to the scalar-relativistic Hamiltonian \(H_{\text{SR}}\), the energy correction in first order perturbation theory is given by the expectation value of \(H_{\text{SO}}\) with respect to the unperturbed wave-function spinor components \(\psi_{\sigma}^{(\text{SR})}(r) = \sum_{K} c_{K,\sigma} \varphi_{K,\sigma}^{\text{LAPW}}(r)\),

\[
\Delta E = \int \psi_{\sigma}^{(\text{SR})}(r')^{\dagger} H_{\text{SO}}(r') \psi_{\sigma}^{(\text{SR})}(r') d^{3}r' \\
= \sum_{\mu} \sum_{K,K'} \int_{MT\mu} \left( c_{K,\sigma_{1}} \varphi_{K,\sigma_{1}}^{\text{LAPW}}(r') \right)^{\dagger} H_{\text{SO}}^{(\mu)}(r') \left( c_{K',\sigma_{2}} \varphi_{K',\sigma_{2}}^{\text{LAPW}}(r') \right) d^{3}r'. \quad (5.32)
\]

For a spin-spiral calculation with a constant spin-spiral vector \(q\), the unperturbed wave functions \(\varphi_{K}^{\text{LAPW}}\) fulfill the general Bloch theorem, so that they can be written

\[ \varphi_{K}^{\text{LAPW}}(r) = \begin{pmatrix} e^{i(k_{-\frac{\pi}{2}})r} w_{K}^{(\uparrow)}(r) \\ e^{i(k_{+\frac{\pi}{2}})r} w_{K}^{(\downarrow)}(r) \end{pmatrix}, \quad w_{K}^{(\sigma)}(r + R) = w_{K}^{(\sigma)}(r). \] (5.33)

Since \(H_{\text{SO}}(r)\) is lattice periodic, it is straightforward to show that

\[ H_{\text{SO}}(r) \begin{pmatrix} e^{i(k_{-\frac{\pi}{2}})r} w_{K}^{(\uparrow)}(r) \\ e^{i(k_{+\frac{\pi}{2}})r} w_{K}^{(\downarrow)}(r) \end{pmatrix} = \begin{pmatrix} e^{i(k_{-\frac{\pi}{2}})r} w_{K}^{(\uparrow)}(r) \\ e^{i(k_{+\frac{\pi}{2}})r} w_{K}^{(\downarrow)}(r) \end{pmatrix}, \quad \tilde{w}_{K}^{(\sigma)}(r + R) = \tilde{w}_{K}^{(\sigma)}(r). \] (5.34)

The contributions of the off-diagonal \((kk')\)-matrix elements in Eq. (5.32) cancel out, if summed over a supercell of \(N \geq 2\) chemical cells, accounting for both, the crystal and
the magnetic periodicity. With a lattice vector \( \mathbf{R} \) that fulfills \( \mathbf{R} \cdot \mathbf{q} = \frac{2\pi}{N} \), they read

\[
\sum_{j=0}^{N-1} \int_{MT\mu} \varphi_{K,\sigma}^{\text{LAPW}}(r' + j \cdot \mathbf{R})^* H_{SO,\sigma_1 \sigma_2}(r' + j \cdot \mathbf{R}) \varphi_{K',\sigma_2}^{\text{LAPW}}(r' + j \cdot \mathbf{R}) d^3 r' = \sum_{j=0}^{N-1} \int_{MT\mu} e^{i \mathbf{q} \cdot (r' + j \cdot \mathbf{R})} w_{K}^{(\uparrow,\downarrow)}(r')^* \tilde{w}_{K'}^{(\downarrow,\uparrow)}(r') d^3 r' = \left( \sum_{j=0}^{N-1} e^{i 2\pi j N} \right) \int_{MT\mu} e^{i \mathbf{q} \cdot r'} w_{K}^{(\uparrow,\downarrow)}(r')^* \tilde{w}_{K'}^{(\downarrow,\uparrow)}(r') d^3 r' = 0 \quad (5.35)
\]

Thus, the expression in Eq. (5.32) can be simplified to

\[
\Delta E = \sum_{\mu} \sum_{\mathbf{K},\mathbf{K}'} \int_{MT\mu} \left[ w_{K}^{(\sigma)}(r')^* \tilde{w}_{K'}^{(\downarrow,\uparrow)}(r') + w_{K}^{(\downarrow,\uparrow)}(r')^* \tilde{w}_{K'}^{(\sigma)}(r') \right] d^3 r'. \tag{5.36}
\]

In conclusion we have

\[
\Delta E = \sum_{\mu,\mathbf{K},\mathbf{K}',(\sigma)=(\uparrow,\downarrow)} \int_{MT\mu} \left[ w_{K}^{(\sigma)}(r')^* \mathcal{U}_{\mu}(r') \cdot \mathbf{L}_{\mu} \right] \left[ w_{K'}^{(\mu)}(r') \right] d^3 r' \tag{5.37}
\]

with

\[
\begin{pmatrix}
\begin{pmatrix} w_{K}^{(\uparrow,\downarrow)}(r) \\
         w_{K}^{(\downarrow,\uparrow)}(r)
\end{pmatrix}
\end{pmatrix} = \mathcal{U}_{\mu}(r) \sum_{L} Y_{L}(\hat{r}_{\mu}) \begin{pmatrix}
\begin{pmatrix} a_{K,L,(\uparrow,\downarrow)}^{(\mu)}(r_{\mu}) \\
         a_{K,L,(\downarrow,\uparrow)}^{(\mu)}(r_{\mu})
\end{pmatrix}
\end{pmatrix}, \tag{5.38}
\]

where \( a_{K,L,\sigma}^{(\mu)} = c_{K,\sigma} A_{K,L,\sigma}^{(\mu)} \) and \( v_{K,L,\sigma}^{(\mu)} = c_{K,\sigma} B_{K,L,\sigma}^{(\mu)} \). A more detailed review on how these values are calculated in the FLEUR code explicitly can be found e.g. in [33].

The expectation value of the orbital moment is calculated as well and in second order perturbation theory it is given by the expression [35]

\[
\langle \mathbf{L} \rangle = \sum_{i,j} \frac{\langle \psi_i | \mathbf{L} | \psi_j \rangle \langle \psi_i | H_{SO} | \psi_j \rangle}{\epsilon_i - \epsilon_j} w(\epsilon_i, T) (1 - w(\epsilon_j, T)), \tag{5.39}
\]

where \( w(\epsilon, T) \) is the Fermi-Dirac function from Eq. (5.17) and \( i, j = k \nu \). Its value is expected to be maximal at the minimum of the energy, i.e. when the spin moments are pointing into the direction of the easy axis (cf. Ch. 2).

Second Variation

As pointed out in the beginning of this chapter, it is of major importance to use a well-suited basis set, so that already a few basis functions are sufficient to describe the problem acceptably correct. A scheme in which the known eigenfunctions \{ \psi_{\nu}^{(0)} \} to a Hamiltonian \( H_0 \) are used as basis set for the full Hamiltonian \( H = H_0 + H_1 \) with the perturbation \( H_1 \) is called second variation.
For example, $H_{SO}$ can be written within the basis of the unperturbed, scalar-relativistic basis functions. Within this thesis, however, this scheme is not used to describe the Hamiltonian of the spin-orbit coupling as perturbation, but a different orientation of the magnetic moments. The self-consistent solution to a Hamiltonian $H = H_{SR} + H_{SO}$ is used as unperturbed basis set.
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The following two Chapters 6 and 7 are dedicated to present the computational analysis of Co atoms and other transition metals (TMs) deposited in monatomic rows along Pt(664) step-edges. In the beginning of this chapter a brief summary of experimental and theoretical investigations that deal with this particular type of structure is given, followed by a detailed examination regarding the structural setup of the unit cell as it is used in the performed calculations. Then we describe and present computational analyses that have been carried out and that are suitable to obtain system-specific parameters, such as the spin stiffness constant $A$, the Dzyaloshinskii-vector ($D$-vector) and the anisotropy tensor $K$. As part of the investigation we show several convergence tests that help to appraise the reliability of the evaluated data. In the last part of this chapter we explore the two criteria for the appearance of homogeneous and inhomogeneous flat spin spirals, cf. Eqs. (2.39) and (2.52), respectively. The determined parameters enter the criteria as functions of the rotation axis $\hat{e}_{\text{rot}}$, i.e. the axis that is normal to the plane the spins are rotating in. Referring to these criteria a prediction about the resulting magnetic ground state in the Co chains concludes this chapter.

6.1 Current Experimental and Theoretical State of Understanding

Growing monatomic TM chains deposited along the step edges of a Pt(997) surface used as a template is a challenging task. Only a few years ago Dallmeyer, Gambardella and their collaborators succeeded in growing high density arrays of metal wires on vicinal Pt(997) surfaces [10, 84, 85]. Angle-resolved photoemission spectroscopy (ARPES) [10] or the combination of thermal energy atom scattering (TEAS) as real-time control device for a consistent wire deposition and scanning tunneling microscopy (STM) as investigation tool at the atomic scale [84, 85] allowed to determine the best deposition parameters such as the optimal temperature regime that lead to smooth single row TM wires. Historically the first examination of a truly 1D magnet, Co/Pt(997), and first magnetic measurements by X-ray magnetic circular dichroism (XMCD) was reported shortly after [11, 12]. Below a so-called blocking temperature of about $T_B = 15$ K the short-ranged magnetic order is transferred to a long-range ferromagnetic metastable state. The authors explain this ferromagnetic order with a large magnetic anisotropy energy (MAE) of $\Delta E = (2.0 \pm 0.2)$ meV / Co atom and orbital magnetic anisotropy
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(OMA) of $\Delta \mu = 0.12 \mu_B$ in the plane perpendicular to the chains.

The success in growing and measuring 1D magnetic monatomic chain structures as well as the detection of unusual high anisotropy values encouraged the investigation from the theoretical point of view. Early studies from Komelj et al. [15] present the calculation of the XMCD spectra by means of a tight-binding linear muffin-tin orbital (LMTO) method and a full-potential linearized augmented plane-wave (FLAPW) calculation scheme, both of them including spin-orbit (SO) coupling. In order to approach the Pt(997) step-edged structure of the experiment [11] they analyzed Pt-supported and unsupported Co monolayer and Co chains in a repeated supercell structure. They concluded that the performed calculations are only comparable to the experimentally determined results by introducing an orbital-polarization term to the calculation scheme. Also, they found large orbital moments ($> 2 \mu_B$) in the investigated unsupported wire structure. Shick et al. [16] investigated the easy axis direction by using a first-principles calculation scheme (FLAPW method) and found an easy axis direction that is tilted by $18^\circ$ towards the Pt step-edge, which shows the correct tendency, but is not in qualitative agreement with experimental results ($43^\circ$ in Ref. [11]). The calculation of the MAE results in a value of about 4 meV/Co atom, which is two times larger than the experimental result. The authors expect a better agreement when measurements of the MAE are performed in the regime close to $T = 0$K. An investigation of a finite Co-chain structure in a supercell structure is reported by Újfalussy et al. [17]. Their calculations are performed within a fully relativistic Green’s function embedded cluster method. Although the edge atoms of the finite Co chain reveal a slightly larger orbital moment compared to the inner Co atoms ($0.25 \mu_B$ and approximately $0.20 \mu_B$, respectively), they are in satisfying agreement with the results of Gambardella et al. [11]. Furthermore the calculated easy axis ($42^\circ$ towards the Pt step-edge) differs only by $1^\circ$ from the experimental result. The influence of the Pt substrate on the magnetic anisotropy is investigated by Komelj et al. [18] who performed calculations for Co and Fe chains deposited along Pt step-edges. They report on easy axis directions that are tilted by about $67^\circ$ (Co chain) and about $10^\circ$ (Fe chain) towards the step edge.

Up to now, all presented theoretical analyses deal with unit cells that simulate the (997)-surface by using narrow single-layer stripes of Pt atoms deposited on a wider Pt(111) superstructure. The Co chain is then deposited along one edge of these stripes. First investigations with a unit cell containing a true step-edged structure (Pt(664) step-edges, the (111) direction is tilted to the $z$-direction of the unit cell by about $10^\circ$) are presented by Baud et al. [19, 20]. These calculations are performed using the FLEUR code, which allows for a more detailed comparison to the results presented in this thesis. They investigated the effect of relaxation [19] and the deposition of multi-rows [20]. The latter showed a periodic behavior of the easy axis direction and strength of MAE as it has been reported in experiment [14]. Further investigations of the effect of relaxation were performed by Conte et al. [21] and for the case of a single Co atom placed on a Pt(111) surface [7]. In conclusion the analysis of a relaxed structure does not lead to more precise results, as the MAE is of the same order and the difference of the easy axis direction to experiment is larger [19]. The authors explain this by a larger hybridization of the Co orbitals with the Pt substrate as the Co atoms relax towards the step edge.
In conclusion one can state that up to now the focus of theoretical simulation lies on the analysis of anisotropy effects and the strength of orbital and magnetic moments. However, since the step-edged system provides a surface structure with a lack of inversion symmetry and the Pt substrate atoms exhibit large SO interaction, it is also fair to assume that the structure gives rise to a large Dzyaloshinskii-Moriya interaction (DMI) which might play a crucial role in the formation of the magnetic ground state, as it was reported for thin film systems, e.g. Mn/W(110) [4].

6.2 The investigated Structure and computational Parameters

The investigation of the step-edged surface structure is performed using the fleur code in the film geometry (cf. Sec. 5.4). The unit cell is visualized in Fig. 6.1. It contains a thin slab of 43 Pt atoms and two Co atoms placed above and underneath the substrate. Thus, the unit cell describes two monatomic chains that are deposited on both sides of the slab embedded in the step-edges along the [110]-direction, the y-axis of the unit cell. This results in two alternating layers along this direction, in the lower panel of Fig. 6.1 indicated by different color intensities and labeled front and back. Throughout this thesis no relaxation of the unit cell is considered. To ensure a periodic repetition of the structure along the x-direction the step surfaces with normal [111] are tilted by an angle of about 10°, so that the z-direction of the unit cell is [664] and the x-direction is [113]. The used lattice constant is \( a = 7.543 \, \text{a_B} = 3.99 \, \text{Å} \). Along the x-direction the unit cell has the length of the distance of two vicinal Co chains, \( a_x = \sqrt{11} \cdot a \approx 13.24 \, \text{Å} \). The width corresponds to the distance between two neighboring Co atoms within one chain, \( a_y = \frac{a}{\sqrt{2}} \approx 2.82 \, \text{Å} \) (also referred to as \( a_C \)). The distance between the two Co atoms at opposed sides within the unit cell is \( \sqrt{2} \cdot a_x \approx 18.72 \, \text{Å} \) and the interstitial region is confined by \( |z| < D_2 = 10.79 \, \text{Å} \). The plane wave boundary for the basis functions in the interstitial region (IR) is chosen to \( |z| < \tilde{D}_2 = 11.95 \, \text{Å} \). For all types of atoms, labeled by \( \mu \), the muffin-tin (MT) radius is chosen to be \( R_{\text{MT}}^\mu = 1.16 \, \text{Å} < 1.41 \, \text{Å} \), where the latter number is the maximum value meaning that neighboring MTs touch each other.

The cutoff values for the expansion of the Kohn-Sham potential (cf. Eq. (5.14)) are given by \( G_{\text{max}} = 12.0 \, a_B^{-1} \) for the potential and \( G_{\text{max}}^{\text{xc}} = 9.5 \, a_B^{-1} \) for the exchange-correlation potential. For all 45 atoms the non-spherical part of the Hamiltonian is expanded up to \( \ell_{\text{max}}^{\text{sph}} = 6 \). The spherical harmonics in the LAPW basis function set are incorporated up to \( \ell_{\text{max}} = 8 \) within each MT and the number of used basis functions is limited to \( |K| = |k| + |G| < K_{\text{max}} \). In most calculations \( K_{\text{max}} = 3.5 \, a_B^{-1} \) is used. In Section 6.3 calculations within this system will be tested with respect to this value.

The Bravais matrix of the unit cell contains the two vectors of the reciprocal space, \( \mathbf{b}_1 = \left( \frac{2\pi}{a_x}, 0 \right) \) and \( \mathbf{b}_2 = \left( 0, \frac{2\pi}{a_y} \right) \), and reads

\[
\mathbf{B} = \begin{pmatrix} \mathbf{b}_1 \\ \mathbf{b}_2 \end{pmatrix} = \begin{pmatrix} \frac{2\pi}{a_x} & 0 \\ 0 & \frac{2\pi}{a_y} \end{pmatrix} = \begin{pmatrix} 0.25 & 0 \\ 0 & 1.18 \end{pmatrix} a_B^{-1} \quad \text{.} \tag{6.1}
\]
Fig. 6.1: These two figures illustrate the chemical structure that is investigated in this thesis. The lower panel shows a side view on the unit cell, whereas the upper panel shows how the repetition of unit cells in the $xy$-plane leads to the surface structure with repeated step edges along the $x$-direction. The blue circles correspond to the transition metals (Co in this chapter, Fe and Mn in the next) and the red circles represent the substrate atoms (Pt in all cases). The 2D unit cell is a black line in the side view and is 13.24 Å long and 2.82 Å deep.
Each \( \mathbf{k} \)-point and \( \mathbf{q} \)-vector can be expressed in units of these reciprocal vectors by a dimensionless vector (denoted by a tilde \( \tilde{} \)):

\[
\mathbf{k} = \tilde{k} \cdot \mathbf{B} \quad \text{or} \quad \mathbf{q} = \tilde{q} \cdot \mathbf{B}.
\] (6.2)

Because a spiral magnetic structure is only realizable along the \( y \)-direction in the Co chains, all investigated spiral vectors take the form \( \mathbf{q} = (0, q_y) = \left(0, \tilde{q} \cdot \frac{2\pi}{a_y}\right)\).

The period length \( \lambda \) of the spiral is defined by the equation:

\[
\varphi_{\text{period}} = q_y \cdot \hat{\mathbf{e}}_y \cdot \lambda = \tilde{q} \cdot \frac{2\pi}{a_y} \cdot \lambda = 2\pi, \quad (6.3)
\]

so that for a given value \( \tilde{q} \) the period length reads

\[
\lambda = \frac{a_y}{\tilde{q}} = \frac{0.282}{\tilde{q}} \text{ nm}. \quad (6.4)
\]

Instead of \( a_y \) we will use \( a_C \), the nearest-neighbor distance within the chain, in the following.

In order to produce reliable results it is feasible to incorporate a large number of \( \mathbf{k} \)-points within the performed calculations. Especially for the determination of the magnetocrystalline anisotropy (MCA) or the Dzyaloshinskii-vector (D-vector) small differences within the energy play a major role and a precise calculation of this quantity is mandatory. To investigate spiral structures with long ranged periodicity (equivalent to small \( \mathbf{q} \)-vectors) along the chain direction, a denser sampling of the first BZ with \( \mathbf{k} \)-points along the \( y \)-direction compared to the sampling along the \( x \)-direction is recommended. On the other hand the sampling of the BZ should be homogeneous, i.e. the distance among two adjacent \( \mathbf{k} \)-points along the \( x \)-direction \( \delta k_x \) should be comparable to the distance along the \( y \)-direction \( \delta k_y \). In the present calculations we used \( \mathbf{k} \)-point sets with a ratio of

\[
\frac{\delta k_x}{\delta k_y} = 1.7, \quad (6.5)
\]

which means that the density along the \( \mathbf{q} \)-vector is less than two times higher than in the direction perpendicular to \( \mathbf{q} \). In Fig. 6.2 the used \( \mathbf{k} \)-point sets are shown.

6.3 Determination of the Spin Stiffness \( A \)

In this section, the study concerning the spin stiffness \( A \) of the investigated structure is presented. The performed calculations analyze the total energy as a function of the size of the spin spiral vector \( q \).

The value of the spin stiffness describes the Heisenberg-type interaction and enters the previously discussed micromagnetic model (cf. Sec. 2.3) as a parameter. Although it cannot be excluded in the first place that \( A \) exhibits a dependency on the period length \( \lambda \) of a spiral magnetic structure, it is treated as a constant quantity of the underlying
chemical system. By presenting and analyzing test calculations with respect to the number of used k-points and to $K_{\text{max}}$, a cutoff parameter for the number of considered basis functions, in the following we investigate whether this assumption is justifiable.

The value of the spin stiffness is dominated by non-relativistic effects. Therefore, its determination is achieved by calculations in the scalar-relativistic (SR) approximation, so that effects induced by spin-orbit coupling (SOC) are not considered. By the use of the generalized Bloch theorem (cf. Sec. 4.3), the series of calculations with different $q$-vectors are restrictable to the chemical unit cell. In addition, the decoupling of spin and real space allows to diagonalize the Hamiltonian for each spin channel independently. Thus, this time-consuming part of the diagonalization experiences a speed-up by a factor of approximately 4 in the calculations, compared to the computation time of diagonalizing the full Hamiltonian. For small $q$-values the leading energy deviation to the energy of

---

**Fig. 6.2:** This figure shows the different (two-dimensional) k-point sets. Hereafter, we will refer to them by $s_i$ where $i$ labels the four sets. On the left-hand side the unit cell of the investigated structure is shown, whereas the right BZ refers to a doubled unit cell which is used in the investigation of the Mn chains (see next chapter). This is due to the fact that Mn is arranged antiferromagnetically along the step-edges. The blue and the red dots correspond to a sampling of the whole Brillouin zone (BZ) with 128 and 512 k-points, respectively. The green and the brown dots correspond to a sampling of the whole Brillouin zone (BZ) with 64 and 256 k-points, respectively. For calculations that neglect SOC only the k-points of the upper half of the BZ are regarded (indicated by a darker color).
6.3 Determination of the Spin Stiffness $A$

the collinear magnetic structure is expected to depend quadratically on $\tilde{q} = \frac{ac}{2\pi} \cdot q$,

$$E_{SR}(\tilde{q}) = A \cdot \frac{\tilde{q}^2}{a_0^2} + E_{SR,0}, \quad (6.6)$$

where $E_{SR,0}$ is an energy offset and represents the energy value for $\tilde{q} = 0$.

By use of the self-consistency cycle (cf. Sec. 3.2.1) we calculated a charge density in the ferromagnetic order in the SR approximation up to a distance of $\Delta_{s-c} < 10^{-6} \frac{e_{a}}{a_0^3}$, where $\Delta_{s-c}$ represents a measure for the difference between the two charge densities before and after one iteration step. Due to symmetry considerations and performed test calculations the sampling of the BZ could be restricted to the upper half ($k_y > 0$), which results in a number of 64 used $k$-points. Then, we applied the force theorem (cf. Sec. 3.4.1), which means that for a series of different spiral lengths a single iteration step is calculated, where the previously determined self-consistent charge density is taken as starting point. The calculated series of the total energy with respect to $q$ are shown in figure 6.3.

6.3.1 Testing the Convergence of the system

We have tested the value of $A$ with respect to the number of used $k$-points and by varying the number of incorporated basis functions. The latter investigation was realized by performing calculations with different cutoff values $K_{\text{max}}$ and only include basis functions $\varphi_{LAPW,2D}^{K_{\parallel} = \frac{q}{2}, G_{\perp}}$ that fulfill

$$|K_{\parallel} + \frac{q}{2}| = |k_{\parallel} + G_{\parallel} + \frac{q}{2}| < K_{\text{max}}. \quad (6.7)$$

Thus, for each $k$-point a set of about 75 ($K_{\text{max}} = 3.2 a_0^{-1}$), 99 ($K_{\text{max}} = 3.5 a_0^{-1}$) or 126 ($K_{\text{max}} = 3.8 a_0^{-1}$) basis functions per atom in the unit cell is set up. In the left panel of Fig. 6.3 the different series of performed calculations are shown. The spin stiffness constant is calculated for every data set by fitting the results with two functions of the form

$$f_1(\lambda) = A_1 \cdot \lambda^{-2} \text{ and } f_2(\lambda) = A_2 \cdot \lambda^{-2} + B_2. \quad (6.8)$$

The latter function $f_2$ accounts for a possible error in the total energy that corresponds to the ferromagnetic spin alignment, $E_{SR,0}$, which is used as an energy offset. In the right panel of Fig. 6.3 two data sets ($s_2, K_{\text{max},2}$ and $s_2, K_{\text{max},3}$) with respect to $\lambda^{-2}$ and for each set the two fits $f_1$ and $f_2$ are shown. For the fits only data with $\tilde{q}$-values in the regime $0.0 \leq \tilde{q} \leq 0.2$ are regarded, since the quadratic behavior is restricted to small $q$-values. The calculated values for the spin stiffness and the corresponding errors are shown in Table 6.1.

The general trend is that the spin stiffness lies in the order of about 100 meV nm$^2$, but the value of $A$ cannot be regarded as converged with respect to both, the number of considered basis functions and the number of used $k$-points. However, the most accurate calculation setup ($s_2, K_{\text{max},3}$) allows the prediction that a quadratic behavior in this $\tilde{q}$-point regime is justifiable: At first the two different fits seem to converge to the same
Fig. 6.3: In the left panel, the different series of calculated total energies are shown. The k-point set with label $s_1$ corresponds to calculations with 64 k-points and $s_2$ to those with the denser set of 256 k-points, where both sets are located in the upper BZ. The values $K_{\text{max},1}$, $K_{\text{max},2}$ and $K_{\text{max},3}$ denote the values $3.2\ a_B^{-1}$, $3.5\ a_B^{-1}$ and $3.8\ a_B^{-1}$, respectively. For two data series the right panel shows two fits, one with a fixed offset $b = 0$ and a truly linear fit accounting for an error with respect to the value of $E_{\text{SR},0}$.

<table>
<thead>
<tr>
<th>range of $\tilde{q}$ [2$\pi$/a$_C$]</th>
<th>number of k-points</th>
<th>$K_{\text{max}}$ [a$_B^{-1}$]</th>
<th>$(A_1 \pm \sigma_1)$ [meV nm$^2$/Co atom]</th>
<th>$(A_2 \pm \sigma_2)$ [meV nm$^2$/Co atom]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 ... 0.2</td>
<td>64</td>
<td>3.2</td>
<td>99.50 $\pm$ 8.39</td>
<td>95.28 $\pm$ 13.39</td>
</tr>
<tr>
<td>0.0 ... 0.2</td>
<td>64</td>
<td>3.5</td>
<td>75.31 $\pm$ 8.85</td>
<td>87.88 $\pm$ 10.43</td>
</tr>
<tr>
<td>0.0 ... 0.2</td>
<td>256</td>
<td>3.2</td>
<td>128.87 $\pm$ 14.75</td>
<td>107.83 $\pm$ 17.31</td>
</tr>
<tr>
<td>0.0 ... 0.2</td>
<td>256</td>
<td>3.5</td>
<td>101.05 $\pm$ 4.16</td>
<td>95.13 $\pm$ 4.89</td>
</tr>
<tr>
<td>0.0 ... 0.2</td>
<td>256</td>
<td>3.8</td>
<td>96.91 $\pm$ 1.37</td>
<td>96.50 $\pm$ 2.24</td>
</tr>
</tbody>
</table>

Tab. 6.1: Here are listed the values for the spin stiffness and the corresponding errors, as they result from the two different fits. In the most accurate calculation ($K_{\text{max},3}, s_2$), the value for the spin stiffness is nearly converged with respect to both parameters, the number of k-points and the number of regarded basis functions. Both fits seem to converge to the same value, whereas a fit of the form $y = a \cdot x + b$ shows less fluctuations with respect to $A$ and is therefore more reliable than a fit of the form $y = a \cdot x$. 
value of about $A = 97 \text{meV nm}^2/\text{Co atom}$ and secondly, the error decreases for both fits, $f_1$ and $f_2$. If only the first four data points with $\tilde{q}$-values between 0.0 and 0.15 are taken into account the value of $A$ decrease by about 20 % (for the $k$-point mesh $s_1$) or increase by about 5-10 % (for the $k$-point mesh $s_2$). In the following analysis a spin stiffness constant of $A = 96.50 \text{meV nm}^2/\text{Co atom}$ is used, which represents the result for the most accurate data set and a fit of the form $f_2$.

6.4 The Anisotropy Tensor

In a crystal structure the total energy usually depends on the direction of the spin moments $\mathbf{m} = \mathbf{m}(\vartheta, \varphi)$ with respect to their orientation in real space, which is why it is crucial to include SOC in the performed calculations (cf. Sec. 2.2.2). Up to the second order in $\mathbf{m}$ it is possible to describe the magnetocrystalline anisotropy (MCA) energy $E_{\text{MCA}}(\mathbf{m})$ by an anisotropy tensor $\mathbf{K}$ (see Eq. (2.17)). To extract this tensor for the investigated structure, it is necessary to determine the three principal axis, namely the easy, medium and hard axis, and their directions with respect to the unit cell coordinates. This is realized by determining the energy series

$$
E(\vartheta, \varphi = 0^\circ) \quad \text{with} \quad \vartheta \in \{\pm 90^\circ, \pm 75^\circ, \pm 60^\circ, \pm 45^\circ, \pm 30^\circ, \pm 15^\circ, 0^\circ\}.
$$

Due to the absence of external magnetic fields and the time-inversion symmetry (see Eq. (2.18)) it is sufficient to restrict the calculations to $|\vartheta| \leq 90^\circ$.

To circumvent the huge computational demand of determining self-consistent solutions to the Kohn-Sham equations for every single spin moment direction, the force theorem is used (cf. Sec. 3.4.1). For spins pointing parallel to the chain direction ($y$-direction, $\vartheta = \varphi = 90^\circ$) a self-consistent solution is determined up to a distance of $\Delta_{\text{s-c}} < 10^{-6} \frac{\mathbf{r}}{a_B^3}$ between input and output charge densities. The number of used basis functions is approximately 100 per atom (corresponding to $K_{\text{max}} = 3.5 a_B^{-1}$) and the used $k$-point set contains 128 $k$-points in the whole BZ. Then, for each investigated direction the resulting preconverged charge density is used to calculate the change in energy caused by a single iteration step. The resulting data sets are shown in Fig. 6.4. For the spin moments with $\varphi = 0^\circ$ an additional series is indicated in order to investigate the impact of the preconverged charge density and the force step on the resulting energies. The starting densities differ only in the direction of the magnetic moment which points in the direction of the chain (labeled inpl.) in one case and normal to the terrace surface (labeled oopl.) in the other case. As can be observed from the resulting energies, the effect is small compared to most energy differences within one series.

Due to the fact that the terrace normal and the $z$-direction of the unit cell (referred to as ·u.c.) enclose an angle of about 10°, the spin quantization axis used in the calculations and shown in the figure are connected via a rotation in the $xz$-plane. The resulting pairs of angles are displayed in Table 6.2.

The total energy as function of the spin moments pointing towards the normal direction of the terrace (out-of plane, $\vartheta = \varphi = 0^\circ$) is part of both data sets, $\varphi = 0^\circ$ and
Fig. 6.4: To extract the MCA energy we determined the energy for different collinear spin alignments. In the case of $\varphi = 0^\circ$ the $xz$-plane and in the case of $\varphi = 90^\circ$ the $yz$-plane is sampled. Additionally, the former data set is collected using two different charge densities as a starting point, one with spins pointing along the $z$-direction (oopl.) and the other in $y$-direction (inpl.). The resulting energy determined by the force theorem is not affected much by the choice of the starting potential.

<table>
<thead>
<tr>
<th>$\vartheta$</th>
<th>$\varphi$</th>
<th>$\vartheta_{\text{u.c.}}$</th>
<th>$\varphi_{\text{u.c.}}$</th>
<th>$\vartheta$</th>
<th>$\varphi$</th>
<th>$\vartheta_{\text{u.c.}}$</th>
<th>$\varphi_{\text{u.c.}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-90</td>
<td>0</td>
<td>100.025</td>
<td>180</td>
<td>-90</td>
<td>90</td>
<td>90.000</td>
<td>270.000</td>
</tr>
<tr>
<td>-75</td>
<td>0</td>
<td>85.025</td>
<td>180</td>
<td>-75</td>
<td>90</td>
<td>75.234</td>
<td>267.329</td>
</tr>
<tr>
<td>-60</td>
<td>0</td>
<td>70.025</td>
<td>180</td>
<td>-60</td>
<td>90</td>
<td>60.504</td>
<td>264.261</td>
</tr>
<tr>
<td>-45</td>
<td>0</td>
<td>55.025</td>
<td>180</td>
<td>-45</td>
<td>90</td>
<td>45.868</td>
<td>260.125</td>
</tr>
<tr>
<td>-30</td>
<td>0</td>
<td>40.025</td>
<td>180</td>
<td>-30</td>
<td>90</td>
<td>31.482</td>
<td>253.221</td>
</tr>
<tr>
<td>-15</td>
<td>0</td>
<td>25.025</td>
<td>180</td>
<td>-15</td>
<td>90</td>
<td>17.978</td>
<td>236.990</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>10.025</td>
<td>180</td>
<td>0</td>
<td>90</td>
<td>10.025</td>
<td>180.000</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>4.975</td>
<td>0</td>
<td>15</td>
<td>90</td>
<td>17.978</td>
<td>123.011</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>19.975</td>
<td>0</td>
<td>30</td>
<td>90</td>
<td>31.482</td>
<td>106.779</td>
</tr>
<tr>
<td>45</td>
<td>0</td>
<td>34.975</td>
<td>0</td>
<td>45</td>
<td>90</td>
<td>45.868</td>
<td>99.875</td>
</tr>
<tr>
<td>60</td>
<td>0</td>
<td>49.975</td>
<td>0</td>
<td>60</td>
<td>90</td>
<td>60.504</td>
<td>95.739</td>
</tr>
<tr>
<td>75</td>
<td>0</td>
<td>64.975</td>
<td>0</td>
<td>75</td>
<td>90</td>
<td>75.234</td>
<td>92.671</td>
</tr>
<tr>
<td>90</td>
<td>0</td>
<td>79.975</td>
<td>0</td>
<td>90</td>
<td>90</td>
<td>90.000</td>
<td>90.000</td>
</tr>
</tbody>
</table>

Tab. 6.2: Here are listed the spherical angles $\vartheta$ and $\varphi$ with respect to the (111)-direction (out-of-plane) in degrees and the corresponding values $\vartheta_{\text{u.c.}}$ and $\varphi_{\text{u.c.}}$ with respect to the coordinate system of the unit cell.
\( \varphi = 90^\circ \), respectively. Therefore, the functions that are fitted to the data sets read

\[
E_{\text{fit}}(\vartheta, \varphi) = A_{\varphi} \cdot \left[ \cos^2 (\vartheta + B_{\varphi}) - \cos^2 (B_{\varphi}) \right],
\]

(6.10)

where \( A_{\varphi} \) and \( B_{\varphi} \) are two fitting parameters. This type of function already accounts for a data comprehensive energy offset since \( E_{\text{fit}}(0, 0) = 0 \). Thus it is ensured that the relative energy value for the principal axis pointing along the chain direction is given with reference to the values of the other two principal axis that are located within the \( xz \)-plane, along two directions perpendicular to each other.

Evaluating the extrema of the fit functions for the data sets labeled 'inpl.' we extract the values for the three principal axes:

\[
\begin{align*}
k_1 &= E_{\text{fit}}(\vartheta = -61^\circ, \varphi = 0^\circ) = -1.26 \text{ meV / Co atom}, \\
k_2 &= E_{\text{fit}}(\vartheta = 90^\circ, \varphi = 90^\circ) = -0.29 \text{ meV / Co atom}, \\
k_3 &= E_{\text{fit}}(\vartheta = 29^\circ, \varphi = 0^\circ) = 0.39 \text{ meV / Co atom},
\end{align*}
\]

(6.11)

The easy axis is tilted by \( \vartheta_{\text{easy}} = -61^\circ \) with respect to the \((111)\)-surface towards the upper terrace. In the case of the data set with the charge density preconverged with spin moments pointing in \( z \)-direction ('oopl'), we find an angle of \( -60^\circ \) and \( k_1 = -1.27 \text{ meV} \) and \( k_3 = 0.41 \text{ meV} \) per Co atom. The energy difference of easy and hard axis is about 1.7 meV, which is comparable to experimental results \((2.0 \pm 0.2) \text{ meV / Co atom in the experiment of Gambardella et al. [11]}\). Although the tendency of the direction of \( k_1 \) is in agreement with previous experimental and theoretical studies, the tilting of the easy axis towards the upper terrace is overestimated by almost 20° compared to experiment \((\vartheta_{\text{easy}} = 43^\circ \text{ in [11]}\)). To explore the origin of this instance we will approach the determination of the angle \( \vartheta_{\text{easy}} \) by exploring the orbital moment and by following the calculation scheme used by Baud et al. [19].

6.4.1 Determination of the Easy Axis Direction

As pointed out in Eq. (5.39) of Section 5.5.1, the expectation value of the orbital moment is expected to be maximal, when the spin moments are constrained in a direction nearby the easy axis direction. This instance can be used to determine the easy axis by use of a different approach besides the investigation of the total energy. For a selective number of atoms (Co atom and a choice of particular Pt atoms nearby) the calculated relative orbital moments are shown in Fig. 6.5. These quantities are given with respect to the corresponding values when the spin moments point in the \((111)\)-direction \((\vartheta = 0^\circ)\).

Apparently, the maximum of the Co orbital moment is reached for \( \vartheta = -36^\circ \) with a value of 0.203 \( \mu_B \) and an orbital moment anisotropy (OMA) of about 0.049 \( \mu_B \). Two of the Pt atoms that are located at the surface next to the chain show the largest anisotropies induced in the substrate (atoms labeled 40: OMA of 0.017 \( \mu_B \), atoms labeled 42: OMA of 0.019 \( \mu_B \)). Their maxima are reached for \( \vartheta_{\text{max}} = -81^\circ \) (Pt atom 40) and \( \vartheta_{\text{max}} = -78^\circ \) (Pt atom 42). Summing up over all orbital moments of atoms (labeled 2,4,...,44), a maximum at \( \vartheta = -52^\circ \) is found which is in better agreement to the calculated easy axis by the investigation of the total energy \((\vartheta_{\text{easy}} = 61^\circ)\). Still it is
Fig. 6.5: In this figure the orbital moment anisotropies of several selected atoms with respect to the $xz$-plane are shown. Note that these values are not absolute quantities, but represent the difference to the corresponding orbital moment when the Co spin moment is oriented normal to the surface ($\vartheta = 0$). It shows that the sum of orbital moments (black dots) is a compromise of the orbital moment of the Co atom (blue data) and mainly two nearby Pt atoms contributions, labeled 40 and 42. Thus, the maximal value of $-35^\circ$ of the Co atom only is directed towards the upper terrace, resulting in a maximum of the sum over all orbital moments at $-52^\circ$. In addition, it is remarkable that the anisotropy of the atom labeled 34 is of minor importance, although it is one of three next-neighbors to the Co atom.

<table>
<thead>
<tr>
<th>label of atom</th>
<th>$L_{\text{max}}$ [$\mu_B$]</th>
<th>$\vartheta_{\text{max}}$ [degrees]</th>
<th>OMA [$\mu_B$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0.037</td>
<td>-41</td>
<td>0.013</td>
</tr>
<tr>
<td>34</td>
<td>0.046</td>
<td>-74</td>
<td>0.007</td>
</tr>
<tr>
<td>36</td>
<td>0.012</td>
<td>73</td>
<td>0.005</td>
</tr>
<tr>
<td>40</td>
<td>0.016</td>
<td>-81</td>
<td>0.017</td>
</tr>
<tr>
<td>42</td>
<td>0.062</td>
<td>-78</td>
<td>0.019</td>
</tr>
<tr>
<td>44</td>
<td>0.203</td>
<td>-36</td>
<td>0.049</td>
</tr>
<tr>
<td>sum(2, 4, ..., 44)</td>
<td>0.786</td>
<td>-52</td>
<td>0.120</td>
</tr>
</tbody>
</table>

Tab. 6.3: In this table the maximal values for the orbital moments of the Co atom and a selection of Pt atoms nearby the chain are shown. In addition the corresponding polar angle $\vartheta$ is given and the orbital magnetic anisotropy (OMA). The labels correspond to the inset picture in Fig. 6.5.
6.4 The Anisotropy Tensor

<table>
<thead>
<tr>
<th></th>
<th>xc-potential</th>
<th>$K_{\text{max}}$ [Å$^{-1}$]</th>
<th>inv. sym.</th>
<th>$\vartheta_{\text{easy}}$ [degrees]</th>
<th>$\Delta E_{\text{easy}}$ [meV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>series 1</td>
<td>LDA</td>
<td>3.5</td>
<td>no</td>
<td>-61</td>
<td>-1.26</td>
</tr>
<tr>
<td>series 2</td>
<td>LDA</td>
<td>3.2</td>
<td>no</td>
<td>-55</td>
<td>-0.68</td>
</tr>
<tr>
<td>series 3</td>
<td>LDA</td>
<td>3.2</td>
<td>yes</td>
<td>-55</td>
<td>-0.68</td>
</tr>
<tr>
<td>series 4</td>
<td>GGA</td>
<td>3.2</td>
<td>yes</td>
<td>-51</td>
<td>-1.26</td>
</tr>
<tr>
<td>Ref. [19]</td>
<td>GGA</td>
<td>3.2</td>
<td>yes</td>
<td>-52</td>
<td>-1.55</td>
</tr>
</tbody>
</table>

Tab. 6.4: Here are listed the results for the polar angle $\vartheta_{\text{easy}}$ of the easy axis direction and the difference $\Delta E_{\text{easy}} = E(\vartheta_{\text{easy}}) - E(\vartheta = 0)$ for different computational setups. In addition, the results from Baud et al. [19] are listed. It appears that the easy axis direction is sensible to the chosen xc potential.

It is worthwhile to examine, why the easy axis differs from experimental results [11] by more than 10°.

As already mentioned in Section 6.1, the performed calculations and the presented analysis can be compared to previously published results by Baud et al. [19], as the presented data in this paper was calculated by use of the FLEUR code. The main differences to the performed calculations in this thesis are listed consecutively:

1. A different approximation of the exchange correlation potential is used (cf. Sec. 3.3). Whereas Baud et al. used a general gradient approximation (GGA) scheme proposed by Perdew and Wang [60], in this thesis a local density approximation (LDA) derived by Moruzzi, Janak and Williams [63] is used.

2. Whereas in this work nearly 100 basis functions per atom in the unit cell are considered (realized by a cutoff parameter of $K_{\text{max}} = 3.5$ Å$^{-1}$), Baud et al. used $K_{\text{max}} = 3.2$ Å$^{-1}$ or about 75 basis functions per atom.

3. Baud et al. produced their results by using a FLEUR feature to take advantage of the inversion symmetry of the investigated structure, whereas in this examination all 45 atoms are treated as individual atom types.

In order to re-calculate the results of Ref. [19] we varied the parameters of the calculation in several test series (see Tab. 6.4). The results in terms of the MCA and the orbital moments are shown in Fig. 6.6.

Fortunately, the adoption of the three different adjustments used in [19] leads to results that are in good agreement with the reported outcomes. Especially the orbital moments and the easy axis direction are in accordance. The use of LDA leads to a further tilting of the easy axis towards the upper Pt terrace, so that the difference to the experimental value of 43° [11] is enlarged. On the other hand, the value of the MCA seems to describe the experimental value of about 2.0 meV better than the use of the GGA functional. In the concluding part of this chapter, we assume that the easy axis direction is given by $\vartheta = -61°$. Accounting for the presented analysis of the two exchange-correlation functionals, it is on the other hand advisable to treat the determination of the easy axis direction with care.
Fig. 6.6: In this figure an approach to the calculation scheme used in Ref. [19] is shown. In the upper panel the MCA is calculated and in the lower panel the orbital moments are shown. The accordance is satisfying, when all three parameters are adopted, whereas the easy axis tilted by about 10° towards the step edge by use of a different exchange-correlation potential approach.

6.5 Investigation of the Dzyaloshinskii-Moriya Interaction

The investigation of the DMI in a one-dimensional (1D) magnet is a new topic of scientific research and to our knowledge it is the first time to present calculations regarding this antisymmetric exchange interaction in a step-edged surface structure decorated with a monatomic chain. As pointed out in Chapter 2, a system with substrate atoms that have a large nuclear number and thus exhibit strong SO interaction can give rise to a large DMI, when in addition the structure lacks inversion symmetry.

The preconverged charge density is determined by incorporating 64 k-points in the upper half of the two-dimensional BZ (i.e. $k_y > 0$). To avoid errors occurring from rotation of the magnetic moments within the unit cell, the magnetization in the interstitial region (IR, cf. Sec. 5.1) is set to zero. Although at first sight, such a procedure seems to cause a large error in the resulting energies, it leads to more precise results. This is due to the fact that the induced error is of the same size for all calculations, whereas an error of non-rotated magnetization densities in the IR leads to a $q$-dependent error, which falsifies the results in a more crucial manner. By applying the force theorem, spin-spiral ground states for a series of different $\tilde{q}$-values are computed. The effect of SOC is calculated in first order perturbation theory and the resulting shift in the energy
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\[ \hat{\mathbf{e}}_{\text{rot}} \parallel \hat{\mathbf{e}}_x, s_1 \]
\[ \hat{\mathbf{e}}_{\text{rot}} \parallel \hat{\mathbf{e}}_y, s_1 \]
\[ \hat{\mathbf{e}}_{\text{rot}} \parallel \hat{\mathbf{e}}_z, s_2 \]

\[
\Delta E \text{[meV/Co atom]}
\]

\[
\tilde{q} \left[ \frac{2 \pi}{a_c} \right] -8 -6 -4 -2 0 2
\]

\[
\Delta E \text{[meV/Co atom]}
\]

\[
\tilde{q} \left[ \frac{2 \pi}{a_c} \right] -0.08 -0.06 -0.04 -0.02 0.00 0.02
\]

**Fig. 6.7:** Examination of the three components of the D-vector. The dashed lines correspond to calculations with 128 \( k \)-points, whereas the solid lines represent calculations with 512 \( k \)-points. The right panel shows the \( y \)-component enhanced by a factor of 100. Since the value decreases when the number of \( k \)-points in increased, the deviations from zero are attributed to numerical effects.

(compared to the accordant calculation where SOC is neglected) is given by \( \Delta E \).

### 6.5.1 The D-vector in Co/Pt(664)

Since the investigated structure exhibits only one mirror plane which is perpendicular to the \( y \)-direction, the D-vector is expected to be of the form (cf. Sec. 2.2.1)

\[
\mathbf{D} = \begin{pmatrix} D_x \\ 0 \\ D_z \end{pmatrix}
\]

(6.12)

In order to determine \( D_x \) and \( D_z \) and to confirm that \( D_y = 0 \) we evaluated for every considered \( \tilde{q} \)-point three planar spin-spiral structures, for which the rotation axis \( \hat{\mathbf{e}}_{\text{rot}} \) is set parallel to \( \hat{\mathbf{e}}_x \), \( \hat{\mathbf{e}}_y \) and \( \hat{\mathbf{e}}_z \). In Fig. 6.7 the performed calculations regarding all three components of the D-vector are shown up to the antiferromagnetic regime (\( \tilde{q} = 0.0 \) to \( \tilde{q} = 0.5 \)). Additionally to a set of 128 \( k \)-points in the whole BZ (labeled \( s_1 \)), a few calculations with a denser mesh of 512 \( k \)-points (labeled \( s_2 \)) are shown. Whereas \( \Delta E_x \) and \( \Delta E_z \) (corresponding to \( \hat{\mathbf{e}}_{\text{rot}} \parallel \hat{\mathbf{e}}_x \) and \( \hat{\mathbf{e}}_{\text{rot}} \parallel \hat{\mathbf{e}}_z \), respectively) show a nearly linear course up to \( \tilde{q} = 0.2 \), the energy difference \( \Delta E_y \) smaller by a factor of 100. The visible
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| $|\Delta E(\vartheta_r = 70^\circ)|$ | 1.2877 meV / Co atom |
| $|\Delta E(\vartheta_r = 72^\circ)|$ | 1.2884 meV / Co atom |
| $|\Delta E(\vartheta_r = 74^\circ)|$ | 1.2878 meV / Co atom |
| $\sqrt{(\Delta E_x)^2 + (\Delta E_z)^2}$ | 1.2884 meV / Co atom |

Tab. 6.5: For a rotation axis of $\vartheta_r = 72^\circ$ the value of $|\Delta E(\vartheta_r)|$ becomes maximal and is identical to $\sqrt{(\Delta E_x)^2 + (\Delta E_z)^2}$.

fluctuation of $\Delta E_y$ decreases for a denser $k$-point mesh (see right panel of Fig. 6.7), so that the calculated difference to zero can be attributed to numerical inaccuracy.

In the following we present another set of performed calculations that determines the SO-induced energy correction term $\Delta E$ for different rotation axes $\vartheta_r \in \{0^\circ, 70^\circ, 72^\circ, 74^\circ, 90^\circ\}$,

where the $\tilde{q}$-value ($\tilde{q} = 0.1$) and the $k$-point set ($s_1$) are kept fixed. The purpose of this examination is to test whether

$$\Delta E_x = \Delta E(\vartheta_r = 90^\circ) = -1.2257 \text{ meV / Co atom}$$

and

$$\Delta E_z = \Delta E(\vartheta_r = 0^\circ) = -0.3972 \text{ meV / Co atom},$$

taken from the calculations shown in Fig. 6.7 actually can be treated as components of a vector. If this was the case, we would expect a maximal value of $\Delta E = \sqrt{(\Delta E_x)^2 + (\Delta E_z)^2}$ for

$$\vartheta_r = \arctan \left( \frac{\Delta E_x}{\Delta E_z} \right) = 72^\circ.$$

The results are shown in Table 6.5. Indeed, the strength as well as the direction of a vector spanned by $\Delta E_x$ and $\Delta E_z$ is sufficiently well described by a calculation of these two energy differences. This result can also be interpreted as a strong indication that the $D$-vector is not affected by the rotation axis.

6.5.2 Influence of the Broadening Temperature

In order to calculate reliable values for the strength of $D$ it is necessary to examine the role of the broadening temperature. This parameter determines the weight for the states near the Fermi energy, i.e. how they enter the total energy when SOC is included. In Fig. 6.7 this value is set to $k_B T = 10^{-3}$ htr, which corresponds to approximately 27.21 meV or a broadening temperature of 316 K. Since the energy correction $\Delta E$ is in the order of 3 meV, it is advisable to explore the influence on the resulting $D$-vector components by decreasing the temperature down to $k_B T = 10^{-5}$ htr. In Figs. 6.8 and 6.9 the results for the two investigated directions are shown. In addition, the values are listed in Table 6.6.

For both components, $D_x$ and $D_z$ the calculated data shows that the linear behavior in the regime for large broadening temperatures does not hold, when the value is decreased.
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As for low temperatures, the crucial region around the Fermi energy is very narrow, only a dense $\mathbf{k}$-point mesh is capable of describing the change in the energy properly. The resulting curves show that below a temperature of 158 K the linear dependency is superimposed by oscillations that we trace back to be caused by the limited number of considered $\mathbf{k}$-points. Aside from a massively large fluctuation and a resulting large error for the linear fit, the value of the slope seems to converge in both cases (lower panel of both figures 6.8 and 6.9). The values and the corresponding errors are listed in Table 6.6. In the following we refer to the value of $D_x$ and $D_z$ that are calculated with the lowest broadening temperature, so that the $\mathbf{D}$-vector takes the form

$$D = \begin{pmatrix} -2.95 \\ 0 \\ -0.59 \end{pmatrix} \text{ meV nm}.$$  

(6.14)

6.5.3 Atom-resolved Contributions to DMI

The value of $\Delta E$ is the sum over the contributions that arise from each atom within the unit cell. In this sections we study the individual contributions to the SO-induced energy correction with respect to a formula that describes the DMI as an interaction of
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Fig. 6.9: This figure shows the analysis of $D_z$ with respect to the broadening temperature. For explanations see the caption of Fig. 6.8. Also, the drawn conclusions resemble those given for $D_x$.

<table>
<thead>
<tr>
<th>broad. temp. $T$ [K]</th>
<th>$(D_x \pm \sigma_{D_x})$ [meV nm / Co atom]</th>
<th>$(D_z \pm \sigma_{D_z})$ [meV nm / Co atom]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3158</td>
<td>$-1.61 \pm 0.01$</td>
<td>$0.64 \pm 0.002$</td>
</tr>
<tr>
<td>1579</td>
<td>$-3.05 \pm 0.01$</td>
<td>$0.87 \pm 0.03$</td>
</tr>
<tr>
<td>631.6</td>
<td>$-3.33 \pm 0.15$</td>
<td>$-0.16 \pm 0.07$</td>
</tr>
<tr>
<td>315.8</td>
<td>$-3.28 \pm 0.17$</td>
<td>$-0.73 \pm 0.09$</td>
</tr>
<tr>
<td>157.9</td>
<td>$-3.30 \pm 0.07$</td>
<td>$-0.88 \pm 0.19$</td>
</tr>
<tr>
<td>63.2</td>
<td>$-3.07 \pm 0.33$</td>
<td>$-1.09 \pm 0.38$</td>
</tr>
<tr>
<td>31.6</td>
<td>$-2.97 \pm 0.57$</td>
<td>$-1.08 \pm 0.51$</td>
</tr>
<tr>
<td>15.8</td>
<td>$-2.98 \pm 0.73$</td>
<td>$-0.92 \pm 0.61$</td>
</tr>
<tr>
<td>6.3</td>
<td>$-2.96 \pm 0.83$</td>
<td>$-0.70 \pm 0.65$</td>
</tr>
<tr>
<td>3.2</td>
<td>$-2.95 \pm 0.83$</td>
<td>$-0.59 \pm 0.68$</td>
</tr>
</tbody>
</table>

Tab. 6.6: The calculated D-vector components $D_x$ and $D_z$ for different broadening temperatures are shown. They result from a linear fit of the form $y = D \cdot x$. On the one hand the error increases due to the nonlinear behavior at low temperatures, but on the other hand the value of the slope seems to converge in both cases.
Fig. 6.10: The atom-resolved analysis of the different energy contributions shows that the strength of DMI decreases with larger distances to the nearest Co chain. Two of the three Pt atoms (34, 42) show the largest contributions. On the other hand the third Pt atom (32) nearby the chain is not large, which is due to the fact that it is positioned in the same layer as the Co atom (indicated by a darker color compared to (34) and (42)) and therefore has a larger distance to the next-nearest Co atom in the chain. The total contribution to the DMI is small since the different contributions nearly cancel each other out, as it is e.g. the case for (34) and (42).

We consider two magnetic atoms $A$ and $B$ with normed spins $\hat{S}_A$ and $\hat{S}_B$, respectively, that are placed on a substrate with atoms that are non-magnetic but exhibit a large SOC constant $\xi$. Then the anisotropic exchange interaction of the two deposited atoms via a substrate atom positioned at the origin is given by

$$H_{\text{DM}} = -V_{\text{eff}}(\xi) \frac{\sin[k_F (R_A + R_B + R_{AB}) + \eta]}{R_A R_B R_{AB}} \hat{R}_A \cdot \hat{R}_B \left( \hat{R}_A \times \hat{R}_B \right) \left( \hat{S}_A \times \hat{S}_B \right),$$

where $V_{\text{eff}}(\xi)$ is a SO induced potential, $R_A = R_A \hat{R}_A$ and $R_B = R_B \hat{R}_B$ point to the two magnetic atoms’ sites, that are $R_{AB} = |R_B - R_A|$ apart from each other, $k_F$ is the absolute of the Fermi vector and $\eta$ is a phase shift induced by the magnetic atoms.

In the following we will explore formula (6.15) by an analysis of the energy correction values coming from each atom site in the unit cell. In Fig. 6.10 the absolute value of the atom-resolved contributions to the D-vector as they result from the calculated SOC energy corrections for $\tilde{q} = 0.1$ and rotation axes in $x$- and $z$-direction as shown.
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with respect to the distance to the next-nearest chain of Co atoms. In addition to the strength of the resulting D-vector contribution the direction indicated by a vector in the \(xz\)-plane is shown in the small picture b in Fig. 6.10. Due to the inversion symmetric setup of the unit cell, the sum over all contributions vanishes as two atoms \(i\) and \(i + 1\) (\(1 \leq i \leq 44\)) form a pair connected by inversion symmetry via the origin and their contributions cancel out. This is in agreement with Eq. (6.15) as the inversion operator only changes the sign of \(\hat{R}_A \times \hat{R}_B\) and thus the sign of \(H_{\text{DM}}\).

A second characteristic of the investigated data in Fig. 6.10 is that the contributions show a tendency to decrease with increasing distance to the nearest Co chain. According to Eq. (6.15) this decay should have an \(1/R^2\)-like characteristic.

Finally we denote that the strength of \(H_{\text{DM}}\) becomes largest when \(\hat{S}_A \times \hat{S}_B\) is parallel to \(\hat{R}_A \times \hat{R}_B\). In other words, we expect the tendency that the energy contribution of a substrate atom is largest perpendicular to the rotation plane of the spins \(\hat{S}_A\) and \(\hat{S}_B\). This results in a vortex-like structure, when the energy corrections are denoted by a vector. This is illustrated by the small picture b in Fig. 6.10.

### 6.6 Magnetic Ground State of Co chains

Up to this point of this chapter we have analyzed the system Co/Pt(664) with respect to the spin stiffness \(A\), the Dzyaloshinskii-vector (D-vector) and the anisotropy tensor \(K\) which contains the information about the magnetic anisotropy up to the second order in the magnetic moment \(m\). By means of the underlying micromagnetic model, in Chapter 2 we derived two criteria for the appearance of planar homogeneous and inhomogeneous spiral magnetic structures, Eqs. (2.39) and (2.52), respectively. We now have the ability to analyze these criteria by inserting values that are derived from the parameters mentioned above. Thus, we are able to give a prediction for the system’s magnetic ground state. The analysis of the two criteria is presented with respect to the rotation axis \(\hat{e}_{\text{rot}} = (\sin \vartheta, 0, \cos \vartheta)^T\), i.e. the direction normal to the rotation plane of the spin moments. Thus, we consider the fact that it is not clear in the first place which angle \(\vartheta\) leads to the most promising spin spiral structure to compete with the collinear magnetic phase of spins pointing parallel to the easy axis:

On the one hand the DMI becomes extremal when the rotation axis points in the same direction as the D-vector, on the other hand the energy costs due to (magnetic) anisotropy effects are minimal if the easy axis lies within the rotation plane of the spin moments. Since in most cases both conditions cannot be fulfilled at the same time (this is only possible if the D-vector is perpendicular to the easy axis direction), a rotation axis somewhere between these two extremal cases will in general lead to a minimization of the spin-spiral energy, and thus to the best candidate to be compared to the energy of the collinear spin alignment.

In the upper panel of Fig. 6.11 the developing of the two criteria dependent on the
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![Graph showing magnetic ground state criteria](image)

**Fig. 6.11:** Co/Pt(664): The criteria for the appearance of a homogeneous (red) or an inhomogeneous (blue) spin spiral as a function of the rotation axis $\vartheta_r$. Clearly, neither the homogeneous nor the inhomogeneous spiral is reaching the threshold barrier of 4. However, it turns out that the direction of $D$ is not necessarily the best direction regarding the minimal spiral energy, since the dashed green line does not represent the maximum of the function.

Rotation angle are shown, whereas the function $f_{\text{crit}}$ is given by

$$f_{\text{crit}}(\vartheta_r) > 4$$, with

$$f_{\text{crit}}(\vartheta_r) = \begin{cases} \frac{D^2}{AK}, & \text{hom. spin spiral} \\ \frac{D^2}{AK_{\text{max}}} \frac{4\epsilon^2}{E(\epsilon)^2}, & \text{inh. spin spiral} \end{cases}, \quad (6.16)$$

with $K = \frac{1}{2} (K_1 + K_2)$ and $\epsilon = \sqrt{1 - K_{\text{min}}/K_{\text{max}}}$. Additional parameters are given by

$$D_r = D \cdot \hat{e}_{\text{rot}} = D_x \sin \vartheta_r + D_z \cos \vartheta_r$$

$$K_\perp = K_{11} \cos^2 \vartheta_r + K_{33} \sin^2 \vartheta_r + 2K_{13} \cos \vartheta_r \sin \vartheta_r$$

In the lower panel of Fig. 6.11 the three parameters $D_r$, $K_{\text{max}}$, and $K_{\text{min}}$ are shown with respect to $\vartheta_r$. The kink of the blue function in the upper panel in Fig. 6.11 (at $\vartheta_r = 78^\circ$) represents the angle for which local easy and local hard axis with respect to $K_\perp$ and $K_2$ are the same. Since for this angle $K_{\text{min}} = K_{\text{max}}$, both criteria are equal as no anisotropy effects are to consider in the rotation plane.

The two optimal values for the criteria are given by $f_{\text{crit}}(\vartheta = 45^\circ) = 0.21$ (homogeneous spin spirals) and $f_{\text{crit}}(\vartheta = 45^\circ) = 0.25$ (inhomogeneous spin spirals). Clearly the function $f_{\text{crit}}$ remains below the threshold value of 4 for both, the homogeneous and inhomogeneous spin spiral. Thus, we conclude that despite uncertainties regarding the calculated parameters it is safe to state that a non-collinear magnetic ground state structure is unlikely to appear.
This result is in agreement with the experimental observation that below the blocking temperature of 15 K a long-ranged ferromagnetic order is established as magnetic ground state. Tests regarding the reliability of the results show that by a lower spin stiffness constant (80% of the used value) and changing the easy axis direction to the optimal value (normal to the \( D \)-vector) the criteria are still not fulfilled, meaning that \( D_r \) must be enlarged by a factor of 3.3 to find the criteria for the appearance of an inhomogeneous spiral fulfilled.

The next step is to extend the performed investigations to similar structures and carry out the analysis in the same way as explained in this chapter. In this thesis we also investigate monatomic Fe and Mn chains deposited on Pt(664) step edges. In the following Chapter \[7\] the performed calculations are discussed and the results are compared to those of the Co chains.
7 Comparison among Transition-Metal Chains

Although the structure of monatomic Co chains deposited on vicinal Pt(111) surfaces is the most-studied system in literature, a variety of similar structural setups are known. For example, one can investigate the behavior of magnetic properties, when the number of Co rows is increased from one strand up to the limit of a full decoration, which has been investigated a few years ago [14, 20]. Another possibility is the substitution of the Pt in the substrate by another 5d element or the replacement of the Co rows by a variety of different transition-metal (TM) chains. In this chapter we present a modification of the latter type, where monatomic Fe and Mn chains are deposited along the Pt(664) step-edges instead of the Co atoms.

7.1 Spin stiffness in Fe and Mn chains

In this section the analysis of the spin stiffness $A$ for the two systems Fe/Pt(664) and Mn/Pt(664) is presented. In order to have results that are comparable to those for the Co chains (cf. Sec. 6.3), the computational setup, i.e. the used parameters and the sequence of performed calculations, is kept as unmodified as possible:

- Development of a self-consistent solution to the Kohn-Sham equation for the collinear spin alignment.

- By use of the resulting charge density as starting point[1], the total energy for different $q$-values is calculated by means of the force theorem (see Sec. 3.4.1).

In contrast to the Co and the Fe chains the system that deals with Mn chains is expected to have a magnetic ground state in the antiferromagnetic regime. Thus, the charge density with which the force step is performed is calculated in self-consistence cycle with $\tilde{q} = 0.5$. Throughout the calculations of the spin stiffness within this section, the number of incorporated basis functions is set to $K_{\text{max}} = 3.5 a_{\text{B}}^{-1}$, i.e. around 100 functions per atom in the unit cell. Referring to the analysis of the Co chains (see Tab. 6.1) this value gives sufficiently reliable results with reasonable computational costs. For both systems two series with different $k$-point sets are evaluated. The mesh labeled $s_1$ contains 64 k-points in the irreducible BZ. For more accurate calculations a denser mesh (labeled

---

[1] We recall that the interstitial magnetization is set to zero for reasons that are explained in Section 6.3.
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$s_2$) with 256 k-points is used. The results are shown in Fig. 7.1. To extract the values for $A$ the energy values are plotted against $\lambda^{-2}$, where

$$\lambda = \begin{cases} \frac{\tilde{q}}{a_C}, & \text{Fe chains} \\ \frac{\tilde{q}-0.5}{a_C}, & \text{Mn chains} \end{cases} \tag{7.1}$$

and $a_C = 2.82$ Å represents the next-neighbor distance within the chain. The two functions of the form

$$\text{fit}_1 : y = a_1 \cdot x \quad \text{and} \quad \text{fit}_2 : y = a_2 \cdot x + b_2 \tag{7.2}$$

are fitted to the resulting set, where $x$ refers to $\lambda^{-2}$ and $y$ to the corresponding total-energy deviations with respect to the value of the ferromagnetic order.

For the Fe chains the tendency to the ferromagnetic order is already visible for the coarse mesh $s_1$, but the calculations with the denser k-point set $s_2$ show in addition that the ferromagnetic order seems to be the magnetic ground state of the system, when spin-orbit coupling is neglected. The same conclusions can be drawn for the Mn chains, whereas the antiferromagnetic is favored here.

In comparison with the Co chains the quadratic regime is assumed to reach up to a distance of $\Delta \tilde{q} = 0.2$ to the collinear ground state. In Table 7.1 the resulting spin stiffness and the corresponding errors are listed. Similar to the analysis of the Co chains it appears that the fit of the form $y = a_2 \cdot x + b_2$ produces more reliable results, in the sense that the variation of $A_2$ is smaller when the data of the two k-point sets are compared. When only the total energies up to $\tilde{q} = 0.15$ (or down to 0.35 for the Mn chains) are taken into account regarding the Fe chains, all resulting spin-stiffness constants for the denser k-point mesh increase by a factor of 12 to 19 % compared to the original value. This might be an indication that the choice of the incorporated $\tilde{q}$-values is chosen too large. In the following, however, we will refer to the value of $A = 71.54$ meV nm$^2$ per Fe atom in the case of the Fe chains and for the system with Mn chains we use $A = 50.13$ meV nm$^2$ per Mn atom. We will also note that we expect the real value to be a bit larger than the used value.
7.1 Spin stiffness in Fe and Mn chains

![Graph showing energy as function of q and λ^2 for Fe and Mn chains.]

**Fig. 7.1**: In the left panel of this figure, the total energies with respect to the corresponding \( \tilde{q} \)-values are shown for both, Fe chains and Mn chains. For both systems we evaluated two series with different sets of \( k \)-points (\( s_1 \) and \( s_2 \) refer to 64 and 256 \( k \)-points, both in the upper BZ). In both systems the denser mesh shows the tendency to a collinear spin alignment, i.e. a ferromagnetic and an antiferromagnetic ground state for the Fe chains and the Mn chains, respectively. The right panel shows the energy as function of \( \lambda^{-2} \) in the linear regime of both systems with the two linear fits.

<table>
<thead>
<tr>
<th>system</th>
<th>range of ( \tilde{q} ) ([2\pi/a_c])</th>
<th>number of ( k )-points</th>
<th>( (A_1 \pm \sigma_1) ) ([\text{meV nm}^2/\text{TM atom}])</th>
<th>( (A_2 \pm \sigma_2) ) ([\text{meV nm}^2/\text{TM atom}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe/Pt(664)</td>
<td>0.0 ... 0.2</td>
<td>64</td>
<td>51.37 ± 8.03</td>
<td>63.01 ± 9.28</td>
</tr>
<tr>
<td>Fe/Pt(664)</td>
<td>0.0 ... 0.2</td>
<td>256</td>
<td>77.93 ± 4.68</td>
<td>71.54 ± 5.72</td>
</tr>
<tr>
<td>Mn/Pt(664)</td>
<td>0.3 ... 0.5</td>
<td>64</td>
<td>23.91 ± 11.34</td>
<td>39.95 ± 13.43</td>
</tr>
<tr>
<td>Mn/Pt(664)</td>
<td>0.3 ... 0.5</td>
<td>256</td>
<td>53.53 ± 2.34</td>
<td>50.13 ± 2.71</td>
</tr>
</tbody>
</table>

**Tab. 7.1**: The values for the spin stiffness and the corresponding errors for both systems, Fe/Pt(664) and Mn/Pt(664), and for both \( k \)-point sets, \( s_1 \) and \( s_2 \) are listed here. Similar to the analysis of the Co chains a fit of the form \( y = a \cdot x + b \) (fit on the right side) seems more reasonable. Also it is assumed that the values for spin stiffness change in the order of 2-5 \%, when \( K_{\text{max}} = 3.8 a_B^{-1} \) is used.
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Fig. 7.2: In this figure two series of performed calculations are shown. For $\varphi = 0^\circ$ the total energy is evaluated for spin moments that are located within the plane perpendicular to the chain direction whereas for $\varphi = 90^\circ$ they are in the plane that contains the chain direction and the direction that is normal to the surface (see inner picture). The $k$-point set $s_1$ contains 128 $k$-points in the whole BZ. A momentous outcome of this analysis is that the hard axis direction is identical to the chain direction, whereas easy and medium axis are located in the plane perpendicular to the chain. Thus, for any cycloidal spiral the spins have to overcome the hard axis.

7.2 The Anisotropy Tensor for Fe and Mn Chains

The investigation of the spin stiffness in the preceding section shows that the two systems Fe/Pt(664) and Mn/Pt(664) have to be treated differently, as far as the evaluation of magnetic anisotropy effects are concerned. Whereas the magnetic moments in the Fe chains prefer to be aligned parallel to each other pointing in the same direction, the minimal energy for the Mn chains is reached in the antiferromagnetic phase, i.e. when each spin points in the opposite direction compared to the two vicinal atoms in the chain.

In Fig. 7.2 the determined data for the Fe chains is shown. In the same way as proceeded with the Co chains a function of the form

$$E_{\text{fit}}(\vartheta, \varphi) = A_{\varphi} \cdot \left[ \cos^2 (\vartheta + B_{\varphi}) - \cos^2 (B_{\varphi}) \right]$$

(7.3)

is fitted to the two data series, where $A_{\varphi}$ and $B_{\varphi}$ are two fitting parameters. Evaluating the extrema of these functions, we extract the three principal components

$$k_1 = -0.69 \text{ meV}, \quad k_2 = 1.92 \text{ meV}, \quad k_3 = 0.15 \text{ meV},$$

(7.4)
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Fig. 7.3: In this figure the calculations of the magnetocrystalline anisotropy in the Mn chains are shown. In Fig. 6.3 it is already referred to the k-point sets $s_3$ and the denser $s_4$ as they preserve the same mesh density in the doubled unit cell, as $s_1$ or $s_2$ provide for the single unit cell. In the Mn chain, the easy axis direction is given by the chain direction. Also it is notable that the energy difference of hard and easy axis is by a factor of 5 lower than it is for the Fe chains.

![Graph showing anisotropy calculations for Mn chains](image)

of the anisotropy matrix $k$ (cf. Sec. 2.2.2), where $k_1$ is the easy axis and tilted by $69^\circ$ with respect to the terrace normal towards the upper terrace. For spins pointing in hard and easy direction the corresponding energies differ by about 2.6 meV. To reduce the number of atoms these calculations are performed by use of the inversion symmetry of the structure.

On the other hand, the magnetocrystalline anisotropy (MCA) for the Mn chains has to be evaluated in the antiferromagnetic order: Along the $y$-direction (chain direction) the unit cell has to be of double size in order to account for an alternating spin moment direction along the chain. This results in a unit cell with 46 atom types, where 44 of them form a pair of two atoms whose positions are connected via inversion symmetry. Due to the fact that the new unit cell is stretched by a factor of 2 along the $y$-direction, the BZ is only half as large, so that a different k-point mesh is used (see also Sec. 6.2), where the number of k-points along the $y$-direction is reduced by a factor 2 in order to preserve the quotient between the density along $k_x$ and $k_y$-direction. The calculated data series are shown in Fig. 7.3. In the plane perpendicular to the chain, a denser k-mesh ($s_4$) is used, since a convergence with respect to the results was not reached yet.
The resulting fits lead to the following values for the three principal components:

\[ k_1 = -0.05 \text{ meV}, \; k_2 = -0.24 \text{ meV}, \; k_3 = 0.45 \text{ meV}. \]  

(7.5)

The hard axis is given by \( k_3 \) and points into a direction perpendicular to the chain direction and tilted by \( 72^\circ \) towards the upper terrace. The energy differences are smaller than those for the Fe chain by more than a factor of 3. In addition the easy axis points along the chain direction. These are very promising insights as a cycloidal spiral rotates over the easy axis, no matter in which direction the \( \textbf{D} \)-vector is pointing.

In the next section we briefly discuss the results concerning the DMI in both systems, before we conclude this chapter with a prediction for the established magnetic ground state.

### 7.3 Dzyaloshinskii-Moriya interaction

The computational procedure for the evaluation of the \( \textbf{D} \)-vector is performed in the same way as presented in Section 6.5. Whereas the spiral calculations for the Fe chains are performed in the ferromagnetic regime, the corresponding analysis for the Mn chains has to be performed in the region of the antiferromagnetic order. In Fig. 7.4 the corresponding energy corrections with respect to different broadening temperatures are shown for the Fe chains, whereas the data related to the Mn chains are shown in Fig. 7.5.

For the lowest value of the broadening temperature, we find the components:

\[
\begin{align*}
\text{Fe/Pt(664)} & : D_x = -2.79 \pm 0.46 \text{ meV nm / Fe atom} \\
\text{Fe/Pt(664)} & : D_z = 1.13 \pm 0.98 \text{ meV nm / Fe atom} \\
\text{Mn/Pt(664)} & : D_x = -4.19 \pm 2.29 \text{ meV nm / Mn atom} \\
\text{Mn/Pt(664)} & : D_z = 5.87 \pm 1.76 \text{ meV nm / Mn atom}
\end{align*}
\]

Whereas the system with the Fe chain reveals a DMI that is of similar strength to the Co system, the Mn system shows the largest value for the \( \textbf{D} \)-vector.

### 7.4 Search for homochiral spirals in Fe and Mn chains

In a similar way to the proceedings with the Co chains in Chapter 6, the analysis of the two systems Fe/Pt(664) and Mn/Pt(664) concludes with an investigation of the magnetic ground state. The system-specific quantities – spin stiffness \( \textbf{A} \), \( \textbf{D} \)-vector and anisotropy tensor \( \textbf{K} \) – give rise to some parameters that enter the two criteria for the appearance of homogeneous and inhomogeneous spin spirals (see Eq. (6.16)). By evaluating the function \( f_{\text{crit}} \) for different rotation axes \( \hat{\textbf{e}}_{\text{rot}} \) and comparing it to the critical threshold value 4, it is possible to give a prediction for the magnetic ground state of the two structures.
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The Co chains show a ferromagnetic ground state in accordance to experimental observations [11]. However, for the Fe and the Mn chains we notice some auspicious properties that may lead to different conclusions:

- The spin stiffness $A$ is smaller by a factor 0.7 (Fe chains) and 0.5 (Mn chains) compared to the value for the Co chains. Since non-collinear magnetic structures are prevented in systems with large $A$, this instance is beneficial for the appearance of spin spirals.

- For both cases the absolute value of the $D$-vector is in the same order (Fe chains) or larger (Mn chains) than the corresponding size for the Co system. Since the strength of this value enters the criteria in quadratic order, it is most advantageous for a spiral structure.

- Finally for the Mn system, the easy axis direction points along the chain direction, which means that a cycloidal spiral structure rotates over the easy axis, no matter which value for $\hat{e}_{\text{rot}}$ is regarded. In addition the anisotropy energy, i.e. the energy difference for this system when spins are aligned parallel to the hard and the easy axis, is the smallest for all investigated systems.

The last item, however, is not true for the Fe chains. The anisotropy energy of the Fe
chains is not only the largest value that has been evaluated in this thesis, in addition, the hard axis points in the chain direction. Thus, a cycloidal spiral has to rotate over the hard axis, which is the case for all possible rotation axes \( \hat{e}_{\text{rot}} \).

In Fig. 7.6 the resulting functions \( f_{\text{crit}} \) for the two criteria are shown. The most auspicious values for the criteria

- homogeneous spin spiral: \( f_{\text{crit}}(\vartheta_r = -69^\circ) = 0.07 \)
- inhomogeneous spin spiral: \( f_{\text{crit}}(\vartheta_r = -69^\circ) = 0.09 \)

are clearly below the critical value of 4. This means that despite the fact that the performed calculations yield a non-vanishing DMI for the system with the Fe chains, the disadvantageous anisotropy properties lead to a collinear ferromagnetic spin alignment nonetheless. Although it cannot be seen as the leading factor, it is furthermore disadvantageous that the D-vector is pointing almost in the easy axis direction (less than 3° difference with respect to the polar angle). As a consequence the maxima of \( f_{\text{crit}} \) are even smaller than the corresponding values for the Co chains.

In contrast to the Co and the Fe chains, the investigation of the system Mn/Pt(664) leads to a non-collinear ground state. The corresponding analysis is shown in Fig. 7.7.

Clearly a regime of \( \vartheta_r = -83^\circ \) to \( \vartheta_r = -22^\circ \) (for the appearance of a homogeneous spin spirals) and \( \vartheta_r = -88^\circ \) to \( \vartheta_r = -14^\circ \) (for the appearance of an inhomogeneous

88
7.4 Search for homochiral spirals in Fe and Mn chains

In this figure we present the two criteria as functions of the rotation angle $\vartheta_r$. The optimal angle with respect to the DMI contribution ($\vartheta_r = -68^\circ$) corresponds to a bad constellation for the anisotropy and \textit{vice versa}. Since the criterion is not fulfilled for both, homogeneous and inhomogeneous spirals, the magnetic ground state is collinear.

Spin spirals) is detectable that predict spiral magnetic structures to be energetically more favorable than the collinear ground state of spins that point along the easy axis direction. For an angle of $\vartheta = -60^\circ$ the two criteria become maximal:

- homogeneous spin spiral: $f_{\text{crit}}(\vartheta_r = -60^\circ) = 8.12$
- inhomogeneous spin spiral: $f_{\text{crit}}(\vartheta_r = -60^\circ) = 10.02$.

The energy of a homogeneous spiral is given by (\textit{cf.} Sec. 2.3.1)

$$E = A\lambda^{-2} + D_r\lambda^{-1} + \frac{1}{2}(K_\perp + K_2) ,$$

(7.6)

so that the energy for $\vartheta_r = -60^\circ$ is given by

$$E_{\text{min}} = -\frac{D_r^2}{4A} + \frac{1}{2}(K_\perp + K_2)$$

$$= -0.215 \text{ meV} + 0.106 \text{ meV} = -0.109 \text{ meV} ,$$

which is more favorable than the energy for the collinear spin alignment, $E = 0 \text{ meV}$. The chosen parameters $D_r$, $K_2$ and $K_\perp$ are defined in Eq. (6.18). The corresponding period length is given by

$$\lambda_{\text{min}} = -\frac{A}{2D_r} = -15.275 \text{ nm} \approx -54 \cdot a_C ,$$
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In the investigation of the spiral structure it shows that the spiral is established for both criteria with a maximum at $\vartheta_r = -60^\circ$.

where $a_C$ is the distance of two vicinal Mn atoms in the chain. Since the value of $\lambda_{\text{min}}$ is sensitive to variations of the parameters, the calculated value for the period length is not exactly predictable at this point. Nonetheless, we conclude that according to the performed calculation and the presented analysis, a left-handed spiral of a long periodic range is expected to appear in the Mn chains deposited at the step edges of Pt(664).

\[\text{Fig. 7.7:}\]
8 Summary and Outlook

In this thesis a theoretical \textit{ab initio} investigation of the magnetic ground state in monatomic transition-metal (TM) chains deposited along the step edge of a Pt(664) surface is presented. This study covers the analysis of three different systems, where, besides the experimental \cite{10, 11, 14, 85} and theoretical \cite{7, 15, 16, 17, 19, 20, 21} well-explored Co chains, two new, previously not considered systems of Pt(664)-supported Fe and Mn chains are included in the examination. The conjecture on the magnetic ground state relies on a careful investigation of the magnetic interactions. The calculations were performed by use of the \textsc{fleur} code, an FLAPW (full-potential linearized augmented planewave) code, based on density functional theory. For all three TM systems, the structural setup and the computational procedure was kept as similar as possible, which allows for a comparison among the different system-specific magnetic interaction parameters.

By use of a micromagnetic model that takes into account the spin-stiffness constant, $A$, the magnetic anisotropy tensor, $K$, and the Dzyaloshinskii-vector (D-vector), the latter arising from the Dzyaloshinskii-Moriya interaction (DMI), a prediction concerning the magnetic ground state of the three investigated systems is made. This prediction is manifested in two derived criteria for the appearance of spin-orbit (SO) driven non-collinear homogeneous and inhomogeneous spin-spiral structures.

For the evaluation of the spin-stiffness constant, a series of spin-spiral calculations in the scalar-relativistic approximation for different period lengths is collected. The value of $A$ is evaluated from a quadratic fit to the resulting energy dispersion curve.

In order to study the strength and the direction of the D-vector in the different systems, a more sophisticated computational scheme \cite{24} is used, which allows to perform spin-spiral calculations within the chemical unit cell while treating SO coupling in first order perturbation theory. This is crucial due to the fact that DMI is a SO driven magnetic effect. To obtain the direction of the D-vector, we perform spin-spiral calculations with different rotation axes along the $x$- and $z$-direction, which results in two rotation-axis dependent energy corrections. A test calculation was performed to verify that these values correspond to the Cartesian components of the D-vector, $D_x$ and $D_z$.

The components of the anisotropy tensor $K$ are determined by a set of calculations including SO interaction with different collinear spin moment directions, that are located in the $xz$- and the $yz$-plane.

In order to avoid time-consuming calculations, where a self-consistent solution is approached in several iteration steps, the presented calculations for $A$, $D$ and $K$ are performed by applying the force theorem, where only one iteration step is performed starting from a well-converged scalar-relativistic self-consistent collinear solution.
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In particular for the system with the Co chain, we show test calculations that investigate the convergence of the performed calculations with respect to the number of used $k$-points and considered basis functions.

To our knowledge, this work presents the first theoretical investigation of the DMI in monatomic metallic chains, i.e. one-dimensional (1D) magnets. All three systems reveal a strong DMI and, according to the lower symmetry of the chain at the step edge as compared to 2D ultrathin films, the corresponding D-vector is not oriented along a high-symmetry direction of the crystal structure. As the direction of this D-vector is significantly related to the system's symmetry, we could show that in a step-edged structure with only one mirror plane perpendicular to the chain direction, two Cartesian components can be non-zero.

Summarizing the studies concerning the magnetic ground state, we conclude that a homochiral spiral magnetic structure is unlikely to appear in the Co and the Fe chains. For one part the resulting DMI is not large enough, which we trace back to oppositely directed contributions to the D-vector of the Pt atoms nearby the chain and, on the other hand, the magnetic anisotropy represents barriers that are too large to be overcome. This effect is especially strong for the Fe chains, where the hard axis points along the chain direction. Due to the symmetry of the investigated structure, a cycloidal spiral is the only type of spiral the DMI can give rise to. Thus, the spin moments are forced to rotate over the hard axis that is aligned along the chain direction in order to establish a non-collinear spiral structure, which prevents the formation of a spin spiral in the Fe chains. On the other hand, we find a non-collinear magnetic ground state for the Mn chains, close to the antiferromagnetic order. According to the results we predict a left-handed spin-spiral structure with a periodicity of about 54 lattice constants along the chain. This non-collinear ground state should therefore be accessible to experimental studies, so that we expect to find an evidence for the DMI in this particular chain structure. Also our results state that this spiral rotates in a plane that is tilted by about 60° from the (111)-direction towards the upper terrace. If this result can be verified by experiment, it can be explained by a D-vector that points in a direction that is not identical to a high-symmetry direction.

Of course even though non-collinear structures in the investigated Co and Fe systems are not predicted to appear, it is still possible to have access to the DMI in these systems from the experimental point of investigation. Recently Szunyogh et al. [87] presented in a theoretical study how in experimental observations of the magnon spectrum of Fe/W(110) an asymmetric dispersion can be found that can be assigned to the DMI of this system.

From the state of knowledge that is reached with this thesis one can think of different modifications of the investigated step-edged structure. For one part it is possible to extend the search for homochiral magnetic structures in monatomic TM chains by continuing the investigation with a system of e.g. Cr chains. Another promising chemical substitution would be to use an Ir substrate as the step-edged structure. Only recently Mokrousov et al. [88, 89] as well as Mazzarello and Tosatti [90] investigated the magnetic interaction in biatomic Fe chains deposited on an Ir(100) surface and found that DMI
can give rise to a chiral magnetic ground state in such structures.

Furthermore, the investigation of multi-rows of Co atoms along the step-edged structure is presented in experiment [14] and theory [20]. It would be interesting to observe if the direction of the \( \mathbf{D} \)-vector shows a similar oscillatory behavior as the easy axis direction. In addition the double-row structure showed a small MAE in the direction perpendicular to the chain, which is therefore a promising candidate for the non-collinear spiral magnetic ground state.

The effect of relaxation in the step-edged structure has been investigated in recent years [19] and is not considered in this thesis. In the case of MAE investigations the relaxed structure does not lead to results that represent experimental data better than calculation with the unrelaxed structure. In addition we do not expect that relaxation results in higher values for DMI as the leading contribution from Pt atoms nearby the chain may tilt towards opposite direction and the spin stiffness constant \( A \) tends to increase when the overlap of Co and Pt orbitals increases due to a Co relaxation into the step-edge structure.

Since data storage problems have reached the scale of atomic distance the exploration of low-dimensional magnetic systems will become an interesting and challenging tasks for investigation. Especially the exploration of 1D magnetic system represents a challenging and fascinating topic of research, that will play a crucial role in the near future and will provide further insights in novel magnetic exchange interaction such as the DMI.
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