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Drift chamber calibration in the P-349 Antiproton Polarization Experiment

Dominika Alfs∗, Dieter Grzonka, Thomas Sefzick, Marcin Zieliński∗

for the P349 collaboration

The goal of the P-349 experiment performed at the CERN/PS
is to test whether antiprotons produced in high-energy
proton-proton collisions are polarized [1], [2]. The experi-
ment measured the elastic scattering of antiprotons, produced
in interactions of 24 GeV protons with a liquid hydrogen tar-
get in the Coulomb-Nuclear interference region where the
analyzing power is rather well known. The determination
of the polarization requires the knowledge of the left-right
asymmetry in the secondary scattering of these antiprotons
for which a precise track reconstruction is needed.
The tracking in the P-349 experiment was based on a set of
three drift chambers: two with rectangular cells (D1, D2) and
one with hexagonal cells (HEX). In this report we present the
current status of the iterative algorithm for the drift chamber
calibration and the resulting position resolution for the D1
and D2 chambers. The discussed method considers only the
information from one orientation of the wire planes but it can
be easily extended to all wire planes orientations.
The D1 (D2) drift chamber contains eight (six) wire planes:
4 (2) with vertical wires, 2 with inclined wires at +31◦ and
2 inclined at −31◦. The gas mixture consisted of Argon and
CO2 and the observed drift time range was of about 600 ns.
In a first step the starting point of the drift time spectrum
for each wire was determined and the spectrum was shifted
by the appropriate offset (see Fig. 1 left). Drift time spectra
for all wires in a certain wire plane were added and used
for the determination of the initial calibration curve by the
homogeneous irradiation method (see Fig. 1 right).

Fig. 1: Left: Drift time spectrum from a single wire in the D1
drift chamber. The red line indicates the start point
of the spectrum. Right: Initial calibration curve ob-
tained by the homogeneous irradiation method. The
maximum drift time is equal to about 600 ns which
corresponds to half of the drift cell width of 4 cm.

For the calibration procedure of D1 events with a clear single
track signature were used, i.e. events which were registered
in both START and STOP scintillators and exactly one hit in
each of the vertical wire planes of D1. The wire planes are
configured as double planes with the same wire orientation
but shifted by half a cell width to allow for an easy resolving
of the left-right ambiguity.
The calibration is an iterative procedure. At the beginning
of each iteration the positions of the hits in all vertical wire
planes are calculated based on the current calibration and
straight tracks for all events are fitted. Track parameters (a -
slope, b - constant) are determined by minimization of the
sum ∑4

i=1
di(a,b)2

σ2
i

(see Fig. 2 left) where di(a,b) is the resid-

ual, the distance between the fitted track and hit position in
the i-th wire plane and σi is the uncertainty of the position
determination (in the first iteration all σi = 1). In order to ex-
tract the corrections for the calibration curves histograms of
the residuals as a function of drift time are built separately
for all wire planes (see Fig. 2 right) and for each time bin the
calibration curve is shifted by the mean value obtained from
gaussian fits to the distributions. The corrected calibration
curve is used as starting point for the next iteration.

Fig. 2: Left: An example of the distances defined for single
wire plane which are used for track fitting and ∆i cal-
culation. The description is given in the text. Right:
Histogram of distances ∆i vs. drift time.

The procedure is repeated until the corrections are below the
uncertainties. The position resolution depends on the drift
time range as can be seen in Fig.2. For drift times in the range
of 200 - 400 ns σ-values are in the order of 200 µm.
Similar results were achieved for all vertical wire planes of
D1 and D2 by including hits in all these wire planes in the
track fitting. Fig. 3 shows the corresponding residual distri-
butions for the vertical wire planes of D1 and D2 after ad-
justing the position of D2 relative to D1.
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Fig. 3: Residual distribution for the vertical wire planes of
D1 and D2.

The σ-values over the full drift time range are in the range
of 200 - 300 µm. This results in a track reconstruction uncer-
tainty of below 1 mrad which is consistent with the expected
precision achievable for the detection setup. A further reduc-
tion of the residuals will be achieved by taking into account
the drift time dependence on the track angle which is not
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included up to now. In the ongoing analysis the calibration
will be completed for all wire planes including the angular
dependence followed by a 3D-track fitting to reconstruct the
scattering events.
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Analyzing power of hard bremsstrahlung pp → {pp}sγ in the ∆(1232) region

B. Baimurzinova1, D. Tsirkov1 for the ANKE collaboration

The reaction γ + {pp}s → p + p, where diproton {pp}s

is a proton pair in 1S0 state, is a spin-isospin partner
of the fundamental reaction of deuteron photodisinte-
gration. The inverse reaction, the hard bremsstrahlung
p + p → γ + {pp}s, has been observed with the ANKE
spectometer [1] at COSY-Jülich. In addition to differ-
ential cross section measured earlier [2, 3], in this work
its analyzing power has been measured at forward an-
gles in the region of ∆(1232) isobar exictation at beam
energies Tp = 500, 550, 700 MeV.
Histograms for missing mass squared show a clear vis-
ible γ peak (Fig. 1) that could be separated from the
pion peak associated with the pp → ppπ0 reaction. The
peak shapes were obtained by a detailed Monte Carlo
simulation at each energy, which took into account all
the known features of the setup. The free parameters
of interest used to fit the missing-mass spectra were the
number of events in the γ peak and the number of events
in the pion peak. In order to compensate for the lack of
knowledge of the beam spatial distribution, additional
parameters were inserted into the fits: a shift of the pion
peak position and correction factors for the γ and pion
peak widths. The results of the fit can be seen in Fig. 1.
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Fig. 1: Distribution of the missing mass squared in the
p + p → {pp}s + X

We started with finding polarization assymetry given by
equation (1),

ε =
N↑/L↑ − N↓/L↓
N↑/L↑ + N↓/L↓

, (1)

where N↑ and N↓ are the numbers of {pp}sγ events with
beam proton spin up and down, obtained from the fit,
and L↑ and L↓ are the corresponding luminosities. It
is needed to calculate the analyzing power using equa-
tion (2),

Ay =
ε

P ⟨cos ϕpp⟩
, (2)

where P is the transverse polarisation of the beam and
⟨cosϕpp⟩ the average over the diproton azimuthal an-
gular distribution. Polarization P was estimated using
the known values of Ay for elastic pp and pp → dπ+

reactions, registered in parallel with our reaction.

Different approaches were applied to obtain the analyz-
ing power. The numbers of events can be determined ei-
ther by fitting separately N↑ and N↓, or directly N↑−N↓
and N↑ + N↓ histograms. Concerning cos ϕpp there are
two possibilities, either to divide by the average value
of cos ϕpp distribution or to correct by cosϕpp event-
by-event. Hence, four approaches were applied, each
repeated for fine and gross histogram binning. These 8
values with errors were averaged. The dispersion of the
values was considered as a systematic error.
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Fig. 2: Analyzing power for reaction p + p → γ + {pp}s,
preliminary results.

In Fig. 2 and Table 1 the preliminary results are shown
for analyzing power of the pp → γ{pp}s reaction at
Tp = 500, 550, 700 MeV. These results might be useful
to extract additional information on the contributions
of various multipoles to the reaction mechanism.
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Table 1: Numerical values of analyzing power with statistical and systematical errors, preliminary results.
500 MeV 550 MeV 700 MeV

5◦–13◦ 1.02 ± 0.22st ± 0.05sys 0.14 ± 0.14st ± 0.10sys 0.51 ± 0.15st ± 0.05sys

13◦–30◦ 0.72 ± 0.18st ± 0.06sys 0.77 ± 0.15st ± 0.04sys 0.62 ± 0.11st ± 0.01sys
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Estimation of the ANKE STT tracking efficiency from experimental data∗

S. Barsov1, S. Dymov3, A. Kacharava2, R. Schleichert2, S. Trusov2 for the ANKE collaboration.

During the last decade two Silicon Tracking Telescopes
(STT) designed for the detection of low energetic particles
have been successfully exploited as a polarimeter in several
experiments carried out by the ANKE and the PAX collabo-
rations. In contrast to this application, the use of STTs as the
detector of “spectator” protons in experiments aimed to study
a process in the quasi-free kinematics requires more accurate
quantitative understanding of the STT acceptance.
Results presented below were obtained from experimental
data taken at ANKE using the proton beam and the deuterium
cluster target. Two STTs were installed at 3cm distance to the
left and to the right from the beam axis. The self-trigger from
STT detectors was used to record the data. Since each STT
consists of 3 position-sensitive ( segmented ) detectors, the
self-triggering option allows to reconstruct the track in one
STT using information from 2 detectors only, one of which
must be the detector generating the self-trigger signal. This
one was recognized from the time information recorded in
the TDC. Finally, events with 1 track reconstructed per one
pair of detectors were selected and used in further analysis.
Now, the efficiency of detector which was not involved into
the track reconstruction can be investigated if one makes sure
that the reconstructed track hits this detector. The last re-
quirement is automatically fulfilled when the track is pro-
duced by a particle stopped in the last 3d ( 5mm thick ) de-
tector of STT. Moreover, in this case the expected energy loss
in the 1st ( 70µm thick ) or in the 2nd ( 300µm thick ) detec-
tors can be calculated as well as the expected position of the
track intersection point. However, to be sure that the selected
track hits the 3d detector, energy losses in the 1st and in the
2nd detectors have to be limited within such intervals where
the particle identification is not possible.
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Fig. 1: Distributions of positions (left panel) and energy
losses (right panel) of clusters found in the 1st detec-
tor of STT1 with respect to the intersection position
and expected energy loss calculated for tracks recon-
structed using the 2nd and the 3d detectors.

The accuracy of calculated intersection point position andthe
expected energy loss was verified by the comparison with
positions and energy losses of clusters found in the detector
under test in the same event. All distributions of differences
between calculated and corresponding measured values were
found to be similar to ones presented in Fig. 1. The uncer-
tainty of intersection point calculation in other detectors is
smaller because the distance between the 2nd and the 3d de-
tectors is about 10mm while it is about 20mm between the 1st
and the 2nd ones. However, the FWHM of similar position
difference distributions were not less than 2.5 segments, any-
way. Therefore, the detector under test was considered to be
effective when the appropriate cluster was found within some
area in vicinity of the calculated intersection point. Thisarea

have been chosen for each detector from distributions similar
to ones shown in Fig. 1.
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Fig. 2:Distributions of clusters found in the 2nd detector of
STT2 along segments on different surfaces are shown
in upper panels. Segments on the N-side are vertical
while on the P-side they goes along the beam direc-
tion. Efficiency distributions along the detector sur-
faces are presented in lower panels. Note that the ef-
ficiency determined for one segment in the P-side (or
in the N-side) is integrated over all segments on the
opposite detector surface. In addition, the efficiency
is integrated over total available energy loss range.

Despite the efficiency defined in such manner is convoluted
over several neighboring segments, it is not crucial for the
analysis of a process measured in quasi-free kinematics when
the efficiency is smoothly changing over detector acceptance.
As one can see from Fig. 2, the efficiency of properly operat-
ing detector remains nearly constant even when the count rate
is strongly varying across the acceptance. However, near de-
tector edges and in vicinity of broken segments the efficiency
turns to be underestimated. In the simple case when one
broken segment is surrounded by fully operating ones (see,
for example, the segment 69 in the right column of Fig. 2)
the efficiency of neighboring segments can be partially cor-
rected taking into account that the broken segment must not
respond. Excluding segments near detector edges and non-
working segments, average efficiencies of 2nd and 3d detec-
tors in both the STTs were found to be about 97%. How-
ever, efficiencies of the 1st (70µm thick) detectors, where
the dE-range below 1 MeV could be only tested with parti-
cles stopped in the 3d detector, did not exceed 87%.
In summary, the procedure which can be used as an effective
tool for an estimation of the STT acceptance performance
was developed though some improvement is still required to
investigate the efficiency of the 1st detectors.

1 PNPI, 188350 Gatchina, Russia
2 IKP, FZ Jülich, 52425 Jülich, Germany
3 JINR, 141980 Dubna, Russia
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Towards an upper limit for the decay η → π0e+e− using pd→ 3Heη data from WASA-at-COSY∗

F. Bergmann†, K. Demmich†, N. Hüsken†, and A. Khoukaz†

The η meson decay η → π0e+e− is well suited for the
search for a C parity violation in the electromagnetic in-
teraction. While the C parity is conserved in the decay pro-
cess η → π0γ∗γ∗ → π0e+e−, it is violated in the reaction
η → π0γ∗ → π0e+e−. According to theoretical calculations
the C conserving process via two virtual photons has an ex-
pected branching ratio in the range of 10−11 to 10−8 [1].
Since the current upper limit for the branching ratio of the
decay η → π0e+e− is 4× 10−5 [2], there are three orders of
magnitude room to search for a possible C violating decay.
The analysis presented in this report is based on data col-
lected in 2008 and 2009 at WASA-at-COSY using the reac-
tion pd→ 3Heη. Here, approximately 3× 107 η events have
been recorded. In a first analysis step the data were preselec-
ted on a 3He nucleus detected in the WASA forward detector
and the signature of the decay of interest, namely at least
two neutral particles, one positively charged and one negat-
ively charged particle detected in the WASA central detector.
Furthermore, cuts to reject electrons and positrons from con-
version at the COSY beam pipe and split off events were ap-
plied. Afterwards the preselected data were fitted by a com-
plete cocktail of Monte Carlo simulations including contri-
butions from random coincidences. Fig. 1 shows an example
fit for the invariant mass of two neutral particles and two op-
positely charged particles assuming an electron mass for the
charged particles. The prominent peak at about 420MeV c−2

originates from the decay η → π+π−
(
π0 → γγ

)
. Due to

the wrongly assumed mass of the charged particles the peak
is shifted to a mass below the η mass.
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Figure 1: Invariant mass of e+e−γγ for the angular range
0.2 < cosϑHe

cms ≤ 0.4. The data sample from the
2008 beam time is shown in black, and the fit using
Monte Carlo simulations is shown in red. The se-
lection condition used in the analysis are indicated
by blue dashed lines. Adapted from [3].

The information about the contributions of the various re-
actions to the data obtained by the Monte Carlo cocktail fit
were used for the optimization of selection conditions for the
decay η →

(
π0 → γγ

)
e+e−. For the event selection vari-

ous quantities were used: The 3He missing mass, the invari-

∗Supported by COSY-FFE
†Institut für Kernphysik Westfälische Wilhelms-Universität, 48149

Münster, Germany

ant mass of e+e−γγ, the invariant mass of γγ, the invariant
mass of e+e−, the χ2 probability of a kinematic fit with the
hypothesis pd → 3Heγγe+e−, and a cut for the e+e− iden-
tification based on the momenta and energy losses. The se-
lection conditions for these quantities were optimized by an
algorithm purely based on Monte Carlo simulations of the
signal decay and all simulated background reactions scaled
according to the fit to the measured data. This algorithm max-
imizes the signal efficiency while suppressing events from
background reactions. As an example for the event selection
the cut obtained for the invariant mass of two photons and
two oppositely charged particles is indicated by blue dashed
lines in Fig. 1.
After all selection conditions were applied there are 3 events
left in the combined 2008 and 2009 data sets. According to
Monte Carlo simulations about 2 events are expected to re-
main. Fig. 2 shows the 3He missing mass for the data and
weighted Monte Carlo simulations after all cuts.
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Figure 2: 3He missing mass for the data collected in 2008
and 2009 (black) and for Monte Carlo simulations
(red) [3]. The selection conditions utilized in the
analysis are indicated by blue dashed lines.

The efficiency for the signal decay depends on the decay pro-
cess. For a decay according to three-particle phase space an
efficiency of εphase

S = 1.84% was determined, while the effi-
ciency for a decay via one virtual photon is εvirtual

S = 2.4%.
In order to determine an upper limit for the branching ra-
tio, the decay channel η → π+π−

(
π0 → γγ

)
is used for

normalization. According to the MC fit there were about
6.5× 106 events of this reaction in data after efficiency cor-
rection.
For a final upper limit determination all uncertainties of the
experiment and the analysis need to be considered, which is
currently in process. However, it is expected that a new upper
limit for the branching ratio of the decay η → π0e+e− will
be obtained, which is about one order of magnitude below
the current upper limit.
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Hardware Development for a new Stochastic Cooling System dedicated to EDM Experiments  

B. Breitkreutz, N. Shurkhno, R. Stassen , H. Stockhorst

Introduction 

One of the main users of the COSY facility nowadays is 

the JEDI (Jülich Electric Dipole moment Investigations) 

collaboration. The accelerator is used to store polarized 

deuteron beams at comparatively low momentum of 970 

MeV/c [1]. A long beam lifetime and small momentum 

spread are crucial to examine the spin coherence time. 

Therefore, beam cooling is considered. COSY provides 

two electron coolers as well as a stochastic cooling (SC) 

system. The 100 kV electron cooler is already used for 

low energy polarized beams. Unfortunately, the existing 

stochastic cooling system is not sensitive to slow 

particles. Therefore, an additional stochastic cooling 

system dedicated to EDM (electrostatic dipole moment) 

experiments was considered.  Hardware was optimized 

for the given energy by numeric field simulations, and the 

expected system performance was calculated. It was 

found out that a low energy SC system could be 

implemented with off-the-shelf RF-equipment, and thus at 

low cost. 

 

Hardware positioning 

In the past, COSY was equipped with a SC system 

consisting of four tanks. The horizontal pickup (PU) was 

positioned at the beginning of the first telescope and the 

vertical pickup at its end. The kickers (KI) were placed at 

the second telescope accordingly (Fig. 1).  

 

 
 

Fig. 1. Floor plan of COSY with the favored location for 

the new SC system. 

 

The old vertical system was replaced by the new HESR 

high energy system for testing purposes. It combines all 

three planes (horizontal, vertical, and longitudinal) in one 

tank, therefore the old horizontal system becomes 

obsolete as well and makes space for the new system. 

Unfortunately, the aperture at the position of the old 

horizontal PU is crucial, since it is located directly behind 

the point of injection. We prefer a device with a small 

aperture because this leads to a much higher sensitivity.  

Therefore, we consider to place the new PU next to the 

HESR PU. It is much shorter than the old device, leaving 

sufficient space for a second tank. The new KI can stay at 

the position of the old horizontal KI. Then the phase 

advance between PU and KI is almost the same, since the 

telescopes are one-to-one projectors. The reduced 

distance between the devices and the low velocity of the 

particles roughly cancel out, so the time available for 

signal processing stays almost the same as well. 

 

Frequency Band 

The initial momentum spread of the deuterons is assumed 

to be about 2·10
-4

, with a frequency slip factor of η=0.6. 

This results in a band overlap of the Schottky bands at 

frequencies above approximately 1 GHz. Since separated 

bands are needed to tune the system, the used frequency 

band should stop below this frequency. Furthermore, the 

high frequency of the old system is the main reason for its 

low sensitivity for slow particles. Therefore, a range of 

400 to 800 MHz was chosen. 

 

PU / KI type 

Many different concepts are used for high frequency 

pickups and kickers for stochastic cooling. For HESR a 

new type, consisting of a stack of slot-rings, was 

developed [2]. It unites different advantages. It has a 

static aperture instead of movable electrodes, which 

simplifies the operation and reduces possible error 

sources. All three planes are cooled at the same time in 

one single device with a reasonable performance. 

Furthermore, since it was developed in-house and built by 

ZEA, we have some experience with its properties. 

Therefore, it was decided to take the HESR hardware as a 

basis and optimize it for low frequencies and particle 

velocities. 

 

Achievable Sensitivity 

In a first step, three major features of the HESR unit cell 

have been parametrized, i.e. the slot width, the cell height, 

and the width of the gap to the beam pipe. Those 

parameters have been optimized regarding the 

longitudinal shunt impedance of the kicker. A geometry 

with a considerably high impedance and a symmetric 

course was found (Fig. 2): 

 

 
 

Fig. 2. Optimization result for an eight-electrode kicker in 

CST Microwave Studio. The structure is cut across one 

cell, between the stripline electrodes and the base plate of 

the next cell. The beam axis is along the center 

perpendicular to the cells. 

 

Due to the low frequencies, a much larger slot width 

(115 mm) compared to the HESR kicker (13 mm) is 

needed to tune the cell to the desired frequency. A small 

cell height is beneficial, but very slim cells should be 

avoided because of the electrodes. Furthermore, a 

combiner board gets much more complicated if the 
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number of cells exceeds a reasonable amount. A height of 

10 mm was chosen as a compromise. The gap width 

turned out not to be very sensitive at all and was therefore 

kept at 4 mm. The resulting impedance can be found in 

Fig. 3 (blue graph). 

 

 
Fig. 3: Longitudinal shunt impedance of the eight-

electrode kicker from Fig. 2. In comparison, the results 

for four-electrode structures of different slot width.  

 

Next, the number of electrodes was varied. Although four 

electrodes per cell are sufficient to measure the two 

transverse planes separately, the HESR kicker has been 

designed with eight electrodes to increase its band width. 

According to Fig. 3, a structure with four electrodes but 

the same geometry as an optimized eight electrode 

structure has better properties for most of the frequency 

band. With some minor optimization, a solution was 

found that performs better in the whole bandwidth. 

 

Transverse Impedance 

Since the optimization was done only regarding the 

longitudinal shunt impedance, the transverse performance 

had to be checked afterwards. With approximately 2.5 kΩ 

per meter of structure length, the transverse shunt 

impedance should be sufficiently large as well. A 

variation of the parameters showed that the points of 

optimum longitudinal and transverse impedance are not 

the same, consequently one may sacrifice some 

longitudinal impedance to increase the transverse one. 

 

Mechanical considerations 

Although the new design is similar to the one of the 

HESR structures, new challenges occurred to the 

constructors, simply because of the far bigger size. The 

single cell cannot be clamped any more for milling, but 

must be fixated on a vacuum table. Furthermore, the 

stiffness of the base plates is much smaller, probably 

leading to a deformation of the cells. Simulations showed 

that an increase of the thickness of the plate and the collar 

decrease the impedance only by a few percent, thus this 

problem will be faced with a thickness of 2 mm instead of 

1 mm, and the tolerances will be softened in a reasonable 

range. Since the electrodes are very long as well and may 

skew, a sleeve in the coaxial outlet is foreseen to center 

the electrode. 

 

Anticipated cooling performance 

Pick-up and kicker impedances have different impacts on 

cooling performance. Pick-up impedance determines the 

system initial signal-to-noise ratio and eventually the final 

momentum spread or betatron oscillations amplitudes. For 

EDM it is favorable to have the smallest possible beam. 

Simulations show that pick-up length of 1 m provides 

sufficient sensitivity while emittances and momentum 

spread could be reduces by at least ten times, which 

seems good enough. The overall kicker impedance 

determines the required amplifier power for cooling. Due 

to narrow bandwidth and relatively small intensities the 

needed power is quite low, and the 0.5 m length kicker 

requires less than 1 W input power for optimum gain 

(filter cooling), which is around 120 dB. Thus, even 

considering a big safety margin, a simple 10 W amplifier 

should be enough for optimum cooling performance. This 

is very beneficial for the total cost of the system since 

such amplifiers are very common. In other SC systems, a 

large part of the budget is used for the high-power 

amplifiers. 

The cooling time (to achieve 2.7 times reduction) for 

optimum gain is an order of 10 s for both transverse and 

longitudinal systems. 

The frequency response behavior of the pick-up and 

kicker shunt impedances seems to have minor effects on 

cooling performance, thus structure with four electrodes 

(Fig. 3) is advantageous. 

 

Outlook 

The simulations show good performance for stochastic 

cooling of 970 MeV/c beam at COSY with the new 

developed pick-up and kicker, while technical 

requirements are easily feasible. This turns the project to 

the next step – prototype development and construction. 
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Towards a new Tune Meter for COSY 

B. Breitkreutz, C. Böhme, V. Kamerdzhiev, R. Stassen 

Introduction 

One of the most important operational parameters of a 

synchrotron is its working point i.e. the tune. The particles 

perform betatron oscillations around the ideal orbit in the 

horizontal and vertical plane. The number of oscillations 

per revolution is called the tune of the machine. For 

machine operation, it is crucial to measure the tune with a 

sufficiently high precision, because a poorly tuned 

machine may lead to resonant behavior of the betatron 

oscillations followed by the beam blow up and eventually 

beam loss.  

This paper presents ongoing development of a new, 

automated, and integrated tune measurement system for 

COSY. 

 

Current System 

Today, the tune of COSY is measured with a network 

analyzer (NA). The output of the NA is connected to the 

amplifiers of a transverse beam exciter – the stripline 

unit [1]. The two inputs of the NA are fed with the 

horizontal and vertical difference signals from a beam 

position monitor (BPM). During the frequency sweep, the 

beam particles experience transverse kicks increasing the 

amplitude of the betatron oscillation. The BPM measures 

those beam oscillations, and the tune can simply be read 

from the position of the peak on the NA in relation to the 

revolution frequency. 

This method is very robust due to its simplicity, but lacks 

some important features. First, it is not applicable during 

the acceleration ramp. This is because the revolution 

frequency changes continuously, therefore the tune cannot 

be calculated from the betatron frequency. Second, the 

sweep time must be long enough for sufficient excitation, 

therefore the measurement time is roughly 0.3 seconds. 

Third, the system has no logging capabilities. 

 

 
Fig. 1: FFT of a test measurement at COSY of the y-

Position of a bunched beam for 1024 revolutions, 

as provided by a Libera Hadron BPM system. 

 

Dynamic Tune Measurement 

In the past, a system for dynamic tune measurement was 

additionally installed at COSY [2]. It could measure the 

tune during the acceleration ramps. A noise source did the 

beam excitation, all frequencies in the desired band at the 

same time. A specially developed system with a phase 

locked loop (PLL) recorded the position of the bunch at 

each revolution, therefore the coherent bunch oscillation 

could be analyzed. Unfortunately, the dynamic tune meter 

has reached end of life and is not available for the 

measurements. 

A new Tune Meter 

To overcome the drawbacks of the system still in use, a 

software is in development that is capable to measure the 

tune of coasting beams as well as beams during the 

acceleration ramp, perform measurements in short time, 

and to write the results to a permanent log. 

The beam excitation is performed with the same noise 

source that was used for dynamic tune measurement in 

the past.  

The tune of the coasting beam will be measured with two 

spectrum analyzers connected to a BPM, one for each 

plane. Due to the noise excitation, the whole band is 

excited at once, leading to shorter measurement times 

than with a network analyzer. 

The measurement of a bunched beam will be performed 

with the new Libera Hadron devices from Instrumentation 

Technologies. They perform a digital signal processing of 

the BPM data. The single bunches are automatically 

recognized, and their positions computed. Furthermore, 

an internal FPGA calculates the frequency spectrum on 

the fly, and therefore directly provides the tune (see 

Fig. 1).  

 

 
Fig. 2: Hardware setup for the automatic tune 

measurement system. 

 

A diagram of the measurement system is shown in 

figure 2. The application is implemented in Python 3 and 

has a graphical user interface written in Qt. The spectrum 

analyzers are read out via SCPI over a TCP connection. 

The EPICS server of the Libera Hadron is used to read 

out the bunched beam spectra. 

The timing will not be event driven. Instead, the Tune 

Meter listens to the time in cycle via a UDP service of the 

timing sender, and the points of time for the single 

measurements are defined in the software. This reduces 

the number of events that must be defined to trigger the 

single instruments.  
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Studies on CP violation in the decay η → π0e+e− in pp scattering experiments with WASA-at-COSY∗

K. Demmich1, F. Bergmann1, N. Hüsken1, and A. Khoukaz1

The Lagrangian densities of the QED and of the QCD
are invariant under charge symmetry operations. Con-
sequently, the C-parity is expected to be conserved in
electromagnetic and strong processes, e.g. in electromag-
netic meson decays, and in fact no violation has been
observed in experiments so far. The electromagnetic de-
cay of the pseudoscalar η-meson η → π0e+e− is a very
good candidate to further test the C-parity conserva-
tion and even gives access to physics beyond the stand-
ard model. The decay with one virtual photon as an
intermediate particle would violate the C-parity and is
therefore forbidden within the standard model, whereas
the allowed process via two virtual photons is expected
to have a relative branching ratio between 10−11 and
10−8 [1]. The decay has not been observed yet and the
current experimental upper limit for the relative branch-
ing ratio of 5× 10−4 [2] gives room of several orders of
magnitude to search for C-violating processes like non-
standard particles in intermediate states.
The high statistic data set collected with WASA-at-
COSY in a large η-production campaign using proton-
proton-scattering allows for studies on such rare and for-
bidden η-decays in exclusive measurements. The search
for a very rare decay relies on the good understanding of
the data composition based on all contributing processes
(other η-decays as well as (multi-)pion-productions) and
an efficient background suppression. An important tool
to identify the η-production and to distinguish it from
(multi-)pion-productions are cuts on the missing mass
of the protons. A high signal-to-background ratio can
only be achieved with a high missing mass resolution
and an accurate detector calibration. For that purpose,
the peak position of the missing mass was corrected de-
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Figure 1: Deviation of the missing mass peak position
from the η-mass depending on stopping plane
and scattering angle before (dashed line) and
after the correction (solid line). The shaded
area denotes the standard deviation of the
missing mass peak after the correction.

∗Supported by COSY-FFE.

pending on the polar angle ϑ, the deposited energy Edep,
and the last reached detector layer of each proton. In or-
der to suppress the multi-pion-background, six photons
are demanded in the central detector originating from
η → 3π0. As shown in fig. 1 deviations of up to 2 MeV
have to be corrected for. Fig. 2 compares the missing
mass spectra before and after this correction showing
a resulting resolution of σ ≈ 2.5 MeV being among the
best missing mass resolutions ever achieved with WASA.
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Figure 2: Comparison of the missing mass distribution
before (dashed) and after (solid line) the cor-
rection revealing a significant improvement of
the resolution.

One limitation for the achievable missing mass resolu-
tion are interactions between COSY beam particles and
residual gas molecules in the interaction chamber result-
ing in vertices distributed around the nominal interac-
tion point. This distribution has to be determined and
reproduced by simulations. Moreover, the energy resol-
ution (smearing parameters) of the individual detector
planes has to be adjusted in simulation to reproduce the
observed missing mass resolution in data.
After applying all these adjustments, the measured miss-
ing mass spectrum just after basic selection conditions
can be fitted by a cocktail of simulated reactions includ-
ing (multi-)pion- and η-production with several decay
modes. This simulations will be the base for the upcom-
ing cut optimizations and efficiency determinations. The
recent status of the analysis already promises a higher
sensitivity for the decay of interest compared to the cur-
rent upper limit.
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Synchronous Sampling Device for the Parametric Current Transformer

Leonid Eltcov, Sergey Mikirtytchiants, and Yury Valdau

Beam current is one of the main parameters of any particle
accelerator. Principle of operation of commonly used non-
intercepting beam current sensors (current transformers) is
based on detection of electromagnetic field produced by the
charged moving particles [1]. In case of continuous beam
stored in the accelerator very low constant magnetic field has
to be measured (e.g. magnetic field carried by 1 mA beam in
10 cm distance is about 1 nT while the Earth magnetic field,
for comparison, is as large as 50 µT). Such a small magnetic
fields can be measured using so-called fluxgate magnetome-
ter, operation principle of this device is well-known and can
be found in Refs. [1, 2]. These devices are widely used for
small (up to 10 pT) magnetic fields measurements (instead
of Hall and MR sensors) in different fields of science and
technology [3, 4].
The Parametric ”Current Transformer” (PCT) from Bergoz
Instrumentation, installed at COSY, belongs to such type of
magnetometers. It construction contsist of two modulation
cores and feedback current loop [1]. Despite of all the advan-
tages of the device, a small difference in magnetic properties
of two cores leads to undesirable AC component in the feed-
back current loop and, therefore, in the output signal. Such
a ripple with the excitation frequency of 7 kHz can be easily
dumped by an analogue filter, which, of course, will decrease
band width of the output signal.

Fig. 1: Block diagram of the synchronous sampling device
installed at COSY PCT.

Alternative method to extract DC component from PCT out-
put signal is to read this signal in-phase with excitation fre-
quency. Block diagram of a synchronous sampling system,
designed and build to improve PCT performance, is pre-
sented in Fig. 1. Locked digital signal for sampling system
is generated from the ”Full Bandwidth” signal of the current
transformer using a high pass filter, to extract the AC compo-
nent of the signal, which is later fed into a logical compara-
tor. Since amplitude of the ripple in the PCT output signal
can differ depending on PCT operation range (0-10 mA or 0-
100 mA) two different comparators have been used. Switch-
ing between comparators is done using digital multiplexer
controlled by the TTL signal generated in PCT electronics
to switch operation range. Falling edge of the comparator
signal starts the first of two monostable timers connected
in serial. The first timer is allows to set sampling delay (0-
140 µs), while the second one is used to set sampling gate

(8-22 µs), necessary to charge the hold capacitor inside the
sampling and hold (SH) chip. This timing scheme drives SH
chip which synchronously reads the PCT output signal and
holds the value until next period. Phase shift for the output
signal can be adjusted using trimmer. On the final stage, rip-
ple from the sample and hold chip is smoothed with a simple
RC circuit.

Fig. 2: Laboratory PCT ”Full Bandwidth” output waveform
(blue) and signal obtained from synchronous sam-
pling device (red).

Due to minor differences between current transformers at
COSY and in the laboratory two different devices have been
produced. Waveforms obtained with the lab PCT are shown
on the Fig. 2. Attenuation of -33 dB for the PCT modulator
ripple can be reached using constructed sample and hold sys-
tem without additional limitations on the output signal band-
width. Similar kind of attenuation can be reached with the
help of first or second order low pass filters with cut off fre-
quencies of 160 and 400 Hz, respectively.
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Analytic Model of in-Plane Depolarization and Phase Drift of the Spin Tune

D. Eversmanna, Joerg Pretzb

In this report an analytic model of the in-plane depolarization
process of the spin ensemble and the corresponding phase
drift is discussed. Therefore, a turn discrete Fourier transform
of the events detected in the EDDA polarimeter is performed.
Furthermore, the probability density functions of the ampli-
tude ε and phase ϕ are identified based on the estimated ones
ε̃ and ϕ̃.
Given the beam momentum of pd = 0.97GeV/c the bunch
frequency yields approximately fb ≈ 750kHz. This corre-
sponds to a spin precession frequency of

fνs = νs fb = γGd fb ≈ 120kHz , (1)

where γ = 1.125 is the relativistic Lorentz factor and
Gd ≈ −0.143 denotes the anomalous magnetic moment of
deuteron. The relation νs = γG is only valid for a particle on
the reference orbit circulating in horizontal plane of a pure
magnetic ring.

Amplitude and Phase Estimation In 2015 a method was
presented to determine the spin tune phase with high preci-
sion [1]. In the following, a more sophisticated technique is
discussed in order to estimate the phase of the spin ensemble
and its amplitude.
The turn discrete Fourier transform provides one amplitude
respectively one phase estimator for each macroscopic turn
interval of ∆n = 4×106 turns (≈ 5.3s)

ε̃ =
1

Nev

√
ã2 + b̃2 , ϕ̃ = arctan

(
b̃
ã

)
, (2)

with ε̃ ∈ (0,1] and ϕ̃ ∈ (0,2π]. The Fourier coefficients are
given by the summation over all detected events Nev within
∆n

ã =
Nev

∑
i=1

cos
(
2πνsni

ev
)
, b̃ =

Nev

∑
i=1
−sin

(
2πνsni

ev
)
, (3)

where ni
ev denotes the turn number of event i ∈ [1,Nev].

For a large number of events the estimators of the Fourier co-
efficients are Normal distributed random variables with mean
µa,µb and standard deviation σa = σb = σ = 1/(

√
2Nev). It

can be shown that the joint bivariat probability density func-
tion (PDF) of the estimated amplitude and phase yields

pε̃,ϕ̃(ε̃, ϕ̃|ε,ϕ) =
ε̃

2πσ2 e−
ε̃2+ε2

2σ2 · e−
2ε̃εcos(∆ϕ̃)

2σ2 , (4)

where the difference between the estimated and the true
phase is given by ∆ϕ̃ = ϕ− ϕ̃. This indicates that the PDF
is invariant (symmetric) under the transformation ϕ→ ϕ̃.
For further analysis it is of fundamental interest to identify
the PDF of the true values based on the estimated ones.
Defining the variables ξ̃ = ε̃/σ respectively ξ = ε/σ and

making use of the Bayes’ theorem leads to the bivariat PDF
of the true variables

pε,ϕ(ξ,ϕ|ξ̃, ϕ̃) =
pε̃,ϕ̃(ξ̃, ϕ̃|ξ,ϕ)p(ξ)p(ϕ)

p(ξ̃)p(ϕ̃)

=
pε̃,ϕ̃(ξ̃, ϕ̃|ξ,ϕ)pε(ξ|ξ̃)

pε̃(ξ̃|ξ)
, (5)

with the constant priors p(ξ) and p(ϕ). Here the univariat
Bayes probabilities

pε(ξ|ξ̃)
pε̃(ξ̃|ξ)

=
p(ξ)
p(ξ̃)

, and
pϕ(ϕ|ξ̃, ϕ̃)
pϕ̃(ϕ̃|ξ,ϕ)

=
p(ϕ)
p(ϕ̃)

= 1 , (6)

are used. The conditional PDFs of the amplitude are inde-
pendent of the phase, but not identical pε 6= pε̃ like the con-
ditional PDFs of the phase variable pϕs = pϕ̃s , which depends
on the amplitude. The denominator in equation 5 corresponds
to the integral of 4 with respect to the estimated phase

pε̃(ξ̃|ξ) =
∫ 2π

0
pε̃,ϕ̃ dϕ̃

= ξ̃e−
1
2 (ξ̃

2+ξ2)I0

(
ξ̃ξ
)
, (7)

which is also known as the Rice distribution with the Bessel
function of first kind and zeroth order I0. Consequently, the
univariat conditional PDFs of the true amplitude and phase
yield

pε(ξ|ξ̃) =
∫ 2π

0
pε,ϕ dϕ =

p(ξ)
p(ξ̃)

∫ 2π

0
pε̃,ϕ̃ dϕ

=
pε̃(ξ̃|ξ)p(ξ)
∫

pε̃(ξ̃|ξ)dξ
, (8)

pϕ(ϕ|ξ̃, ϕ̃) =
∫ 1

0
pε,ϕ dε =

∫ 1

0

pε̃,ϕ̃ pε(ξ|ξ̃)
pε̃(ξ̃|ξ)

dε

=
1

2π

∫ 1

0

pε(ξ|ξ̃)
eξ̃ξcos(∆ϕ̃)I0(ξ̃ξ)

dε . (9)

Analytic Model of Depolarization The generic model to
describe the in-plane depolarization is based on the assump-
tion that the individual spin tunes νs of the ensemble follow a
probability distribution. Latter strongly depends on the emit-
tances of the beam. In the following only a decoupled vertical
phase space motion is taken into account since the longitu-
dinal and radial ones are substantially smaller. Thus, the two
dimensional vertical phase space can be specified by the ver-
tical position x of the particle and its momentum x′. Assum-
ing that both quantities correspond to Gaussian distributed
random variables the spin tunes are distributed according to

pνs(νs|νref
s ,σR) =

νs−νref
s

σ2
R

e
− (νs−νref

s )2

2σ2
R , νs ≥ νref

s , (10)
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which is also known as the Rayleigh distribution with shape
parameter σR. Latter defines the width of the spin tune distri-
bution and it is indicated by the subscript R (Rayleigh). The
spin tune of the particle on the reference orbit is given by
νref

s . The turn depending spin phase of each particle i yields

ϕs,i(n) = 2π(νs,i−νref
s )n , for ϕs,i ∈ (0,2π] . (11)

Thus, the spin phase is described by a wrapped PDF, which
can be written in terms of the characteristic function of the
Rayleigh distribution φϕs

pw
ϕs(ϕs|σR,n) =

∞

∑
k=0

1
4π2n2σ2

R
(ϕs +2πk)×

exp
(
− 1

4π2n22σ2
R
(ϕs +2πk)2

)
, (12)

=
1

2π

∞

∑
k=0

φϕs (k|nσR)e−ikϕs , (13)

where the substitution nσR =
√

2πnσR is used. The first cir-
cular moment of a wrapped PDF is simply given by its char-
acteristic function evaluated at the integer argument k = 1

< z >=
∫ 2π

0
pw

ϕs(ϕs|nσR)e
iϕs dϕs (14)

= φϕs (k = 1|nσR) (15)

= 1−
√

πnσRe−(nσR )2
[erfi(nσR)− i] , (16)

where erfi represents the imaginary error function. The
length of the mean resultant and the mean phase correspond
to the turn depending amplitude and the phase of the spin
ensemble

ε(nσR) = |< z > | (17)

=
([

1−
√

πnσR e−(nσR )2
erfi(nσR)

]2
+

π(nσR)
2e−2(nσR )2

) 1
2
, (18)

ϕ(nσR) = arg(< z >) (19)

=
π
2
− arctan

(
1√
π

e(nσR )2

nσR

− erfi(nσR)

)
. (20)

Results As soon as the polarization is tilted into the hori-
zontal plane by means of an RF-solenoid the analysis starts to
assign a turn number to each detected event. In the beamtime
May/June 2015 it was shown that the phases of the spin en-
semble persisted coherently for more than 1000s in the case
of optimized settings of the sextupole magnets [2]. In this re-
port the data is reanalyed based on the new analytic model,
which depends just on one parameter σR.
An example of a long and of a short spin coherence time
are given in Fig. 1. The left hand side shows the amplitude
and on the right hand side the phase spectrum is presented.
The black data points are the estimated values ε̃ and ϕ̃s ob-
tained by the turn discrete Fourier transform. In addition, the

Fig. 1: The black data points represent the estimated val-
ues obtained by the turn discrete Fourier transform.
The color scheme indicates the respective PDF based
on ε̃ and ϕ̃. The black curves correspond to a maxi-
mum likelihood fit based on the turn depending func-
tions 18 and 20 with the PDFs given in 8 and 9.

corresponding true probability density functions pε and pϕs

are indicated by the color scheme for each macroscopic turn
interval. The black curves correspond to a maximum like-
lihood fit with the turn depending model functions derived
in 18 and 20 and based on the PDFs in equation 8 and 9.

σshort
R = (7.26±0.18)×10−9 turns−1 , (21)

σlong
R = (1.23±0.19)×10−9 turns−1 . (22)

Defining the spin coherence time τSCT as the moment in time
where the polarization is decreased to ε(τSCT) = ε0/e of the
initial value, one gets

⇒ τshort
SCT =

0.3536
σshort

R
= (49.1±1.2)×106 turns , (23)

⇒ τlong
SCT =

0.3536

σlong
R

= (287.1±44.4)×106 turns . (24)

a RWTH Aachen University, Germany, b Forschungszentrum
Juelich, Germany
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Dalitz plot of η′→ η π+ π− using CLAS g12 data

Sudeep Ghosh

The three body decay of the η′ meson has two degrees of
freedom, so one can define a Dalitz plot with two variables
X and Y for the decay η′ → η π+ π−, which is defined as
follows:

X =

√
3(Tπ+ −Tπ−)

Q
(1)

Y =
(mη +2mπ)

mπ
· Tη

Q
−1. (2)

Where Tη, Tπ+ and Tπ− are the kinetic energy of a given par-
ticles η, π+ and π− respectively in the rest frame of η′ and
Q = Tπ++Tπ−+Tη. The mη and mπ are the mass of η and π
mesons respectively.
The general parametization function in Equation. 3 is used to
fit a Dalitz plot. The square of the decay amplitude,

f (X ,Y ) = M2 = A(1+aY +bY 2 + cX +dX2). (3)

Where a, b, c, and d are the Dalitz plot parameters of the
decay and A is the normalization constant.
The Dalitz plot(DP) provides pure kinematic information of
a three body decay and also helps to understand the correct
input to theoretical distribution of the effective chiral La-
grangian. A Dalitz plot study for the η′ meson for the η π+

π− decay channel will help to study effective chiral pertur-
bation theory at a low Q limit.
The VES Collaboration has reported the Dalitz plot param-
eters of η′ → η π+ π− with 14.6 x 103 events in charge ex-
change and 7 x 103 events in diffraction like production [1].
The BESIII Collaboration has also reported η′ → η π+ π−
decay parameters with 43826 ± 211 events with better pre-
cision [2]. The two measurements has disagreement among
them and also to the theoretical calculation of the parameters
[3].
The report presents a status of Dalitz plot parameters of η′→
η π+ π− decay study with CLAS g12 data set, which has the
competitive statistics to give the parameters with low statis-
tical errors. It is yet another independent measurement with
different systematic errors to cross-check the parameters.

g12 Data Set The g12 experiment ran during March - June
2008 with 26 x 109 recorded production triggers [4]. The
fixed target g12 experiment, has an energy of the photon
beam ranging from 1.142 GeV to 5.425 GeV. The current
analysis uses the 1.45 to 3.60 GeV of the photon beam and
used in total 660 runs out of the recorded 626 production
runs, 37 single-prong runs and 3 special calibration runs. A
step wise corrections and calibration were done accordingly
mentioned in the g12 analysis procedure [4].

Simulation The Pluto [v5.42] developed by the HADES
collaboration [5], an event generator is used for this analysis.
It uses ROOT based programs and it is very commonly used
in Hadron Physics experiments to generate hadronic produc-
tion and decay of mesons. It gives user the freedom to include
physics models with simple C++ based codes and to obtain
outputs in any desired format. The simulated events in the

analysis are modelled with bremsstrahlung photon, differen-
tial cross-section of η′ [6] and an input Dalitz plot parame-
ters of η′→ η π+ π− decay (a = -0.150, b = -0.100, c = 0.000
and d = -0.080).

Reconstruction and event selection To reconstruct the
events from the g12 dataset, the following selection, cuts and
conditions are used :

1. Events with multiple beam photon within 1.2 ns window
are considered as individual events.

2. CLAS g12 Kinematic Fitter is tuned to fit the
Mx(pπ+π−) as η meson.

3. Vertex cut imposed on event production vertex to be in-
side the g12 target region.

4. Timing cut of 1 ns on the final state π+, π− and p is
applied for improvement on the particle identification.

5. A cut | cosθcenter−o f−mass of η′ | ≤ 0.85 is applied to
remove events from dead region.

6. Another cut on | Mx(pπ+π−) - 0.547 | ≤ 0.015 GeV is
also applied.

The events surviving after the conditions goes to the Dalitz
plot of 30 x 30 bins in X and Y. A symmetric Dalitz plot
is selected as the resolution of X and Y are similar. A bin-
wise non-resonant background subtraction is performed to
the Mx(p) distribution. All the bins with more 100 events in
the 3σ of Mx(p) distribution is fitted with a Voigt function and
background is fitted with a Polynomial of order 3. In addition
to the non-resonant smooth background, an in peak contribu-
tion is also subtracted. A calculation of the in peak contri-
bution in each Dalitz plot bin is done by generating all the
in peak background modes with production cross section of
η′, relative branching ratio and input Dalitz plot parameters
from BESIII measurement [2].The bins completely inside
the Dalitz plot boundary are considered for the analysis. The
boundary of the η′ → η π+ π− decay is calculated from the
MC generator. In order to reject very low acceptance region,
an acceptance cut is also placed on the bins which excludes
all bins with an efficiency of less than 0.5%.

Fit to the Dalitz plot The Dalitz plot parameters are cal-
culated with two methods:

• Acceptance correction method

• Smearing matrix method

In the first method an acceptance correction is made to the ev-
ery individual bin, the Dalitz plot parameters are calculated
without considering the migration of events from one bin to
the other. The second method also takes care of the migrated
events using a smearing matrix and finally paramerized to
give the Dalitz plot parameters. A χ2/ndf minimization is per-
formed to fit the bins of the Dalitz plot with MINUIT pack-
age available in ROOT. The Dalitz plot parameters obtained
from both the methods are consistent.
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Systematic study, result and conclusion A detailed study
of possible sources of systematics is studied for the cuts men-
tioned above in addition to the bin width and six different
CLAS sectors. The systematic errors obtained from studies
are considered only when it cannot be explained from the sta-
tistical errors on the parameters. The final Dalitz plot param-
eters are in reasonable agreement to both published results
from theory and experiments. The obtained parameters are
with 160090 events which is more than three times the high-
est statistics reported BESIII Collaboration [2]. This makes
the measurement of Dalitz plot parameters in the present
analysis more precise with low statistical error.
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Electromagnetic transition form factor of the η meson with
WASA-at-COSY

Ankita Goswami

In this work, the Dalitz decay η → γe+e− has
been studied in order to measure the electromagnetic
transition form factor of the η meson. The electro-
magnetic transition form factor of the η meson de-
scribes the electromagnetic structure of this particle
at η → γγ∗ vertex. This γ∗ decays into di-lepton pair.
Here, the momentum transfer squared by γ∗ is equal
to the invariant mass squared of the di-lepton. For a
point-like particle, decay rate can be measured using
QED calculations. However, the complex structure
of the particle modifies its decay rate. By comparing
the experimentally measured decay rate with QED
calculation, transition form factor is deduced.

dΓ

dq2
= [

dΓ

dq2
]pointlike[F (q2)]2 (1)

where function dΓ
dq2 is the experimently measured de-

cay rate,[ dΓ
dq2 ]pointlike is the theoretically calculated

decay rate for a point like particle, F (q2) is the form
factor of the particle and q2 is the squared four-
momentum of e+e−.

The slope of the transition form factor is a very
important quantity as it is related with the radius of
spatial charge distribution. Most recently, CB/TAPS
at MAMI collaboration has reported the value of the
slope of the form factor Λ−2 = (1.95 ± 0.15stat ±
0.10syst)GeV

−2. This result is already in very good
agreement with theoretical calculations and Vector
Meson Dominance Model. We expect to contribute
to the result with our high statistics dataset. Tran-
sition form factor is also important in the study of
the anomalous magnetic moment (g-2) of the muon,
which is a precise test of the standard model.

The data analyzed in this work has been collected
in 2010 using proton-proton reaction at a beam ki-
netic energy of 1.4 GeV. The η meson are produced
in the proton-proton reaction. The recoil protons are
identified in the layers of Forward Range Hodoscope
whereas the charged decay products are identified in
the central part of the detector and photons are iden-
tified with the help of the electromagnetic calorime-
ter. The signal events η → γe+e− are enfolded with
the multipion background, which is produced in the
proton-proton reaction. In order to extract clean sig-
nal η → γe+e−, certain kinematical conditions have
been implemented. Events are passed through the cri-
teria of energy-momentum conservation to suppress
multipion background. When the photons coming
from other sources than the signal interact with the
beam-pipe material, converts into e+e− pair, which
has different four-vectors than the e+e− comeing from
γ at the vertex. The conversion background origi-
nates at the radius of the beam-pipe. This informa-
tion is used to reject such type of background. Pho-

tons and electrons produce electromagnetic shower in
the calorimeter. Discontinuous shower is called split-
offs. The angle between the photon candidate and the
split-off should be very small. Split-offs are rejected
utilizing this property. After all these conditions im-
plemented to reduce background, the η meson is re-
constructed using the missing mass technique. The
Fig. 1 shows the missing mass of protons.

Fig. 1: Missing mass plot of two protons after all kine-
matic conditions used for obtaining the η sig-
nal.

In this figure, we can clearly see that the signal
is sitting over the multipion background. In a de-
tailed simulation study of background channels, it
is seen that pp → ppπ0π0 is the main source of the
background. Hence, in the missing mass distribution,
the background is fitted with a 4th order polynomial
multiplied with the phase-space of pp → ppπ0π0 ex-
cluding the peak region (0.53–0.57). After fitting,
the background is subtracted. The remaining sig-
nal peak is integrated. A total of approximately 43k
η → γe+e− event candidates are reconstructed. How-
ever, 8.4% background is still contributing inside the
peak region from η → γγ, η → γπ+π−, η → π+π−π0

channels. We have calculated the relative branching
ratio (η → γe+e−/η → γγ). The value of relative
branching ratio is 0.019± 0.0001. We have a plan to
use another technique, called Kinematic Fit in order
to suppress background. The error parameterization
is in progress to do a kinematic fit. With the signal
events, remaining after background subtraction using
kinematic fit, we will finally go for the further transi-
tion form factor studies.
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Electrostatic deflector development 
 

K. Grigoryeva for the JEDI collaboration 
 
The investigation of the permanent electric dipole 
moment (EDM) of charged particles at COSY requires a 
new electrostatic storage ring. Precursor experiments can 
be realized using existing facility with implementation 
of electric (electrostatic or combined electric and 
magnetic) elements into the current ring. Ongoing 
development is carried out in dedicated cleanroom 
laboratory at RWTH Aachen University with scaled 
electrode prototypes. Different materials and polishing 
procedures as well as ultra-high vacuum techniques and 
the dark current measurement procedure were studied. 

Mechanically polished stainless steel electrodes at the 
distances of a few millimeters demonstrate the high- 
voltage discharge close to the breakthrough conditions 
 in ultra-high vacuum. Aluminum electrodes machined 
and polished with the same technique showed smaller 
values of the electric field strength. Nevertheless, both 
materials showed electrical field strength above calculated 
values for deflector prototype (17 MV/m). 

Good agreements with theoretical predictions of the 
breakdown conditions allow to continue investigations at 
higher voltages and larger distances between the 
electrodes. It will require1) radiation protection laboratory, 
because of higher energy x-rays and much stronger power 
supplies. All necessary infrastructures for such laboratory 
are available inside the storage ring building, which may 
be possible solution for such laboratory. 

The existing test bench for experiments with small 
deflectors (shown in Fig. 1) can be used to develop non 
destructive measurement technique for electric field 
measurement in ultra-high vacuum. It can be done with 
hollow-core photonic crystal fibre developed in Max 
Planck Institute for the Science of Light, Erlangen1. 
 

 
Fig. 1: The test bench for electrostatic deflectors. 
 

The sample of the hollow-core fiber was provided for 
UHV tests at RWTH Aachen. The existing test stand was 
equipped with additional heating and the quadruple mass 
spectrometer2. The fiber was stretched between two 
vacuum flanges and fixed with TorrSeal epoxy3. Heating 
tests of the fiber and hardened epoxy showed no 
outgassing. It allows preparing additional electrical tests, 
which can be performed at MPI Erlangen. 

The described method1 to measure electric field 
unfortunately is directly applicable only to oscillating 
voltage. Adding sinusoidal signal with the amplitude  
of 1% from the main voltage should make these 
measurements feasible. The discharge protection scheme 
of the current setup was modified for this purpose. A new 
signal converter box (see Fig. 2) using external signal 
generator4 will produce a sinusoidal signal in the wide 
frequency range from 50Hz up to 250kHz. The input 
voltage of the high-voltage power supply will be taken as 
reference to define the modulated signal amplitude, which 
can be varied if necessary. 
 

 
Fig. 2: Signal converter scheme for test stand 
 

New polished stainless steel electrodes (see Fig. 3) 
with a different surface were produced and at present 
ready for installation. Special shape of the electrode on the 
right side of the Figure 3 is made to test uncertainties in 
electrical field reconstruction. 
 

 
Fig. 3: New electrodes for testing field measurement technique 
 

First field measurement tests are foreseen to be 
completed in 2017. The result of these tests will be used 
to define the electrical field monitoring method during 
deflector operation. 
 
a Physikalisches Institut III B, RWTH Aachen University, 
52074 Aachen, Germany 
 
1 Bykov D. et al., Nature Photonics 9, 461–465, (2015). 
2 Quadrupole mass spectrometers (QMS) PRISMA 200 
mass range 1-100 amu, Pfeiffer Vacuum, 
http://www.pfeiffer-vacuum.com 
3 Agilent low vapor pressure resin sealant 
http://agilent.com 
4 Voltcraft signal generator FG250D. 
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Progress with the model development for the 2 MeV electron cooler

A. Halama

The 2 MeV electron cooler has been installed in the COSY
ring to provide e-cooling of p+ and d+ beams in the entire
energy range of the machine and to study the cooling process
in the magnetized regime at high energy.

Fig. 1: Cooler magnetic system layout. Edited from [1]

2 MeV electron cooler model introduction

Within the cooling section a velocity-matched electron beam
is placed coaxially over the beam circulating in the ring.
Coulomb interaction between the beams allows heat trans-
fer analogue to heat exchange of gases. The electron beam
is guided by a strong longitudinal magnetic field to preserve
its quality. The geometry of the beam line however gives rise
to higher order dynamics such as larmor rotation and the so
called galloping motion, which must be minimized to yield
a cold e-beam. Setting up the electron cooler and delivering
a high quality electron beam by adjusting all required pa-
rameters manually is a time consuming, demanding task and
requires a high level of expertise. Beam properties such as
orbit, larmor motion and galloping [2] have to be measured
and corrected to a satisfying degree. To ease the beam setup
significantly a model for calculations of electron trajectories
is under development. This model, embedded in a GUI, will
serve as a tool to anticipate beam behavior, perform response
calculations and find solutions for suitable magnet settings.
Every magnetic ensemble has been simulated in COMSOL,
yielding magnetic field maps. These are scaled linearly with
the set current for the time being but are prepared to reflect
saturation and hysteresis effects at a later stage of the de-
velopment. Electron trajectories are obtained by integration
using the equation of motion in a static electric and magnetic
environment. Momentum conservation is taken into account
but this requires small time increments over the integration
path in the range of picoseconds. This leads to total compu-
tational times in the range of tenths of seconds up to several
seconds depending on scope and precision of the calculation
for one trajectory per used thread. Trajectory information is
available as xyz electron path data points, also broken down
only to the 12 beam position monitor (BPM) locations and
sectionwise as resulting fit coefficients. As the electron beam
is affected mainly by the strong longitudinal guiding field
and dipole fields for steering, the trajectory fit is described in

the following form:
xi(z) = x0 +mz+Asin(ωz)+Bcos(ωz)
The form is similar for y. m describes the drift ratio, ω is
called the magnetic wave number of the larmor motion de-
termined by the average field strength in the section. A and B
can be used to represent larmor radius and phase. Larmor ro-
tation is mostly caused by mismatched longitudinal fields in
the bendig sections, as special requirements for the passage
through these have to be met to not excite the beam with a
certain larmor stimulus. The galloping effect occurs due to
inevitable gradient fields in the magnetic guiding structure
of the cooler. In such gradient regions different parts of the
beam experience different kicks such that the beam is lar-
mor excited but with increasung phase advance seen tangen-
tially around the center. The excitation is spatially linearly
distributed, which means that the individual larmor radii are
increasing linearly with increasing distance to the beam cen-
ter. Therefore it can also be called galloping growth. The
galloping effect is quantified by measuring the larmor coeffi-
cients of the center of charge and those from at least one part
of the beam slightly off-center. This can also be carried out
at the cooler, as the gun can separately modulate each quad-
rant individually [3] to make certain beam parts visible to the
BPM system. Thus the individual larmor rotation of the cen-
ter of charge of these quadrants can be measured respectively.
The larmor rotation, which one measures from the center of
charge is superimposed on the entire distribution but carries
no galloping motion. Therefore the coherent larmor rotation
can simply be subtracted from the off-center beam part. This
leaves only galloping component of this part of the beam.
x(z,φ ,d) = x0+mz+Asin(ωz)+Bcos(ωz)+cr(φ)sin(ωz+
φ)+dr(φ)cos(ωz+φ)
Again similar for y. c and d constitute the galloping growth
amplitude in µm/mm. r and φ are polar coordinates of the
specific beam part. For high cooling efficiency larmor and
galloping motion have to be as small as possible in the cool-
ing section and the orbit has to match the trajectory of the
COSY beam. To operate at high beam current a high recu-
peration rate has to be reached, therefore larmor and orbit
has to lie within a desired range also on the collector side of
the transport channel. With the help of the model, optimizing
beam parameters should be manageable in a shorter amount
of time compared to manual adjustments.

Relative similarity and status of the model

For beam adjustments from a known initial orbit, one can
work with iterative procedures to correct the orbit and larmor
motion. Relative changes to the cooler can therefore also be
reflected by the model. Response schemes do not have to be
measured but can simply be calculated in a much faster fash-
ion. Whereas additionally some beam information is simply
not accessible by measurements by the given diagnostics of
the electron cooler but can be accessed using an accurate
model. The simplest response scheme is that of the orbit
with respect to steering magnets, generally called the orbit
response matrix (ORM). It is obtained as broad measurement
of all orbit displacements at the BPM locations as result of
dipole corrector current changes. Such an ORM can be used
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for orbit adjustments such as alignments, orbit bumps, feed-
back and feed forward systems. It has been shown that the
calculated orbit response matrix matches the measured one to
a satisfying extend. Calculated response data has been used
already for a slow feedback system in which a specific beam
position was held fixed by automated readings and settings
to stabilize the beam while manual changes to the orbit were
introduced. The calculated ORM was also used for manual
orbit adjustments within the design orbit tool. Within that,
a wanted orbit can be chosen for which the necessary cur-
rents are calculated automatically and set at the magnets.
The bending sections are individually equipped with inner
and outer dipole magnets. With the help of these the beam
shape can be manipulated as the currents of inner and outer
magnet are changed in opposite directs. The orbit is not af-
fected, if the average value of inner and outer coil current
remains the same. It could be shown that shaping the beam
within the model works as in the electron cooler aside from
a specific scaling factor. The larmor rotation is compensated
using short dipole kickers that transmit a certain kick with the
right strength and phase. The exact setting is a solution using
the larmor response that is how the larmor rotation changes
relative to certain kicks. Beside the fact, that the model can
directly rely on trajectory fits to quantify the larmor rota-
tion instead of an indirect measurement, the compensation
procedure works also as expected. Galloping rotation occurs
mostly in the junction between the weak magnetic field in the
accelerator column and the stronger field in the first bending
section. A matching section is installed to shape the magnetic
profile to decrease the effect of gradient fields. However find-
ing a solution is only doable with lengthy measurements or
with support of the model. The simplest approach therefore
is following the negative gradients in small but reasonable
current steps iteratively for all 7 magnets of the matching
section. [2] This procedure works fine within the model and
several solutions can be found depending on the initial set-
ting.

Fig. 2: Trajectory calculations for a single 1000 keV electron
with different steps of correction. Red trace represents
x-coordinate and green trace y, in the BPM coordinate
system

Figure 2 shows samples views of the GUI, which gives acces
to the model. The first plot shows the trajectory without any
corrector magnets turned on. The beam carries a large lar-
mor radius and is lost prior to deceleration. The second plot
shows the trajectory for an orbit corrected case. The beam
is not lost, however is still incapable of cooling, due to the
strong larmor rotation evident in the cooling section (central
region of the image). The last image shows the final trajec-
tory with additional larmor correction in the cooling section.
The traces were calculated for a single electron representing
the center of charge of the beam. Figure 3 shows traces of 5
electrons representing the the distribution. Steps of the gal-

loping correction process are displayed. The first plot shows
the initial uncorrected condition. All parts of the beam carry
larmor rotation and depending on the location within the dis-
tribution a superimposed individual rotation. This leads to the
galloping of the envelope for an entire distribution. Thus the
radii and phases are different for each trace. The second plot
shows the larmor compensated case. The 90◦ phase relation
can be seen. Plot three shows the galloping corrected case
without larmor correction. The equalized and now coherent
larmor rotation is easily recognized. Image four shows the
galloping corrected case with consequtive larmor correction.
The beam with such properties is suitable for cooling.

Fig. 3: Further tracjectory calculations, now for a beam dis-
tribution. In red the x- and in green the y-coordinate
within the cooling section. The cross section view at
the location of the cursor is next to it

Model discrepancies and next steps

The relative beam behavior within the model is close to that
of the electron cooler. However, the model does not describe
the electron cooler with an absolute one to one match. This
is observed as non-perfect agreement of measured and cal-
culated orbits, larmor and galloping properties. This results
most likely from the fact that the model assumes perfect
alignment of the beam to the geometric center in the acceler-
ator column at the beginning of the calculation. It is an ongo-
ing effort to compare both systems in detail to find the correct
initial conditions and appropriate correcting scaling factors
to certain magnetic structures. This presents itself as a com-
plex task, since there is no specific diagnostics available and
no space left for any to ease the matching. Similar to a least
square approach, one could trace back the electron trajec-
tory from measured beam positions. Larmor phase relation
and transverse momentum would be used from larmor radius
measurements at three locations of the transport channel.
This idea will be investigated and implemented soon. Further
model calibration will rely on measurements and procedures
that are not part of the routine operation and go beyond com-
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paring response functions. Some measurements have already
been performed to investigate similarity and the possibility
to reduce the discrepancies between the trajectories of the
cooler and of the model. The following measurements have
been carried out:
- Orbit and larmor response with respect to main magnets
settings
- Larmor and Galloping response of the matching section
- Non-linear orbit shift induced by to short dipoel corrector
- Larmor kick to orbit shift ratio
- Finding multiple settings for the magnetic system for in
depth trajectory comparison
- Analyzing larmor phase advance propagation due to longi-
tudinal field changes in bend and line sections
A better agreement would allow describing the electron by
its entirety through the model. Any setting for a cool and
matched beam could be found much faster than by man-
ual means. Any lengthy measurement for response schemes
would be carried out by the model. Application of these to set
the smooth orbit with a low rms orbit distortion, the matching
of the COSY beam that is to be cooled and the electron beam
as well as guaranteeing a suitable recuperation rate, which
improves reliability by reducing the probability of HV break-
downs, is done numerically. As the trajectory of the electron
beam in the cooling section is properly known, one can get a
much clearer view on the cooling process, which would also
serve well in the fields of cooling theory and cooling simu-
lation. On the way to this point, the GUI, which embeds the
model, will become a tool to additionally serve the currently
used monitors for the orbit as well as current and voltage
settings for various power supplies. Logging and archiving
using EPICS through this software is also envisaged.

Conclusion

A model to describe electron trajectories in the 2 MeV
electron cooler transport channel is under development. At
the current development stage it shows qualitative agreement
with the physical and measurable beam behavior. The most
important correcting features have been shown to work
within the model. It is an ongoing effort to benchmark
the model and match it closer to the absolute behavior
of the electron cooler and thus match the measured orbit.
Monitoring the beam parameters and controlling the cooler
will be possible within the same GUI that holds the model.
Thus manual changes and adjustments will simultaneously
be routed to the cooler and fed into the model. Additionally
it allows checking the plausability of operator inputs to
prevent accidental beam losses.
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Theoretical Considerations of a Beam Position Independent Capacitive Quadrupole Pickup

A. Halama

In the course of investigations towards capacitive Beam Posi-
tion Monitors (BPM), the idea of a capacitive device capable
of measuring more than beam phase, current and positon was
looked at in more detail. The investigation focused early on
a design with eight stripes as electrodes. The presented ge-
ometry is capable of measuring the quadrupole moment of a
relativistic particle beam. Two such devices at appropriate lo-
cations within a ring accelerator could resolve the beam size
for a known dispersion.

Fig. 1: Simplified model of the quadrupole monitor.

Capacitive beam position monitors

To understand the principle of the here described device, the
capacitive pickup for positional measurements has to be laid
out first. The used electrodes are stripe shaped, that means
that for any positional measurement the non-linearity of the
geometry has to be considered. Within the center region such
a pickup can be viewed as linear and can be approximated
with two dimensional polynomials in the surrounding vicin-
ity. Retrieving the positional information of a pencil beam
from integrated or peak electrode voltages can thereby look
like this:
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Where K is the matrix holding the offset, linear sensitivity
term, higher order terms, and cross terms also depending
on the orthogonal coordinate. The matrix is unique to every
configuration of chosen up, down, left, and right groups of
electrodes. ∆ refers to the difference signal resulting from
opposing groups of electrodes and Σ results from their sum,
each only for a chosen configuration. Not all combinations
one can think of result in stable matrices. However about 50
unique configurations have been found. Some of the more

common ones with the clockwise enumeration are shown
here:

Some possible configurations
Up Down Left Right

6,7,0,1 2,3,4,5 4,5,6,7 0,1,2,3
0,7 5,6 0,7 1,2

0,6,7 4,5,6 0,6,7 1,2,3
0,6,7 2,3,4 5,6 1,2

Table 1. Exemplanary summary of capacitance values.

The matrix entries in K can be obtained as fit coefficients
by measurement or numerical procedures that reflect the in-
duction of charges by the beam onto the electrodes. Beside
the chosen configuration, the matrix is also strongly depen-
dent on the beam size. This means that a set of coefficient
matrices can be obtained for various beam sizes. A Gaussian
distribution has been assumed for the presented work. One
way of representing the beam size dependency is to express
each coefficient by another two dimensional polynomial with
RMS beam size σx and σy as input arguments. By this sub-
stitution the function looks as follows:

Size dependent response scheme
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This form would yield the exact beam position for a certain
configuration of electrodes with known beam size. For de-
viating beam size inputs from the actual beam size (or to
be more precise; different quadrupole moments without the
beam position terms) several configurations will lead to dif-
ferent readings. This deviation expressed as standard devia-
tion can be plotted versus both input beam sizes.

Fig. 2: Intensity plot of the standard deviations as a function
of input beam sizes in Eq. 3 and 4. Set beam position
for the presented calculation is σx = 4mm and σy =
1.5mm.
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One obtains agreement of the resulting beam position for the
different configurations only for a suitable beam size input
along the dark blue valley in figure 2, where the standard de-
viation approaches zero. The valley can be parametrized by
the quadrupole moment without the beam position terms as
a function of both beam sizes. κposIndep = σ2

x −σ2
y The so-

lution to κ can quickly be found numerically by sweeping
through the larger of both beam sizes and setting the other
to zero, as there is an absolute minimum along this axis.
The location of the minimum reveals the wanted magnitude:√κposIndep. The beam position is automatically obtained as
the resulting average beam position of all configuration at the
lowest standard deviation. This way the complete quadrupole
moment can be reconstructed as:
κ = κposIndep + x2− y2. For two such devices at dissimilar
and known beta function and known dispersion the vertical
and horizontal emittance can be calculated. [3]

κ1 = εxβx1− εyβy1 + D̄2
x1σ2

p (5)

κ2 = εxβx2− εyβy2 + D̄2
x2σ2

p (6)

By solving this linear set of equations, as κ1,2 are known,
the emittance and hence the beam size at the location of the
pickups can be obtained.

Numerical method

For the investigation eight beam size and position depen-
dent scalars that are linear with the image current have been
used as representation of electrode signals. This simplifica-
tion was implemented, since the voltage signals on the elec-
trodes scale with the image current. Cross talk effects were
neglected, as only the sensitivity is damped but this does
change the general behavior. The wall current approach has
been used to reflect the electrostatic induction. The total in-
fluence of the beam as a distribution of particles has been im-
plemented by summing up the influence results of a fine grid-
ded two dimensional gaussian distribution from a linear in-
terpolation in a fine pre-calculated grid of pencil beam induc-
tions. This approach was refined in the code to yield precise
results that are close to convergence values. It also proved
itself as a faster method compared to the calculation of indi-
vidual inductions of each gaussian portion. All calculations
were carried out in Java code. To look closer at the feasibility
of such a device one will have to use a more proper model,
that takes also cross talk between the electrodes into account
and noise from the input impedance of the preamplifier. The
stability of the matrices and the uncertainty of the resulting
quadrupole moment are thereby in question.

Conclusion

The concept for a capactive and thereby non-invasive device
that can measure the quadrupole moment has been studied.
It could be shown numerically, that a capacitive device with
eight electrodes, from which two are shifted slightly, is capa-
ble of measuring the quadrupole moment of a particle beam.
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Analysis of Feedback System Data

N. Hempelmann for the JEDI Collaboration
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p
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α

Fig. 1: Effect of decoherence on vertical spin build-up. If the
horizontal polarization decreases by ∆pH , the angle α
increases.
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Fig. 2: Gradual tilt of the polarization towards the vertical
axis. The blue curve corresponds to positive initial
polarization, the red curve to negative polarization

Feedback System The spin feedback system was success-
fully tested in fall 2015 (see also the corresponding highlight
section and the 2015 annual report). The system was used
in two distinct experiments: gradual vertical spin build-up
using and rf-solenoid while the feedback system is on, and
driven spin oscillations in which the feedback system is used
to set the initial conditions.

Vertical Spin Build-Up The system was initially tested by
switching on the solenoid at low amplitude after the feedback
is activated. The solenoid gradually tilts the spin out of the
horizontal plane.

The polarimeter measures the vertical and horizontal po-
larization pV and pH . In the analysis, the angle α between
the polarization vector and the horizontal plane is used. The
rate at which α approaches ±π/2 is proportional to the sine
of the phase φ between the solenoid and the spin tune preces-
sion. The experiment can therefore verify that the feedback
system works.

The model used to fit the data also accounts for the decay
of the horizontal spin component over time, which can fake a
spin rotation (Fig. 2). Fig. 2 shows an example of the vertical
spin build-up over time for one run. Fig. 3 shows the rate of
spin rotation as a function of the nominal phase set in the
feedback system. The expected sine shape is found. There is
no significant difference between positive and negative initial
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Fig. 3: Spin rotation per turn as a function of the initial phase.

polarization.
The gradual build-up of vertical polarization resembles the

expected signal for an electric dipole moment in the precur-
sor experiment. The effects of polarization decay apply in
both cases.

Driven Oscillation The feedback system was also used to
study driven oscillation of the polarization vector induced by
an RF solenoid as a function of the initial phase. For this,
the feedback system was first used to set the initial phase
difference ∆φ between the solenoid and the spin precession,
but was then switched off, i.e. ∆φ was not controlled while
the solenoid was operated.

The spin motion is parametrized using the angle between
the spin and the horizontal plane α and the phase differ-
ence ∆φ. The behavior of the spin under the influence of the
solenoid can be described using a simple geometrical model
that assumes that the spin is rotated by the angle k around
the z axis each turn. This leads to the following equation of
motion

d(∆φ)
dn

=
k
2
(tanαsin∆φ+q)

dα
dn

=
k
2

cos∆φ.
(1)

With q =
4π(νs−νsol

s )
k , where νs is the actual spin tune and

νsol
s is the spin tune to which the solenoid is set. The pa-

rameter q is a measure for how far the solenoid is away from
the resonance frequency. Figure 4 shows some solutions for
k = 5 · 10−7 and q = 0.2π q. The oscillations in α and ∆φ
are typical features. It can be shown analytically that α os-
cillates around −arctan(q) and ∆φ oscillates around ±π/2.
The length of one oscillation period is 4π

k
√

1+q2
. If the ampli-

tude exceeds a critical value depending on q, ∆φ no longer
oscillates but moves around the complete unit circle.

This behavior was veryfied by fitting the numerical solu-
tion of Eq. (1) to the measured data: Figure 5 shows a run
close to q = 0, while Fig. 6 is for a run further away from
resonance.

The same general rules also apply to a Wien filter that ro-
tates the spin about an axis perpendicular to the beam and the
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Fig. 6: Example 2: ∆φ moves over the complete angular
range.

stable spin axis. The equation of motion (1) can also describe
the initial spin flip from vertical to horizontal.

Conclusion The analysis proves that the feedback system
works and fulfills the conditions for electric dipole measure-
ments in the precursor experiment. The analysis of the driven
oscillations shows that it is also useful as a general tool to
study spins in storage rings.
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Lyapunov Analysis of Particle Tracking for the High Energy Storage Ring (HESR)

J. Hetzel*

For the future Facility of Antiproton and Ion Research
(FAIR) in Darmstadt, the IKP is responsible for the construc-
tion of the High Energy Storage Ring (HESR) [1]. In Decem-
ber 2014 the series production of the bending sector dipoles
and focusing quadrupole magnets has started. In beam dy-
namics simulations the measured field imperfections of these
elements is included as source of non-linear particle motion.
The simulations are then used to determine the area of stable
motion. Its border marks the transition to chaotic motion and
is called Dynamic Aperture. It is estimated from the simula-
tion results using a variant of the Lyapunov exponent. Only
below the Dynamic Aperture limit a stable operation of the
storage ring can be guaranteed.

The principle of the measurement of the magnetic field of
the dipole with hall probes has been described in [2]. The
magnetic field of the quadrupole is measured by the manu-
facturer with a rotating coil, cf. [3]. Both measurements can
be expressed through multipole coefficients Bn and An as de-
fined through[4]:

Bθ(r,θ)+ iBr(r,θ) =
∞

∑
n=1

(Bn + iAn)

(
r
r0

)n−1

· eiθ, (1)

where Br and Bθ are the integrated components of the ele-
ments’ B field in radial and polar direction, r and θ are po-
lar coordinates with origin at the reference trajectory and
r0 is a fixed reference radius. The component B1 of the
dipole and B2 of the quadrupole are called main field com-
ponents. All other non-vanishing multipole components An
(skew multipoles) and Bn (upright multipoles) contribute to
non-linear1 particle motion. Usually these unwanted compo-
nents are suppressed through the design of the pole shapes of
the magnets, but small contributions in the order of 0.1% of
the main field remain. These are considered to be the main
source of distortion to the stable particle motion. In the beam
dynamics simulation only the multipole components up to
order n = 10 are included. This is rectified as their contri-

1except the skew quadrupole component A2 which introduces coupling
of horizontal and vertical phase space - another unwanted effect.
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Fig. 1: The measured multipole components of a dipole
magnet. The error bars indicate the reproducibility
of the results. The measurement is normalized by
bn = Bn/(B1 ·10−4) and an = An/(B1 ·10−4).
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Fig. 2: The measured multipole components of the
quadrupole magnets. The error bars indicate the
variation of the multipole components within the
produced series. The measurement is normalized by
bn = Bn/(B2 ·10−4) and an = An/(B2 ·10−4).

bution to the field rises with
(

r
r0

)n−1
and the path of the

particles is usually at r < r0. The results of these measure-
ments are shown in Fig. 1 for the dipole and in Fig. 2 for the
quadrupole.

Besides the measured multipoles, the linear lattice for an-
tiprotons at the injection energy of T = 3GeV is basis for
the topical studies: The quadrupole strengths and sextupoles
strengths are chosen such that the chromaticity ξ is ξ = 0 and
transition factor γtr. is set to γtr. = 6.2. As well the disper-
sion D in the straight sections is close to zero. The horizontal
tune Qx and vertical tune Qy are regarded as free parameters.
They can be adjusted between 7.58 < Qi ≤ 7.76 oscillations
per particle turn. One example for the resulting optical func-
tions is shown in Fig. 3.
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Fig. 3: The optical functions of the HESR antiproton injec-
tion lattice. The corresponding tunes are Qx = 7.61
and Qy = 7.64. The PANDA target will be located at
s ≈ 515m.

Based on the linear lattice along with the measured imperfec-
tions as source for non-linear distortions a tracking simula-
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tion is performed. Here the trajectory of a particle with given
initial phase-space coordinates is calculated. Then the posi-
tion of the particle in the transverse phase space is recorded
for each turn. To save calculation time, for each starting po-
sition only the first 1000 turns are tracked. Based on the
recorded data the starting point is to be classified as stable or
chaotic. Therefore a second particle with initial coordinates
as close to the original particle as di = 1.414µm is tracked as
well. After each turn medium distances d̄i, f are calculated:

d̄i, f =
f

∑
n=i

dn

f − i
, (2)

where dn is the distance of the two tracked particles after
turn n. Following the ideas of [5], a Lyapunov indicator λn is
calculated from the medium distances:

λn =
d̄n/2,n − d̄0,n/2

d̄n/4,3n/4
, (3)

again n represents the number of turns. Starting from ini-
tial coordinates near the design orbit, it is checked if these
initial coordinates lead to a Lyapunov indicator that exceeds
λcrit. = 1 within the tracked 1000 turns. If not the coordinate
is regarded as stable. Thus the distance of the initial coordi-
nate to the design orbit is increased and a further tracking is
performed. The transition to chaotic motion (λn > λcrit.) de-
fines the Dynamic Aperture. In Fig. 4 the result is shown for
different tune combinations. A more detailed description of
the analysis was presented at IPAC 2016 [6].
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Fig. 4: The Dynamic Aperture as ratio of the geometric ac-
ceptance for different tune combinations. It is clearly
visible that near the tune resonances (solid lines) the
Dynamic Aperture is drastically reduced. The tunes
near the coupling resonance Qx = Qy could not be
reached, due to the coupling A2 coefficient of the
dipoles.

To estimate the reliability of the Dynamic Aperture, the anal-
ysis is rerun with different multipole distortions. Therefore
the multipole coefficients are randomized according to their
variance as estimated in the measurement. Then the whole
tracking is repeated. To automate the procedure a c++ library

was written, that generates the tracking for MAD-X [7] and
randomizes the multipole components. The deviation from
run to run gives an estimate for the stability of the method.
Usually it is less than 0.5%, if expressed as ratio of the geo-
metric acceptance.
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Theoretical Limits of Closed Orbit Corrections

F. Hindera,b

for the JEDI collaboration & the COSY Beam-Instrumentation-Group

The ambitious goal of a measurement of Electric Dipole Mo-
ments (EDMs) of elementary particles at the storage ring
COSY (COoler SYnchrotron) requires a precise and reliable
closed orbit correction. Simulations of the planned measure-
ment method using an radio frequency Wien filter show, that
a closed orbit correction is a crucial tool to lower systematic
errors of an EDM measurement [1]. The correction of the
orbit, by using a model independent Orbit Response Matrix
(ORM) leads to an improvement of the measured orbit RMS
down to ≈ 2mm [2]. This fact leads to the question: Why is
the orbit correction not better? Crucial points in the orbit cor-
rection are the number of corrector magnets, the number of
Beam Position Monitors (BPMs) and the alignment precision
of the magnetic elements. This report focuses on simulations
with the mad [3] program to investigate the effects result-
ing in the orbit RMS. The presented results concentrate on
the influence of misaligned quadrupoles, the precision of the
BPMs and possible improvements are outlined. A detailed
discussion of these results is given in [4].

The accelerator setup, used during the JEDI beamtimes with
polarized deuterons at 970 GeV is the starting point of the
simulation. All magnets and BPMs are assumed to be per-
fectly aligned. In addition, the BPMs measure the beam po-
sition with a perfect accuracy and resolution. With these set-
tings the resulting orbit is centered in all elements. In a first
step all quadrupoles are misaligned:

z = z0 +∆z z ∈ {x,y,s,θ,ψ,ϕ} , (1)

where ∆z is randomly generated following the Gaussian
probability function:

p(∆z) =
1√

2πσz
exp

(
−(∆z)2

σ2
z

)
. (2)

The width of the Gaussian distribution is changed from
1×10−3 mm to 1.3 mm. For 10000 randomly generated mis-
alignements, the orbit RMS values are calculated and the or-
bit correction is performed. The resulting distributions are
shown in fig 1.

 (mm resp. mrad)ψ,ϕ,θx,y,z,σmisalignment 
4−10 3−10 2−10 1−10 1

 (
m

m
)

,B
PM

s
x

R
M

S
ho

ri
zo

nt
al

 R
M

S 
at

 B
PM

s 

4−10

3−10

2−10

1−10

1

10
uncorrected

corrected (w.r.t BPMs)

(a) Horizontal

 (mm resp. mrad)ψ,ϕ,θx,y,z,σmisalignment 
4−10 3−10 2−10 1−10 1

 (
m

m
)

,B
PM

s
y

R
M

S
ve

rt
ic

al
 R

M
S 

at
 B

PM
s 

4−10

3−10

2−10

1−10

1

10
uncorrected

corrected (w.r.t BPMs)

(b) Vertical

Fig. 1: The horizontal orbit RMS measured at the BPMs de-
pending on the magnet misalignment. The uncorrected orbit
RMS is shown in blue. The result of the orbit correction, with
respect to the BPMs, is shown in red.

The blue graphs show the uncorrected case, whereas the red
areas represent the corrected orbit. The filled error band in-
cludes 68 % of the simulated data points, whereas the error

bars represent all data points. For all four curves, a linear
function is fitted against the data points:

RMSideal = f ·σ. (3)

The slope f of these functions is the conversion factor be-
tween the alignment precision and the resulting orbit RMS.
For both planes, the RMS value in mm of the uncorrected or-
bit is a factor≈ 10 higher than the misalignment in mm resp.
mrad.
The corrected orbit is obtained, by using the TSVD [4]
method iterativley until the change in the orbit RMS is less
than 2 %. In the vertical plane, the RMS of the corrected orbit
is reduced by a factor of 50 , which leads to an orbit RMS,
which is 30 % of the assumed alignment resolution of the
magnets. For the horizontal plane, the correction reduces the
RMS only by a factor of 5. This shows, that the horizontal
orbit can only be corrected to an RMS value, which is in the
same range as the assumed alignment resolution.
In order to improve the RMS of the corrected orbit at COSY,
the quadrupole magnets need to be aligned with a higher pre-
cision. This demanded precision is linear depending with the
systematic EDM error [5].

As additional effect, the resolution of the BPMs is analysed.
For this simulation, the measured beam position is smeared
with a Gaussian distribution with a mean value of 0 and a
width of 0.1 mm. The quadrupoles are misaligned in the same
way as in the previous simulation run. The resulting curves
are shown in fig. 2
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Fig. 2: The orbit RMS measured at the BPMs depending
on the magnet misalignment. The uncorrected orbit RMS is
shown in blue. The corrected orbit, with respect to the BPMs,
is shown in red. The BPMs are assumed as perfectly aligned.
The beam position measurement is simulated with a resolu-
tion of 0.1 mm.

For large misalignments, the resolution of the BPMs can be
neglected and the curves are identical to the ones obtained
with perfect BPMs. For alignment resolutions, which are at
the same range as the BPM resolution and below, the curves
diverge from the ones with perfect BPMs and converge to
a minimum. This behaviour can be estimated by calculating
the expectation value of the RMS [4, 6]:

〈RMSrealistic (λ)〉=
√

π
2

L(N/2−1)
1/2

(−λ2

2

)
σ√
N
. (4)
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In this equation, L(N/2−1)
1/2 (x) is the generalized Laguerre

polynomials and λ reads:

λ =

√
N

∑
i=1

(
µi

σi

)2

≈ RMSideal

√
N

σ
. (5)

The ideal value RMSideal for the orbits is calculated by using
the fit functions (3), obtained with ideal BPMs. The result-
ing expectation value of the realistic RMS is plotted above
the corresponding data points as a yellow and green line in
fig 2. The uncorrected data points are described very well.
For the corrected ones, the data points are slightly above the
expected value. This effect can be calculated as well and re-
sults in the black curve. All in all, the effect of the BPM res-
olution can be described analytically. The BPM resolution is
the RMS limit, if the alignment of the magnets is better than
the resolution of the BPMs.

In order to improve the orbit, additional elements can be in-
stalled at COSY. As a starting point for these considerations,
additional BPMs at all quadrupoles as well as additional cor-
rection windings on all quadrupoles are assumed. In order to
investigate the effect of such upgrades, the simulations are
repeated with different scenarios:

• no upgrade (default)

• additional BPMs

• additional corrector magnets

• additional BPMs and additional corrector magnets.

For each scenario, the conversion factor between the align-
ment resolution and the corrected orbit RMS is calculated.
The resulting factors are presented in fig 3.

                                                                                                      BPMs:
correctors: default

+ BPMs
+ correctors

+ both

f
co

nv
er

si
on

 f
ac

to
r 

 

0

0.2

0.4

0.6

0.8 RMS @BPMs

RMS @all elements

                                                                                                      BPMs:
correctors: default

+ BPMs
+ correctors

+ both

f
co

nv
er

si
on

 f
ac

to
r 

 

0

0.2

0.4

0.6

0.8 RMS @BPMs

RMS @all elements

(a) Horizontal.

                                                                                                      BPMs:
correctors: default

+ BPMs
+ correctors

+ both

f
co

nv
er

si
on

 f
ac

to
r 

 

0

0.2

0.4

0.6

0.8 RMS @BPMs

RMS @all elements

                                                                                                      BPMs:
correctors: default

+ BPMs
+ correctors

+ both

f
co

nv
er

si
on

 f
ac

to
r 

 

0

0.2

0.4

0.6

0.8 RMS @BPMs

RMS @all elements

(b) Vertical.

Fig. 3: The conversion factor f between the alignment reso-
lution and the orbit RMS after correction is presented in the
two diagrams for different combinations of additional cor-
rector magnets and additional BPMs. In addition to the ex-
isting COSY systems (”default”), additional dipole windings
are installed at the quadrupoles and/or additional BPMs are
installed inside the quadrupoles. The RMS is calculated at
the BPMs (blue), including the additional ones, and at all el-
ements (red). The calculation is done for the horizontal and
the vertical orbits.

In addition to the RMS at the BPMs, the RMS over the length
of the accelerator is shown. For the exisitng system, the RMS

at the BPMs is clearly below the one at all elements. By up-
grading the BPM system both factors come close to each
other. If the two factors are close to each other, the RMS ob-
tained at the BPMs is a measure for the RMS at all elements,
which allows a estimation of the EDM limit. Additional cor-
rector magnets lead to an improvement of the orbit at all ele-
ments. The combination of both upgrades improves the orbit
RMS by a factor of ≈ 10.
All in all the orbit RMS can be improved by a better align-
ment of the magnets, additional corrector windings and ad-
dtitional BPMs. The three possible states are ordered along
their feasibility. The BPM resolution limits the orbit RMS if
the alignment resolution multiplied by the conversion factor
for the upgrade system fig 3 is in the same range as the BPM
resolution.
During the next maintenance periods a realignment of the
magnets as well as an upgrade of the BPM readout is
planned, which improves the accuracy and the resolution of
the BPM system. The corrected orbit after these upgrades
will prove the presented behavior of the orbit RMS.

References:

[1] M. Rosenthal, Spin Tracking Simulations Towards
Electric Dipole Moment Measurements at COSY,
in Proceedings 6th International Particle Accelerator
Conference, IPAC15, Richmond, VA, USA (2015).
http://jacow.org/IPAC2015/papers/
thpf032.pdf

[2] F. Hinder, B. Lorentz, M. Rosenthal and M. Si-
mon, ”Automation of the Orbit Response Matrix
Measurement at COSY”, in Annual Report 2015,
Institut fr Kernphysik Forschungszentrum Jlich,
http://www.fz-juelich.de/ikp/DE/
Service/Download/download_node.html

[3] CERN - BE/ABP Accelerator Beam Physics Group,
”MADX”, http://madx.web.cern.ch/madx/

[4] F. Hinder, ”Development of Beam Diagnostic Systems
for Electric Dipole Moment Measurements at Particle
Accelerators”, PhD thesis in preparation, 2017, RWTH
Aachen University

[5] M. Rosenthal, ”Experimental Benchmarking of
Spin Tracking Algorithms for Electric Dipole Mo-
ment Searches at the Cooler Synchrotron COSY”,
PhD thesis, 2016, RWTH Aachen University,
http://collaborations.fz-juelich.de/
ikp/jedi/public_files/theses/Thesis_
MRosenthal.pdf

[6] Evans, Merran and Hastings, Nicholas A. J. and Pea-
cock, J. Brian, ”Statistical distributions”, third edition,
Wiley, New York, 2000

a Institut für Kernphysik 4, FZ Jülich, Germany
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Studies on η production in pd fusion to 3Heη with WASA-at-COSY∗

N. Hüsken†, F. Bergmann†, K. Demmich†, and A. Khoukaz†

The discovery of the attractiveness of the ηN poten-
tial in 1985 by Bhalerao, Haider and Liu [1, 2] in-
spired a wealth of research on η production off nuc-
lei. Although originally proposed for cases of A ≥ 12,
Wilkin among others later showed that the so-called η-
mesic nuclei, bound states of an η meson with a nucleus,
can already occur for much lighter nuclei, like e.g. 3He
[3]. In the hunt for such states, the near threshold re-
gion of the pd → 3Heη reaction was examined in great
detail [4, 5, 6, 7, 8] (as can be seen in Fig.1). Away
from threshold, however, the database looks more sparse
[8, 9, 10, 11, 12, 13] with systematics between the vari-
ous different experiments hindering a detailed study of
the development of the increasingly anisotropic angular
distributions with rising excess energy.
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Figure 1: Total cross section data for the reaction pd→
3Heη as a function of the excess energy Q. The
uncertainties shown do not include systematic
uncertainties resulting from an absolute nor-
malization. The data from WASA-at-COSY
(red stars) are scaled to the ANKE data point
at Q = 59.4 MeV. Figure taken from [13].

Our new measurement, performed in May 2014, made
use of the supercycle technique of the COSY accelerator
to determine detailed total and differential cross sections
for the pd→ 3Heη reaction for 15 excess energies in the
range between Qη ≈ 13.6 MeV and Qη ≈ 80.9 MeV
with minimal systematics. Angular distributions are be-
ing extracted by fitting a background function based on
Monte Carlo Simulations of the 3Heππ and 3Heπππ pro-
duction channels to spectra of the final state momentum
of the 3He nuclei in the center of mass system for 25
bins of cosϑcmη . The measurement at pp = 1.70 GeV/c
(Qη ≈ 61.7 MeV) was repeated in each supercycle and
can therefore be used to study the systematics between
the different parts of the beam time. As can be seen from
Fig.2, where the currently unnormalized distributions
were scaled to the total cross section of σ = 388.1 nb
measured by the ANKE collaboration [9], the systemat-
ics are found to be negligible with the angular distri-
butions of all three supercycles nicely coinciding with a
previous measurement by the WASA-Collaboration [13].

∗Supported by COSY-FFE, the European Union Seventh
Framework Programme (FP7/2007-2013) under grant agree-
ment n 283286 and the Deutsche Forschungsgemeinschaft (DFG)
through the Research Training Group GRK2149
†Institut für Kernphysik Westfälische Wilhelms-Universität,

48149 Münster, Germany

Figure 2: Angular distribution of the reaction pd →
3Heη at Qη ≈ 60 MeV. Blue upward triangles
represent the current work normalized to the
total cross section value of σ = 388.1 nb mea-
sured by the ANKE experiment [9], which is
shown as green upward triangles. Also shown
are the data from [13] as red downward tri-
angles.

At the same time, there is an apparent disagreement
with the differential cross sections from the ANKE
measurement visualizing the impact of systematics
between different experiments on a comparison between
angular distributions. In that regard, our measurement
will enable a study on the energy dependence of the
differential cross sections with unprecedented precision
due to the high statistics and the negligible systemat-
ics between the measurements at individual excess ener-
gies. Such studies would greatly aid in the development
of theoretical models trying to describe the production
process at higher excess energies, as the need for new
high energy data was recently emphasized [14].
Both the total and differential cross sections for all 15
excess energies will be available soon, while other de-
tailed studies of meson production in proton deuteron
fusion (e.g. single- or double-pion production) are also
being prepared.
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Development of a Track Reconstruction Algorithm for the Panda Forward Tracking

System

F.Kibellus, G.Sterzenbach

The forward tracking system of the PANDA Detector consists

of  six stations (FTS1 – FTS6) aligned  along the beam axis.
Each  station  contains  4  double  layers  of   straw  tubes

perpendicular  to the beam. The straw tubes in layer 1 and 4 are
vertical  (parallel  to  the  y-direction)  layer  2  is  tilted  by  5

degrees to the  right layer 3 is tilted 5 degrees to the left. The
whole system covers an angle of  ±10° horizontally and  ±5°

vertically with respect to the beam direction. The stations FTS3
and  FTS4  are  located  in  the  magnetic  field  of  the  forward

spectrometer’s dipole magnet.  

The algorithm works in five stages. When a particle traverses a

double layer of  straw tubes it will usually hit one straw tube in
each layer. There are exceptions, if a particle hits only one tube

on the edge of a double layer or when a tube does not respond
(i.e. a signal below threshold). Ambiguities  can emerge, when

adjacent tubes in the same layer fire. In the first stage of the
algorithm each double layer is scanned for such pairs of hits.

Single hits are recorded for use in a later stage, ambiguous hit
pattern are passed to the next stage as a set of pairs covering all

possible combinations.

In the second stage, drift time is taken into account. The drift

time in a tube defines an isochrone radius around the central
wire inside the drift tubes. It is measured against a start time t0,

which  can  be  taken  from  another  sub-detector  of  PANDA.
Having the isochrone radius of two tubes one can can construct

four tangents  (two inner and two outer) defining candidates for
straight line tracks through the given pair of tubes projected to

the coordinate plane perpendicular to the tubes axis. Only one
of this 4 candidates represents the true track. The other 3 have

to be filtered out by the following stage. There is no means to
fix the coordinate along the tube axis in this stage. This is also

done in stage 3.

The third  stage  combines  the  results  of  all  4  double  layers

within one station. Combination of layer 1 and 4 (the parallel
double layers) allows to purge wrong candidates of projected

tracks.  This  is  achieved  by  comparing  all  possible
combinations of track candidates of layer 1 and 4. If the angle

between  two  candidates  exceeds  a  given  threshold  the
combination  is  canceled  from  the  list.  For  the  remaining

candidates the intersection point of the track with the entrance
plane of  the module is  computed and each  combination for

which the distance of the intersection points exceeds a given
threshold the combination is again canceled. 

The list  of  track  candidates  is  now given  by the  candidates
calculated with layers 1 and 4 and the candidates of layers 2

and 3. Including the tilted layers introduces the 3rd dimension
into  consideration. The projected tracks can be used together

with the direction of the tube axis to span a plane in which the
3-dimensional track must be located. Track candidates  are then

the  intersection  lines  of  pairs  of  planes  taken  from  the
combined candidates from double layers 1 and 4 together with

planes from layer 2 or layer 3 respectively, or of intersections

of planes from layer 2 with planes from layer 3. Again pairs of

candidates are compared using the same similarity measure as
before  (i.e.  angle  between  two  candidates  and  distance  of

intersection points in a reference plane.

As mentioned before two stations are located within the dipole

field of the forward spectrometer. In these Stations tracks are
no longer straight lines but helix lines which can be seen as

superpositions  of  a  circular  movements  in  the  x-z  plane
together with linear movements in y-z-plane. For each double

layer  the  program  uses  still  the  linear  approach,  but  the
combination of double layers works now using a way-follower

propagating each track candidate from one layer  to the next
searching for the best continuation. 

At the end of stage 3 the resulting track candidates of each
station are refitted to account for the more complete data for

each individual track.

In  stage  4  track  candidates  of  the  different  stations  are

combined  using  the  same metric  as  for  the  combination  of
double layers within  the stations. Again the stations, which lie

inside the magnetic field,  need a special  treatment using the
way-follower.

In the last stage the single left over  hits are integrated into the
nearest tracks. The maximum allowed distance to the track is of

course limited by the geometry of the straw tubes.

The algorithm has been tested using DPM / Monte Carlo data.

The  tests  were  used  to  fix  the  threshold  parameters  in  the
different  similarity  analysis  and finally  to  get  impression of

quality of the code. Without further limitations 61,58% of all
tracks  in  FTS  have  been  found.  33.66%  were  clean  and

complete.  15.4% were complete but were contaminated with
hits from other tracks. 6.9% were incomplete (some hits not

found)  but  clean,  and  5.62%  were  incomplete  and
contaminated. 38% were not found.

Analyzing the reasons for incompleteness and contamination of
reconstructed tracks, it turned out that tracks with less than 6

hits in FTS could not be fully reconstructed. Events with a high
number  of  tracks  were  difficult  to  analyze  because  of  the

increasing number of ambiguities. Tracks the low momentum
tend to  produce narrow helix paths which result in hit pattern

which  cannot  be  resolved  into  separate  lines.  With  some
limitation  reflecting  these  arguments  (neglecting  tracks  with

less than 6 hits, neglecting events with more than 6 tracks in
FTS,  and neglecting tracks  with P<0.3GeV/c  the statistic  of

reconstruction  quality  changed  to  77.54%  found  tracks,
43.62%  clean  and  complete,  17.43%,  contaminated  but

complete,  8.67%  clean  but  incomplete,  and  7.83%
contaminated and incomplete.

[1] F. Kibellus, Bachelorarbeit “Entwickung eines Spurfindealgorithmus für
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Study of dp breakup reaction in the Forward Detector

B. Kłos1 and I. Ciepał2

An experiment to investigate the 1H(d,pp)n breakup reac-
tion using a deuteron beam of 340, 380 and 400 MeV and
the WASA detector has been performed at the Cooler Syn-
chrotron COSY-Jülich. The main goal was to study various
aspects of few-nucleon system dynamics in medium energy
region, with a particular emphasis on investigation of rela-
tivistic effects and their interplay with three nucleon force
(3NF).
Currently, the data analysis is focused on the proton-proton
coincidences registered in the Forward Detector with the aim
to determine the differential cross section on a dense angu-
lar grid of kinematical configurations defined by the emis-
sion angles of the two outgoing protons: two polar angles
θ1 and θ2 (in the range between 4◦ and 18◦) and the rela-
tive azimuthal angle φ12. The precise energy calibration, PID,
normalization and efficiency studies, and their impact on the
final accuracy of the result, was deterimined during last year.
The breakup observables can be calculated below the
pion production threshold using modern pairwise nucleon-
nucleon NN interactions (so-called realistic potentials), com-
bined with model of 3N forces [1]. Moreover, the two-
and three-nucleon interactions can be modeled within the
coupled-channel (CC) framework by an explicit treatment of
the ∆-isobar [2]. The calculations in relativistic regime have
recently been performed for the 1H(d,pp)n breakup reaction
at the beam energies of 340, 380 and 400 MeV [3], predicit-
ing very large relativistic effects at these energies.

Fig. 1: The luminosity calculated at several values of the
deuteron scattering polar angle. The solid line corre-
sponds to the weighted average of four results with
the smallest systematic errors (shown as boxes). The
error bars represent statistical uncertainties.

To obtain differential cross section, the luminosity is deter-
mined on the basis of the number of the elastically-scattered
deuterons registered at a given θ angle and the known cross
section for elastic scattering at this angle. Systematic scat-
ter of the data in this energy region motivated normalization
based on theoretical calculations with the CDBonn potential
and TM99 3NF. It has been shown that they provide a very
good description of the data (in the angular range of inerest)
in the energy region between 108 and 200 MeV/nucleon. Af-
ter selection of deuterons registered in the Forward Detector
and energy calibration, the correct energy vs angle relation
for elastically scattered deuterons was obtained. The values
of the luminosity obtained for several angles of the deuteron
scattering is shown in Fig. 1. The boxes represents system-

atic errors due to normalization either to calculated or mea-
sured cross section and/or uncertainty related to subtraction
of the proton background. The results for angles between 9
and 13◦ represent good consistency within their systematic
uncertainties. Determination of luminosity on the basis of
data collected with much less restrictive trigger confirmed
the compatibility between obtained values at the level of a
few procent. The number of deuterons was corrected by effi-
ciency factors, determined on the basis of Monte Carlo sim-
ulation. Including detector acceptance and all cuts applied
in the analysis, the efficiency for registering and identifying
elastically scattered deuterons is about 80%.
An example of the normalized experimental breakup event
rate obtained for a sample kinematical configuration at the
beam energy of 340 MeV is presented in Fig. 2. The result
indicates that the data for this configuration are sensitive to
Coulomb effects.

Fig. 2: Differential cross section distribution as a function
of kinematical varable S obtained for chosen kine-
matical configuration (specified in the panel) of the
breakup raction at 340 MeV beam energy. The data
are compared to: calculations based on realistic po-
tentials: 2N complemented with the TM99 3NF and
the realistic AV18 potential combined with the Ur-
bana IX (the band called 2N+3N; the calculations
within the coupled-channel approach with the CD
Bonn potential (CDB), with the CD Bonn+∆ po-
tential without (CDB+D) and with (CDB+D+C) the
Coulomb force included; relativistic calculations with
CD Bonn potential (CDBrel).
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A read-out system for the PANDA MVD prototypes: development and results

Alessandra Lai

Introduction The PANDA experiment will play a key role
at the upcoming Facility for Antiproton and Ion Research
(FAIR) in Darmstadt. Exploiting proton-antiproton interac-
tions, its scientific program addresses fundamental questions
of QCD. The Micro Vertex Detector (MVD) is the sub-
detector system closest to the interaction point. It consists of
four barrel layers in the central part and six disk layers in the
forward direction. It uses two different kind of silicon detec-
tors as sensitive elements: hybrid pixel detectors and double-
sided strip detectors. Two different types of front-end ASICs
are under development for the MVD: the Torino Pixel ASIC
(ToPix) and the PANDA Strip ASIC (PASTA). The ToPix
ASIC is a chip developed for the readout of silicon pixel de-
tectors. The final version of a single chip reads out more than
10,000 pixels with pixel dimensions of 100 µm x 100 µm.
In addition to the spatial information, the deposited energy
in a pixel and the time when the pixel was hit are measured
with a precision better than 10 ns [1]. The PASTA chip is de-
signed to read out silicon strip sensors. Like the ToPix ASIC,
it measures the position, the deposited energy and the time
of a hit. Both are designed to transmit untriggered data at a
rate of hundreds of Mb/s and to handle the expected hit rate
in hot spots of the detector.
A test system capable to handle these high rates is therefore
needed. It should be flexible to test different kinds of front-
end electronics and easy to adapt to new prototypes. There-
fore, an FPGA-based system is the ideal candidate. Suitable
firmware and a software framework are thus under develop-
ment at Forschungszentrum Jülich.

The Jülich Digital Readout System The main components
of the Jülich digital readout system (JDRS) are an evaluation
board from Xilinx (ML605), hosting a Virtex-6 FPGA and a
custom made readout board that hosts the device under test
(DUT), i.e., the chip. A network link allows the connection
from the evaluation board to a PC. The logic scheme for the
FPGA, called firmware, is written in VHDL (Very high speed
integrated circuit-Hardware Description Language). A soft-
ware called MVD Readout Framework (MRF) [2] , based on
C++ has been developed with the idea of maximum modu-
larity in mind. It is a library that collects functions that allow
access to the elements of the readout chain.
To facilitate the access to the readout elements, a Qt-based
graphical user interface (GUI) has been developed.
A schematic view of the system is shown in Figure 1.
For more details see [3].

Fig. 1: Main components of the readout chain for the
PANDA MVD ASICs.

Adaptation for the PASTA ASIC The key idea for the
latest implementation of the JDRS was to keep the system
modular, in order to enhance the reusability of the single
parts. The development of the JDRS was so far focused
on the ToPix ASIC [3]. Since recently, the first version
of the PASTA ASIC was received [4], some efforts were
made to adapt the system to the new prototype. Thanks to
the modularity of the JDRS, a significant amount of both
the software and the firmware can be used without any
modification, e.g., almost all the MRF functions (except
the ones specific for the chip structure) and the ethernet
connection module.
PASTA receives a default configuration as it is powered on,
but it is important to have the possibility to edit this con-
figuration from the user interface. Dedicated modules were
implemented to send and read back a global configuration
(i.e., that is sent to all the channels) and a local configuration
(i.e., sent on a channel by channel basis).
Once the chip is properly configured, the system is ready
to receive a continuous stream of 8 bit/10 bit encoded data
coming from the ASIC. As a first step, the data stream is 10
bit/8 bit decoded on the FPGA and stored into a FIFO (first
in first out) buffer. It is then passed on to the software to be
converted into a user-defined format (e.g. ASCII or Boost
serializer) and stored in a user-defined memory location.
In order to obtain usable objects for the analysis of the
performances, the data stream goes then trough another
online decoding procedure. The JDRS offers the possibility
to filter the data transmitted over the ethernet connection at
the firmware level, in order to reduce the load on the line and
the processing time, if necessary.
The GUI widget responsible for the communication with the
FPGA module, which receives data from the ASIC, and for
the data handling is shown in Figure 2.

Fig. 2: GUI widget for data handling preferences.

Before studying the performances of the ASIC under a par-
ticle beam, it is important to characterize it in a laboratory
environment. Therefore a section of the JDRS is dedicated to
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handle the configuration of a test pulse, generated on-chip.
With this module, the user can specify parameters such as
pulse length and width.
To be able to test the behavior of the channels individually,
a dedicated software module has been designed. In order not
to have the user switch from one channel under test to the
other and change the configuration parameter by hand, the
idea was to make the procedure automatic. In Figure 3 one
can see the GUI widget correspondent to this module. Here
the user can choose what kind of test pulse will be produced,
which range of channels will be enabled sequentially, and up
to two configuration parameters to sweep. Once the scan has
started, the selected channels will be enabled one by one. For
each of these, a test pulse with parameters specified in the
dedicated widget, as mentioned above, will be injected.

Fig. 3: GUI widget to automatize the procedure to test the
channels individually.

Performance Test With the adaptations that have been illus-
trated in the previous paragraph, the JDRS is now ready to
be used to start a campaign of measurements with the aim of
a full qualification of the PASTA ASIC. This process is still
ongoing so hereafter are some results that should be consid-
ered as qualitative.
A set of tools based on ROOT has been developed to analyze
the data in an offline mode.
Figure 4 shows the time over threshold as a function of the
pulse amplitude of the incoming signal, for a specific chan-
nel. The trend is linear as expected and the data points are
affected by a very small statistical uncertainty.
The histogram in Figure 5 shows the number of registered
events as a function of the global threshold (i.e., the same
threshold value is applied to all the channels), at fixed pulse
amplitude. For this kind of function, ideally one would ex-
pect to have a step function, with zero events at high thresh-
olds value and 100% of the events for low threshold values.
Effectively, what one observes is the superimposition of this
behavior with a gaussian smearing due to the noise. Provided
a proper calibration of the DAC (digital to analog converter),
the noise level can be estimated in terms of equivalent noise
charge, by fitting this distribution with a convolution of a step
function with a Gauss error function

F(x) =
n
2
(1+ er f

(x−µ)√
2 ·σ

)

where the error function is

er f
(x−µ)√
(2) ·σ

=
2
π

∫ x

0
e−t2dt

Here n is a normalization factor, µ represents the mean, and
σ represents the noise.
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Fig. 4: Time over threshold as a function of the pulse ampli-
tude of the incoming signal.
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Fig. 5: Global threshold scan.

Conclusions and Outlook The development of the JDRS as
a flexible and versatile readout system for the prototypes of
the PANDA MVD is ongoing. Some preliminary results con-
firm the correct behavior of the implemented software and
firmware, as well as the basic working principle of the latest
prototype: the PASTA ASIC designed to read out the strip
part of the MVD.
Since at the moment a set of tools for the analysis is avail-
able, more thorough performance tests will be carried out in
the next future. Moreover, some new features will be imple-
mented in the readout framework.
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Dalitz Plot Analysis of η→ π+π−π0 with CLAS

Daniel Lersch for the CLAS collaboration

The decay width Γ of the isospin violating decay η →
π+π−π0 is proportional to Q−4 with:

Q2 =
m2

s − m̂2

m2
d−m2

u
, m̂2 =

1
2
(mu +md) (1)

Therefore, the investigation of this decay allows to access
the ratio of quark masses. One possibility of determining the
decay width Γ is given by the Dalitz Plot analysis, which is
defined by the two dimensionless variables:

X =
√

3
Tπ+ −Tπ−

Tπ+ +Tπ− +Tπ0
(2)

Y = 3
Tπ0

Tπ+ +Tπ− +Tπ0
−1 (3)

where Ti refer to the kinetic energies of the decay particles in
the η rest frame. Using these variables leads to the following
parameterisation of the decay width:

d2Γ
dXdY

∝ (1+aY +bY 2 + cX +dX2 + fY 3 + ...) (4)

where a,b,c,d,e, and f are fit parameters. Due to C-
conservation, all parameters connected to odd powers of X
(i.e. c and e) are supposed to be zero, which has also been ap-
proved by the latest measurements [1, 2, 3]. Comparison be-
tween experimental ant theoretical estimations of the Dalitz
Plot parameters show strong tensions with respect to the a
and b values[1, 2, 3, 5, 6]. The WASA-at-COSY results [2]
were used for a partial wave analysis [4] and the Q-value has
been directly determined [4]: Q = 21.4±0.4stat .
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Fig. 1: One dimensional Dalitz Plot (black points) obtained
from the analysis of the CLAS γp→ pη data set.

A third measurement of this decay has been performed
with the CEBAF Large Acceptance Spectrometer (CLAS),
located at the Thomas Jefferson National Laboratory. The
mesons were produced via the photo-induced reaction:
γp→ pη[η→ π+π−π0].

The event reconstruction consists of two basic analysis steps:
(i) A kinematic fit, where events with a fit probability less
than 10% are rejected and (ii) A limitation of the two pion

mass: M(π+,π−) ≤ mη−mπ0 . Step (i) is used to suppress
background from competing reactions (e.g. ρ→ π+π−) and
to improve the resolution of the particle momenta. Step (ii)
helps to reduce contributions from the reaction ω→ π+π−π0

which has the same final state topology and therefore passes
step (i).
Fig. 1 shows the one dimensional Dalitz Plot distribution
(black points) after reconstructing ≈ 700k η → π+π−π0

events. Each global bin i corresponds to a pair X and Y within
the Dalitz Plot. The data points in Fig. 1 have been corrected
for background and reconstruction efficiency. The red curve
in Fig. 1 corresponds to a fit of Eq. 4, where the parame-
ters c and e have been fixed to zero. A comparison between
the black points and the red curve show a slight missmatch at
global bins i∈ [74,76], which is under current investigations.

The study of effects related to data analysis are ongoing such
that systematic errors will be included in a next step. Fur-
thermore, a partial wave analysis will be performed in order
to determine the quark mass ratio Q directly.
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Low-Noise BPM Preamplier for the HESR

S. Merzliakov, C. Böhme, V. Kamerdzhiev

Abstract The design of the preamplifiers for the Beam
Position Monitors in the High Energy Storage Ring is de-
scribed. The circuit includes cold resistance at the input [1]
and double feedback loops (negative and positive). The de-
vice has 500 kOhm input impedance, 26 dBV gain, 80 MHz
bandwidth and 1,4 nV/

√
Hz input noise at 10 MHz.

Introduction For beam position measurements at the
FAIR accelerator facility the Libera Hadron beam posi-
tion processors from Instrumentation Technologies, Slove-
nia will be used [2]. The Hadron preamplifier (HPA) (also
supplied by Instrumentation Technologies) though primarily
envisaged for the SIS100 machine can also be used in the
HESR. However, a FET-input trans-impedance preamplifiers
described in this paper will be used in the HESR instead
of a transformer based solution envisaged for the SIS100.
The measurement method with capacitive pickups and main
requirements to preamplifiers were determined in [3]. The
BPM preamplifier benefits from modern components and uti-
lizes novel design approaches. A similar design will be used
within the BPM upgrade project and to readout the Rogowski
coil pickups at COSY [4].

Preamplifier with double feedback The simplified
schematic of the preamplifier is presented in Fig. 1. It is
possible to distinguish the following main parts.

• Input stage with double FET (Q1 and Q2), as recom-
mended in [3] for noise minimization. Gain and noise
of these transistors define the noise parameters of the
entire preamplifier.

• Main amplifier (U1) utilizes the AD4817 operational
amplifier (OP). The parameters of this OP (frequency
bandwidth beyond 1 GHz and noise 4 nV/

√
Hz and

2,5 fA/
√

Hz) benefit the design. Its high gain and wide
bandwidth reduce the influence of dispersions charac-
teristics of the FET transistors on the preamplifier pa-
rameters.

• Two feedback loops, individual for each input transistor,
define the gain of the preamplifier (R2-R6 and R3-R7).
This approach increases the number of passive compo-
nents. However, it makes the tedious pairwise matching
of individual FETs unnecessary.

• Output buffer U3 based upon an AD8011. OP features
excellent gain flatness (0,1 dB at 25 MHz) and small
phase error, so Analog Devices recommended it for
buffering high speed ADC (our case).

• U2 OP (also an AD8011) is used in the circuit as part
of the cold resistance termination. It also stabilizes the
zero offset at the analog output of the preamplifier.

Gain and cold resistance Detailed analysis of the pream-
plifier with cold resistance is presented in [2]. A BPM pream-
plifier of this type is used in the ELENA project [5]. Briefly,
this device can be described as a FET-input fixed gain am-
plifier, that has an additional negative resistive feedback
loop from the its output to its input. From theory, the input
impedance of the preamplifier, in this case, is the value of the
resistor in the feedback loop, divided by the gain factor of

the amplifier. The implementation of cold resistance reduces
the thermal noise of the feedback resistor R14. However, the
SPICE simulation shows that the noise reduction occurs in
the frequency range up to 1 MHz. Given the values shown in
Fig. 1 the preamplifier gain amounts to 20 dBV and the input
impedance to 500 kOhm (10 MOhm of R14 divided by the
gain value). Power of noise density at 100 kHz at the output
of the preamplifier is 2,5 fV2/Hz. Without ”cold” feedback
loop this value increases up to 15 fV2/Hz.

Fig. 2: Gain versus frequency at test point U2.

Offset stabilization with cold resistance termination
Additional benefits from cold resistance part of the preampli-
fier are automatic setting of working points of transistors Q1
and Q2 to 7,5 mA and offset stabilization at the output to the
level of a few mV. For this purpose, an additional circuit C3-
R13 was introduced to the design. This addition increases the
DC-gain of U2 up to 44 dBV and then decreases it to 0 dBV
at 2 kHz (see Fig. 2). With this shape of U2 gain, any slow
variation from zero at the output of U1 will be compensated
by the negative feedback loop through cold resistance from
output of U2 to gates of input FETs. The attenuation factor
is 70 dB (44 dB of U2 plus 16 dB of the main amplifier).

Fig. 3: A photograph of the HESR BPM preamplifier proto-
types.
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Fig. 1: Simplified electrical schematic of the preamplifier.

Specification
Input impedance 500 kΩ
Input impedance
of the calibration input 50 Ω
Output impedance 50 Ω
Gain 20 dBV / 6 dBV (switch)
Frequency bandwidth 3 kHz-80 MHz (-3dB)
Output range ±1,2V at 50 Ω
Temperature coeff. 0.05% / ◦C
Input noise 1,4 nV /

√
Hz

Supply voltages ±5 V and ±12 V
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The EDM polarimetry detector development at COSY

F. Müllera,b, D. Mchedlishvilia,c, I. Keshelashvilia and A. Kacharavaa for the JEDI collaboration

Introduction
In this contribution we overview the progress done since the
first beam tests at COSY using the LYSO modules for the
EDM polarimetry detector development [1]. The results of
the investigation of the fundamental properties of the LYSO
crystals are reported in annual report 2015.

Rogowski coils;
Beam position

monitors

Carbon target
chamber

Vacuum flight
chamber

2 layer, 
2x36 segment

Φ, dE/E 
plastic scintillators

LYSO
modules

30x30x80mm

Fig. 1: Detector concept for the final detector setup.

The figure 1 shows the JEDI polarimetry concept based on
LYSO novel scintillating material. The detector is modular
so that it can be assembled step by step with different con-
figurations and number of crystals. It can also be split and
used at various places inside the storage ring to measure the
polarization of the beam. The mechanical part of the detector
is constructed with standard building materials which makes
it easy and cost-effective to build.
To realize this project, we have already made the first steps
by testing LYSO crystals using proton beam of 100 and
150 MeV kinetic energy to see the detector response. Af-
ter that we shoot LYSO modules with deuteron beam of five
different enegies between 100 and 270 MeV. The essential
characteristics we learned from the first tests are:

• The light output from LYSO scintillating material was
very linear up to 270 MeV deuteron energy loss. In an-
other word, the material has a linear respond within re-
quired energy range.

• The deuteron identification efficiency dropped up to
70% at 270 MeV deuteron kinetic energy. The main
problem is the break-up reactions within the crystal. The
rest of the spectrum was also recorded and compared to
the GEANT4 simulation results.

• The deposited energy resolution vs incoming deuteron
energy has been studied using the dual channel photo-
multiplier tube [2] and silicon photomultiplier [3]. Both
modules demonstrated energy resolution as good as be-
low 1% at 270 MeV deuteron energy. The dominant part
this effect must be coming from the scintillating mate-
rial.

• The crystals for these tests were provided by two dif-
ferent vendors: Saint-Gobain [4] and EPIC Crystals [5].

The results were compared, and the decision was made
in favor to European provider due to warranty and safety
conditions. Other than that, both crystals had very simi-
lar performance and prices. They were also substantially
lower in price than three other companies we request the
offer.

• Using the horizontal rotation (relative to COSY beam)
of the split crystal (which is described in the previous
proposals), the Bragg peak of the LYSO material for
the 270 MeV deuterons has been reconstructed. The test
shows that the beam is absorbed within the first 60 mm.
So with this information, the length of new crystals are
reduced from 100 mm to 80 mm. With 80 mm crys-
tal length, one can eliminate radiation damage due to
Bragg-peak simply flipping the crystal along the beam
axis.

• In the second version of LYSO modules, the crystals
have cut off edges from the both ends. In opposite,
the holding structure made of aluminum has the fix-
ator teeth. This guarantees the steep construction and
fixed relative orientation between crystal and photosen-
sor. The packaging and the spring load configuration is
also improved (see figure 2).

• The readout of the modules during the last beam test
has been made using 12-bit high linearity charge inte-
grating ADC [6] and 14-bit 250 MS/s flash ADC [7].
The results were compatible, and for the detailed stud-
ies, the flash ADC with full signal shape recording have
been used. The data has been analyzed and monitored
online and finalized in more careful way offline.

• In parallel, we also tested the SiPM readout of the
5 mm thick plastic scintillator veto counters and devel-
oped OpAmp based preamplifier. This experience will
be used for the designing of the dE/E plastic scintilla-
tor wall in front of the calorimeter.

SensL SiPM array
8x8 (3mmx3mm),

20um pixels

Spring wave load

SiPM sensor
readout PCB

Silicon optical
interface

Fig. 2: The second version of LYSO polarimeter module with
SiPM readout.

Setup used in recent beam-tme
The experimental information collected during the measure-
ments in lab first, and then at COSY, allowed us to construct
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setup, with the modular assembly based on a standardized
aluminum support structure shown on Fig. 3. The setup com-
prises 24 LYSO modules divided into two arms, each con-
sisting of 12 calorimeter modules (2 x 6 crystals). The LYSO
crystals were obtained from the company Saint-Gobain (SG).
Such a construction allows us to build the polarimeter with a
different number of crystals and with a different geometrical
configurations.
The measurements taken at COSY during 2016 with various
type solid targets (with different thickness of 5 to 10 mm),
used a slowly extracted polarized deuteron beam at the BIG
KARL experimental area. The goal was to investigate and
optimize the performance of the DAQ and new SiPM based
LYSO modules, with the aim to extract differential cross
sections and vector analyzing powers for deuteron induced
elastic reactions on different targets. With the help of spe-
cific target revolver, the above-mentioned physical parame-
ters for the magnesium, carbon, silicon, and aluminum has
been studied.

12x LYSO
modules

Normalization
counter

Linear motors

Target station

Collimator

Fig. 3: Test setup at the BIG KARL experimental area.

On-line results
The preliminary (on-line) result of this measurements con-
firm the clear identification of elastic dC-scattering events as
shown in Fig. 4. The detailed off-line analysis is in progress.
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Fig. 4: A typical ∆E/E spectra for deuterons stopped in
one of the LYSO modules for beam energy of
Td=270 MeV.

Outlook
The next step will be the production run in March 2017
with the already commissioned setup and preparation of the
concept for an internal polarimeter at one of the COSY
straight sections. A new idea for the target design is also
under investigation, based on the use of small diamond pel-
lets (10 ÷ 100 µm) to sample the beam and provide a 2-
dimensional polarization profile of the beam’s cross section.
Laboratory tests of the target system elements will be the
subject of the ongoing activities in 2017 as well. a IKP FZJ,

Jülich, Germany
b RWTH Aachen University, Germany
c HEPI TSU, Tbilisi, Georgia
∗ supported by SRNSF grant, Georgia
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Automated Measurement of the COSY Injection Energy

B. Nauschütt

The beam energy at injection from the cyclotron into COSY
is measured with the time of flight method. Two capacitive
phase probes are used for this (labeled P2 and P3, with P2
closer to the cyclotron), which are located in the long straight
section of the injection beam line. The signals from these
probes are recorded by means of an oscilloscope with up to
20 GS/s. The data analysis is performed by a dedicated soft-
ware, that was developed especially for this purpose and is
running on the same device.
The software is written in Java and is capable of performing
the processing and analysis needed to extract the energy and
other beam parameters out of the measured data automati-
cally.

The probes detect the bunches of the passing beam without
affecting them. The marco pulse is used as trigger.

Fig. 1: A raw signal from phase probe P2 showing single
bunches.

To improve the signal to noise ratio, several bunches are av-
eraged with knowledge of the cyclotron frequency.
For the analysis, the signals are integrated. The resulting
pulses can be described by

f (t) = A · e
− 1

2

(
t−t0

mσ ·(t−t0)+σ0

)2

(1)

with t0 being the time, at which the pulse reaches its max-
imum A and mσ and σ0 being the pulse’s asymmetry and
width. The integral of a pulse is proportional to the beam
current, however the proportionality factor has yet to be de-
termined.
A and t0 are determined by fitting a polynomial 2nd degree
onto the points around the maximum of a pulse. mσ and σ0
result from a modified Gaussian fit:

mσ · (t − t0)+σ0 =

√√√√ (t − t0)
2

2 · ln
(

A
f (t−t0)

) (2)

The software uses t0 and the phase probes’ distance of L =
26.060m±0.005m [1] to calculate the beam energy. The time
of flight is corrected by the electrical delay, that the signals
have due to different cable lengthes. This time was measured
as tdelay = 0.36ns.
Since the distance between the bunches themselves is smaller
than the distance between the phase probes, it is necessary to
know how many bunches fit in between. To determine this
value, that is described by N, an estimate of the beam energy
is used.

vest = c ·
√

b
1+b

with b =
Test

E0
·
(

2+
Test

E0

)
(3)

N = (integer)
(

L · f
vest

)
so v =

L
N
f + t1

(4)

With t1 as the measured time difference.To transfer the ve-
locity information into energy information:

T = E0 ·


 1√

1−
( v

c

)2
−1


 (5)

Test := estimated kinetic energy (by default: 45MeV for pro-
tons, 75MeV for deuterons)
T := particle’s kinetic energy
E0 = m · c2 := particle’s rest energy
By comparison of the measured t0 to its assumed value, the
cyclotron frequency can be measured, too, if it is known
roughly. The difference of the pulses’ t0 parameter and the
assumed cyclotron period times the number of the pulse’s av-
eraging n has a linear relation. Fitting a linear function with
slope m, the frequency is

fcyclotron =

(
1

fcyclotron,estimated
− m

n

)−1

(6)

The software performs these calculations automatically and
saves the results in a text file. It also shows a history of earlier
measurements (fig. 2).
Using simulated signals, it can be confirmed, that the soft-
ware can measure the beam energy, as well as the other pa-
rameters. The accuracies for specific settings can be deter-
mined this way, too.

Fig. 2: Series of simulated signals for P2(red) and P3(blue).
In the lower windows, the thick lines indicate the
mean, while the brighter, thin lines indicate the pre-
cision (in this case 11.6% of the standard deviation).
Used parameters: σ0 = 1.5ns, mσ = 0.13, A =
3.5 · 10−10, T = 45MeV, S/N = 1, S = 10 GS

s ,
8bit vertical resolution, pulses are 20-fold averaged.
The resulting peaks are smaller, broader and more
symmetric than the original, which is mainly due to
a smoothing function, that is applied during the pro-
cessing.
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Simulations on Ion Clearing for the HESR using COMSOL Multiphysics®

P. Niedermayer

Overview

The High-Energy Storage Ring (HESR) will be part of
the future accelerator facility FAIR at GSI in Darm-
stadt.

In the HESR, as in many accelerators, residual gas
molecules in the beam pipe become ionised by the anti-
proton beam. These positive ions are trapped in the
potential well of the beam, causing neutralisation ef-
fects and reducing beam quality significantly [3]. To
reduce these effects, Ion Clearing techniques have been
developed, such as clearing electrodes.

The present report gives an overview of simulations on
two designs that were proposed for the HESR. Using
COMSOL Multiphysics®, their electric fields were stud-
ied as well as the behaviour of ions in the beam pipe.

The two designs proposed are:

(1) The Stripe-Design, that consists of two 90°arc-
shaped stripes of 290mm length. Their diameter is equal
to the diameter of the vacuum pipe.

(2) The Button-Design, that features two button shaped
electrodes with a diameter of 25mm on each side of the
beam.

E-Field Comparison

The electrodes where modelled in COMSOL Multi-
physics®and their electric field were calculated for sev-
eral voltages. The Results are shown in figure 1 and 2.
As can be seen from the charts, the magnitude along the
beam axis is about five times higher for the stripe-design
at equal voltage levels. In general, the stripe electrodes
field is much stronger and therefore to be preferred.

Figure 1: Electric field of clearing electrodes along the
beam axis. The vertical lines indicate the elec-
trodes geometry.

Figure 2: Electric field of clearing electrodes in cross sec-
tion.

Figure 3: Trajectories of ions coloured by velocity mag-
nitude for U = ±500V : top and side view for
strip- and button-design.

Ion Particle Tracing

Clearing Electrode

In a second step, the fields were used to simulate the
trajectories of charged ions using the particle tracing
module of COMSOL Multiphysics®. As the residual
gas consists mainly of H2 molecules, H+

2 ions were cho-
sen. During the ionization process, most of the energy is
taken by the electron, so that an average thermal energy
can be assumed for the ions. For H+

2 ions this equals
0.039eV [2, sec. 6].
The trajectories were simulated for 1000 ions over a pe-
riod of 25µs using different voltage levels. An example is
given in figure 3. One can see that the ions are trapped
in the potential well of the beam until they eventually
get attracted and cleared by the electrode.
Using the accumulator feature of COMSOL Multi-
physics®, the particles were counted so that an esti-
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Figure 4: Effective clearing range for the button- (red)
and stripe-design (blue). The dotted lines in-
dicate the electrodes geometry.

mation for the effective clearing range could be given.
This is the range along the beam axis where the electric
field is strong enough to trap and clear the ions. For
U = ±500V the range equals 0.495m for the stripe- and
0.192m for the button-design. It is in general 2 to 2.5
times larger as can be seen in figure 4.
The accumulator feature also allowed it to investigate
the distribution of impacts on the electrodes. While this
is rather radial with the hotspot centred for the button-
design, there are two hotspots on either side of the stripe
electrode. This can also be seen on figure 3. The peak
is, however, in the nano-watt-range (considering the ions
energy and mean production rate) and thus negligible.

Arc Section

In the HESR there are multiple types of magnets that
also affect the behaviour of ions. To consider for these
effects, a section of an arc consisting of a sextupol, a
quadrupol, the clearing electrode and a dipol was mod-
elled. Again 2000 H+

2 ions where traced in the magnetic
and electric fields.
It turns out, that there is a accumulation of ions on
either end of the dipole magnets. This is due to the
drift velocity that results from the superposition of the
dipoles magnetic and the beams electric field and was
among others already described in [1]. This drift veloc-
ity is slow compared to the ions velocity in other sec-
tions, and directed alongside the beam to the outside of
the ring and in opposite direction to the inside of the
ring, respectively. This ion motion is shown in figure 5.
When choosing the polarity of the clearing electrode,
this specific behaviour should be kept in mind.
The magnetic fields of the quadrupole and sextupole
magnets have only minor influence on the positive ions,
so that their trajectories are dominated by the beams
electric field and their thermal motion. The simulations
yielded no noticeable effects from these magnets.

Conclusion

The simulations clearly showed, that the stripe-design
requires less then a fifth of the voltage that is necessary
to reach an equal clearing rate when using the button-
design. Also, its clearing range is more than two times

Figure 5: Ions motion at one end of a dipole with a strip
clearing electrode. The traces of cleared ions
are marked red, other ions in blue.

larger. Therefore the stripe-design should be preferred
over the button-design.
Considering the location of clearing electrodes in the
ring, it is best to place them close to the dipoles, to ab-
sorb the local accumulation of ions. The polarity should
then be chosen accordingly, which is placing the cathode
to the left side in front of a dipole or to the right side
after a dipole (referring to the beam direction).
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Reonstrution e�ieny for Forward-Central oinidenies.

W. Parol

1
, I. Ciepaª

1
and B. Kªos

2

1 Introdution

In 2013 an experiment dediated to the study of the few-

nuleon system dynamis via the

1H(d, pp)n breakup

reation was performed at FZ-Jülih. In the experiment

a deuteron beam impinged on a pellet target of hydro-

gen and proton-proton or deuteron-proton oinidenes

were registered with the WASA setup. The deuteron

beam was produed by Cooler Synhrotron COSY work-

ing in the super-yle mode at three energies of 340MeV,

380 MeV and 400 MeV. The aim of the data analysis pre-

sented here is to obtain the di�erential ross�setion for

the proton registered in Forward�Central angular on-

�gurations of the breakup reation. The ross�setion

distributions will be ompared with the exat Faddeev

alulations whih inlude di�erent omponents of the

few-nuleon system dynamis like the so-alled three-

nuleon fore, Coulomb fore and relativisti e�ets. In

this report we fous on PSB ADC analysis and obtain-

ing a reonstrution e�ieny for the deuteron-proton

elasti sattering at 340 MeV.

2 Analysis

The Forward-Central oinidenes were �rst preseleted.

The deuterons registered in the Forward part of the de-

tetor (stopped in FRH4) were identi�ed and the o-

inident protons in the Central part were found based

on the planarity ondition (∆ϕ ∼ 180◦
). The seleted

protons were used to perform PSB ADC gain math-

ing. Due to better angular resolution (0.2◦
) of the For-

ward detetor, the sattering angles were seleted via the

deuteron polar angles θd. The limit was set in a range

of θd ∈ (13◦, 14◦) (the range was set at the border of

the punh-through in PSB) and the ADC distributions

were prepared for eah PSB element. Then, the posi-

tions of gauss-like distributions for eah PSB element

were taken and gain fators were obtained. The result

of the applied ADC mathing is shown in the Fig. 1.

Another important step of the analysis was to alu-

late the e�ieny for the registration of the deuteron-

proton elasti oinidenes. The WASA Monte-Carlo

simulations for the deuteron-proton elasti sattering at

340 MeV were performed and the e�ieny was alu-

lated at eah deuteron sattering angle aording to the

formula:

εrec(θd) =
N rec(θd)

Nvert(θd)

∣∣∣∣
|∆φ−180◦|<5◦ ∧ dist(θp,θd)<3◦

(1)

where: Nvert(θd) is the number of the simulated o-

inidenes, whereas N rec(θd) is the number of the re-

onstruted events. Besides the planarity ondition,

the ut a distane to the elasti sattering kinematis

(dist(θp, θd) < 3◦
) was applied. The distribution of the

e�ieny is presented in Fig. 2.

In the next step of the data analysis, the time inte-

grated luminosity for the experiment will be alulated.
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Fig. 1: Distribution of protons energy deposition in PSB

as a funtion of angle reonstruted in MDC before

(upper panel) and after (lower panel) applying gain

mathing.

Fig. 2: E�ieny for registration of the proton-deuteron

pair, as de�ned in Eq. 1.
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Amplitude estimation of a sine function based on confidence intervals and Bayes’ theorem

D. Eversmanna, Marcel Rosenthala,b, Joerg Pretza,b

a RWTH Aachen University, Germany, b Forschungszentrum Juelich, Germany

During the analysis of the data for the spin coherence time
measurement, it was realized that one gets a bias fitting the
amplitude P of a sine-wave, especially at small amplitudes.
For small amplitudes the estimated value P̂ is on average
larger than the true P. This is evident, because for P = 0 the
least squares fit using the functional form

y(x) = N0 (1+Asin(x)+Bcos(x)) , P =
√

A2 +B2

in general results in a estimator P̂ > 0. In the example of fig-
ure 1 (a) the fit yields P̂ = 0.20±0.14 for P = 0.1. Figure 1
(b) shows the result of P̂ for 10000 fits to distributions gen-
erated with P = 0.1. The average P̂ amounts to 0.2 which
corresponds to a bias of 0.1. Interpreting the fit result ±1σ
as a 68% confidence interval for P may even lead to coverage
in the unphysical region below zero.
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Fig. 1: (a): Data points simulated according to eq. (??) with
N = 100 events with A = 0.1 and B = 0. The black
line shows the result of a least squares fit with P̂ =√

Â2 + B̂2 = 0.20± 0.14 and ϕ̂ = 0.90± 0.71. (b):
Distribution of P̂ for 10000 simulations.

A new algorithm based on the Feldman-Cousins algorithm
of likelihood ratios is devolopped to construct improved con-
fidence intervals having only coverage in the allowd region
P > 0. Moreover using Bayes’ theorem, a probability den-
sity function for P is derived which leads to better estimates
compared to a simple least squares fit.
The main result is displyed in Fig. 2. We study the case where
the amplitude of a sine-wave decays exponentially with time.
The situation is very similar to the case of a decreasing hori-
zontal polarization due to decoherence. In figure 2 the dotted
line shows an exponential function Ce−t/τ with a decay con-
stant τ = 1 and amplitude C = 0.3. Data were generated at
ten different times t following the proper proper probability
function for P which is in this case a Rice distribution. These
values are displayed as data points with their statistical er-
rors for the case that N = 1000 events are detected at each
time bin. The blue curve shows the result of a least squares
fit to these data points. It clearly overestimates the true curve
(dotted line).
The vertical bands at each t-bin show the probability density
function f̃ (P|P̂) as a function of P, where P̂ is the generated
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Fig. 2: Dotted line: P(t) = Ce−t/τ with τ = 1 and C = 0.3.
Data points: random values according to to probabil-
ity distribtution for P̂ assuming 1000 events at each
time bin. Blue line: result of a least squares fit to
the data points. Vertical bands: probability distribu-
tion f̃ (P|P̂) for true P for the given generated P̂. Red
line: Result of a likelihood fit to these probability dis-
tributions.

value (i.e. the data point) derived using the Feldman-Cousins
algorithm and Bayes’ theorem. The red curve shows the re-
sult of a likelihood fit with the likelihood function

L = ΠNbin
i=1 f̃ (Ce−ti/τ|Pi)

varying τ and C to maximize L . In this example the likeli-
hood fit yields 1.20±0.37 (red line) for τ̂ compared to 1.81
± 0.51 (blue line) for the least squares fit to the black points.
For 10000 simulations one finds 〈τ̂〉 = 1.04 for the likeli-
hood and 1.63 for the least squares fit. On average the likeli-
hood result has a bias of 0.04/0.35=0.11 of its statistical error,
whereas the bias for the least square fit is 0.63/0.48=1.3. This
proves that the likelihood fit using a proper probabilty distri-
bution function gives a result closer to the true value τ = 1.
as compared to the simple least squares fit.
This work has been published in JINST 11 (2016)
no.05, P05003 ( doi:10.1088/1748-0221/11/05/P05003,
arXiv:1512.08715 [physics.data-an])
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Study of Excited Ξ Baryons in p̄p-Collisions with the P̄ANDA Detector

Jennifer Pütz

Introduction

Understanding the excitation pattern of baryons is indis-
pensable for a deep insight into the mechanism of non-
perturbative QCD. Systematic experimental studies have so
far been focused on the nucleon excitation spectrum, while
very little is known on excited states of double and triple
strange baryons. In p̄p collisions a large fraction of the cross
section is associated to final states with a baryon-antibaryon
pair together with additional mesons, giving access to excited
baryon and antibaryon states. With its large acceptance, the
PANDA detector is well-suited for a comprehensive baryon
spectroscopy program in the multi-strange sector.

Event generation

For the study of excited Ξ− baryons 1.5 million signal events
for the reaction p̄p → Ξ(1820)− Ξ̄+; Ξ(1820)− → Λ K−;
Ξ̄+ → Λ̄ π+; Λ→ p π− were generated with the event gen-
erator EvtGen at pp̄ = 4.6GeV/c and another 1.5 million for
its charge conjugate channel p̄p→ Ξ̄(1820)+ Ξ−. If not oth-
erwise specified, the charge conjugate process is implicitly
included in the following.
The simulation was done by using the PandaRoot framework
at trunk revision 29165. The properties of the Ξ(1820)− res-
onance used in EvtGen are taken from [1]. The production
cross section is expected to be of the same order (∼ µb) as
for the ground state Ξ− production in p̄p→ Ξ− Ξ̄+ [2].

Reconstruction

To reconstruct all particles involved in the reaction one starts
with the final state particles and proceeds backwards through
the reaction chain. The selected final state particles are pro-
ton, anti-protons, π−, π+ and K− mesons. Due to the use of
an ideal track reconstruction, only particles with at least 3
hits in any inner tracking detector of PANDA are selected.
The particle identification is also ideal. A study of realistic
particle identification is in preparation.
The reconstruction efficiency for the final state particles is
shown in table 1.

Table 1: Reconstruction efficiency ε for final state particles
for p̄p→ Ξ(1820)− Ξ̄+ (left) and p̄p→ Ξ̄(1820)+

Ξ− (right).The statistical error on the reconstruction
efficiency is σε = 0.1% for all particles .

final state ε/%
π− 85.5
π+ (Ξ̄+) 83.3
π+ (Λ̄) 86.5
K− 78.2
p 82.7
p̄ 76.3

final state ε/%
π+ 84.7
π− (Ξ−) 82.9
π− (Λ) 86.1
K+ 82.9
p 78.7
p̄ 79.6

For the reconstruction of a Λ hyperon a proton and a π− me-
son are combined. The reconstruction of Λ̄ is done by com-
bining a p̄ and a π+. After combining the daughter particles,
a mass cut within the mass window 0.3GeV/c2 symmetric to

the nominal Λ mass is performed on the Λ candidate. Then a
vertex fit is performed on the selected candidate. On the fit-
ted candidate a mass constraint fit is performed using a kine-
matic fitter. Only those candidates which have a probability
of more than 1% in both fits are selected. If more than one
candidate is found, the candidate with the smallest χ2 is cho-
sen.
In case of a correct selection of π+ as daughter particle of Λ̄,
only one π+ meson is left as daughter of the Ξ̄+ baryon.
The reconstruction scheme of the Ξ̄+ is similar to the recon-
struction of Λ and Λ̄. After combining the Λ̄ hyperon and the
π+ meson a mass cut within a window of 0.3GeV/c2 sym-
metric to the nominal Ξ̄+ mass is performed. On the selected
candidate a vertex fit and a mass constraint fit is performed.
The candidate which has a probability of more than 1% in
both fits and the smallest χ2 value is selected. The same is
done for the Ξ− in the charge conjugate channel.
For the reconstruction of Ξ(1820)− baryons a Λ hyperon
and a K− meson are combined. Only candidates with a mass
within a mass window of 0.3GeV/c2 symmetric to the nomi-
nal Ξ(1820)− mass are selected and a vertex fit is performed.
Fitted candidates with a probability of more than 1% and the
smallest χ2 value are selected for further studies. The recon-
struction of Ξ̄(1820)+ is done by combining a Λ̄ hyperon
and a K+ meson from the charge conjugate channel and us-
ing the same cuts.
The vertex resolution for Ξ(1820)− and Ξ̄(1820)+ is shown
in table 2.

Table 2: Vertex resolution for Ξ(1820)− and Ξ̄(1820)+

Position p̄p→ Ξ(1820)− Ξ̄+ p̄p→ Ξ̄(1820)+ Ξ−

x/mm 0.31 0.30
y/mm 0.30 0.29
z/mm 0.86 0.88

The mass distribution of Ξ(1820)− after all cuts is shown in
figure 1. The reconstructed mass of the Ξ(1820)− resonance
obtained from a Voigt fit is about 1.822GeV/c2. The fitted
width of the distribution is Γ = (25.28±0.02) MeV, to be
compared to the input value Γ = 24MeV

Fig. 1: Mass distribution of Ξ(1820)− (blue histogram). The
Voigt Fit is shown as red dashed line.

To reconstruct the full reaction chain, Ξ(1820)− and Ξ̄+
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are combined. This is also done for Ξ̄(1820)+ and Ξ− in
the charge conjugate channel. The resulting four-momentum
vector of both daughter particles are fitted to the initial four-
momentum vector (px, py, pz,E) = (0,0,4.6,5.63) GeV of
the p̄p entrance channel. Only those candidates are selected
which have a probability of more than 1%. Table 3 shows the
reconstruction efficiency of the intermediate state particles.

Table 3: Reconstruction efficiency ε for intermediate state
particles for p̄p → Ξ(1820)− Ξ̄+ (left) and p̄p →
Ξ̄(1820)+ Ξ− (right).

particle ε/%
Λ 32.9
Λ̄ 25.2
Ξ̄+ 13.0
Ξ(1820)− 27.6
Ξ(1820)− Ξ̄+ 2.1

particle ε/%
Λ 26.8
Λ̄ 31.2
Ξ− 13.7
Ξ̄(1820)+ 27.8
Ξ̄(1820)+ Ξ− 2.2

As a next step background simulation will be done and a par-
tial wave analysis of Λ K− Ξ̄+ final state and its charge con-
jugate final state will be explored.

Partial Wave Analysis with PAWIAN

The Partial Wave Interactive Analysis Software is is a
software package for partial wave analysis dedicated to all
physics cases at PANDA [3]. The user has the possibility to
define complicated decay trees and to choose different spin
formalisms and dynamics. The software has been developed
for mesons and was extended to baryons recently. Detailed
test for baryons are still missing.
The aim of a first study of PAWIAN is to reproduce the in-
put values of given quantum numbers. For this first study,
we focused on one single initial state with the quantum num-
bers JPC = 1−−. This is realized by choosing the produc-
tion channel p̄p→ J/Ψ→ Ξ(1690)−Ξ̄+ at beam momentum
pp̄ = 4.065 GeV/c.
First checks of the software were done by testing the sta-
bility of the maximum likelihood fit. For this check, 30000
toy data events were generated with Blatt-Weisskopf barrier
factors and additional 100000 events with a uniform phase
space distribution were generated. The toy data production
requires a set of start parameters. After generation of the toy
data the start parameters were changed to test the stability
of the maximum likelihood fit. The maximum likelihood fit
was performed with different sets of start parameters when
using the same set of toy data. The test results show that the
maximum likelihood fit procedure converges to the same re-
sult, independent of the start parameter set. The next step is
to check if the input values corresponding to different sets of
quantum numbers for the initial state are reproduced by the
fit.

References:
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1137/38/9/090001
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Search for η-mesic 3He with the WASA-at-COSY facility

O. Rundela,O. Khreptaka,M. Skurzoka, W. Krzemienb, P. Moskala

In May 2014 the experiment on searching η-mesic 3He
has been provided by WASA-at-COSY collaboration.
Proton beam and deuterium pellet target were used. The
beam momentum of the ramped beam was changing in
the range corresponding to the range of Q for creating
3He and η from −70 MeV to +30 MeV . The data ob-
tained from experiment are currently analysed.
For performing of one of the ways of luminosity estima-
tion channel pd →3 Heη was analysed. It’s one of the
processes that can be used for this purpose. We also
plan to analyse the channel of quasi free proton-proton
scattering pd→ ppnspectator.
The analysed during last year channel pd →3 Heη has
essential background among forward 3He tracks. Never-
theless, the algorithm used in current analysis allowed
to reduce it. It was shown that only two background
reaction persist (Fig.1).

Fig. 1: Acceptance for reactions pd →3 Heη, pd →3 He2π0,

pd →3 He2π0 and pd →3 He3π0 estimated for anal-

ysis algorithm used for luminosity estimation. It’s

shown that the influence of reaction pd →3 Heπ0 is

neglectable.

For performing the analysis 3He missing mass spec-
tra were built. The whole range of beam momentum
that corresponded to the range of Q(pd →3 Heη) from
−70 MeV to +30 MeV was split into 40 bins. 3Heη can
be visible only when Q > 0. The accuracy of analysis
was satisfactory only for Q > 10 MeV .
The distributions of 3He missing mass for each Q-bin
were fitted by the sum simulated ones obtained for all
observed reactions (Fig.2). For each Q-bin, the fit was
performed independently and had three parameters cor-
responding to the amounts of events from all observed
processes.
From the fit, the number of events corresponding to 3Heη
was obtained. The amount of data that has been anal-
ysed with this algorithm is 399 runs of total amount of
1012. This is almost 40% of the whole data collected in

Fig. 2: Fit of missing mass spectrum obtained from the

experiment with sum of Monte Carlo simulations

of pd →3 Heη, pd →3 He2π0 and pd →3 He3π0.

The example spectrum corresponds for one Q-bin

([20; 22.5] MeV ).

Fig. 3: pd→3 Heη cross section values estimated for all Q-

bins present in the analysis. Experimental data taken

for interpolation are described in the papers [1, 2]

the experiment.
In order to calculate the integral luminosity the amount
of events was divided by the acceptance for 3Heη (Fig.1)
and by the cross section. The cross section values for
each Q-bin were obtained via interpolation (Fig.3). Ex-
perimental values used for interpolation have been taken
from [1,2].
For the part of data that have been processed by the al-
gorithm the estimation of integral luminosity has been
performed (Fig.4). By the order of magnitude these val-
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ues are in agreement with proposal [3] and alternative
estimations. Nevertheless the exact estimation would be
provided by analysing the channel of quasi free proton-
proton scattering pd→ ppnspectator.

Fig. 4: Integral luminosity obtained from pd →3 Heη reac-

tion. The amount of data processed by the analysis

is about 40%.

We acknowledge support by the Foundation for Polish
Science - MPD program, by the Polish National Sci-
ence Center through grants No. 2011/01/B/ST2/00431,
DEC-2013/11/N/ST2/04152 and by the FFE grants of
the Forschungszentrum Jülich.
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Systematic effects of orbit excursions in the spin tune mapping with solenoids∗

A. Saleeva for the JEDI collaboration

The method of spin tune mapping with static solenoids
was tested by the JEDI Collaboration in September 2014 at
COSY. Motivation of the study was to develop a method for
compensation of unwanted background MDM spin rotation
in the precursor EDM experiment. In the precursor exper-
iment, the RF Wien filter is running on the spin tune fre-
quency which leads to the resonant build-up of vertical po-
larization [1]. Build-up rate is proportional to the angle ζ be-
tween the stable spin axis at the location of RF Wien filter~c
(this axis is defined at idle spin precession when RF Wien
filter is not running) and the axis ~w of magnetic RF field
of the Wien filter. In the ideal case of strictly parallel axes
of RF WF magnetic field and vertical guiding fields of main
dipoles, and also in the absence of horizontal magnetic fields,
the resonance strength ε which defines build-up rate will be
proportional to the EDM signal ζEDM and the amplitude of
the spin kicks χWF in the RF Wien filter:

ε =
1
2

χWF |~c×~w|= 1
2

χWF sinζEDM . (1)

In the real magnetic ring, horizontal fields produced by mag-
net misalignments create background MDM spin rotation,
which leads to the inclination of stable spin axis. This, in
turn, spoils the resonant EDM build-up of polarisation with
RF Wien filter, as the build-up rate will be significantly in-
creased by strong MDM background. Magnet positions and
corresponing field misaligments at the moment can be de-
termined with the precision up to 10−4 rad. Such precision
is missing 6 orders of magnitude in order to be sufficient
to set EDM limit of 10−24 e·cm in the precursor experi-
ment. In order to overcome the trouble of precise mechanical
alignment of magnets, we proposed to compensate horizon-
tal fields with additional horizontal (artificial imperfection-
AI) field, and control the process with the spin tune measure-
ment. When AI field is applied, spin tune changes according
to the formula

cos(πνs(χAI)) =cos
(
π
[
ν0

s +∆νs(χAI)
])

=cos
(
πν0

s
)

cos
(

1
2

χAI

)

− sin
(
πν0

s
)

sin
(

1
2

χAI

)(
~c ·~k

)
.

(2)

Here, ∆νs(χAI) denotes the change in spin tune from the un-
perturbed value ν0

s which is observed when the artificial im-
perfection is not activated. χAI is an amount of spin rotation
around~k - a spin rotation axis of the AI device.
The measurements of ∆νs for a given χAI and ~k produce a
spin tune map. In our study, we used static solenoids with
longitudinal magnetic fields as AIs. In this case, the product(
~c ·~k

)
= cz defines longitudinal direction of stable spin axis

at location of solenoid. Parabolic dependence ∆νs(χAI)≈ χ2
AI

will have a minima at χmin
AI = 2cz tan(πν0

s ). Effectively, at χmin
AI

static solenoid compensate longitudinal field integral of the
ring (up to first order). To compensate radial field integral
(up to first order) using the same approach, static Wien filter

with radial B-field can be used, such that
(
~c ·~k

)
= cx. During

its operation, Wien filter should be transperent for the beam
momentum, only rotating spin. Trancparency of the AI de-
vice to the beam momentum means that it does not steer the
beam, and there is no closed orbit excursions all over the ring
during the spin tune mapping.
Continuous variation of~k that keeps condition of beam mo-
mentum transperency at different operation modes of AI can
be realized with two configurations: 1) double helical snakes
at 45 degree w.r.t. each other, superimposed with horizontal
electric field plates to provide Wien filter condition, or 2) a
snake produced by combination of 3 or 4 horizontal and ver-
tical steerers, where the ratio of H and V fields defines spin
axis (~k) and strength (χAI) of the snake. Such configuration
allows for exact compensation of spin rotation in all horizon-
tal fields of the ring.
Subsequent theoretical analysis revealed that compensation
of horizontal imperfection fields would amount to compen-
sation of EDM signal as well. In this regard, the method
can be used exclusively for the determination of EDM signal
with spin tune measurement. The greatest obstacle in both
approaches- the spin tune mapping or RF Wien filter method-
is how to separate the effect of spin rotation due to EDM
in the integral motional E-field from the spin rotation due
to MDM in the integral transverse magnetic fields (imper-
fection background). EDM spin rotation is intrinsic in main
dipoles and proportional to the Lorentz force. Therefore, we
should develop a method to control all horizontal magnetic
fields which contribute to the magnetic field integral, as well
as a means to set every dipole field parallel to each other. If
the field integral can be controlled with the precision of up
to ≈ 10−10 Tm, then the effect of spin rotation in the integral
motional electric field due to EDM 10−24 e·cm, can be com-
pensated. Using the description in the terms defined earlier,
it should be possible to determine ζEDM in (up to first order
approximation):

ζ = ζEDM +ζMDM (3)

by the variation of ζMDM which depends on configuration of
horizontal fields (for example, by changing vertical steerer
settings). Determination of ζ can be performed either by spin
tune mapping (AI device should have variable ~k, such that
~c ·~k = sinζ) or by using RF Wien filter method.
According to 2014 JEDI spin tune mapping study, relative
precision of spin tune measurement 10−10 (see [2]) allows
for determination of angular direction of stable spin axis~c at
the level of ∼ 10−6 rad (preliminary results are given in [3]).
However, this accuracy steel needs further refinement, as the
e-cooler solenoids, which were used as AI devices, produced
closed orbit excursions at the level of 0.2-0.5 mm. System-
atic effects of beam excursions during the spin tune mapping
are the most important constraints of the method. We inves-
tigated the steering effect of misaligned solenoid on the spin
motion in COSY ring using beam tracker COSY-Infinity. The
solenoid was located at the place of 100 KeV e-cooler (in the
middle of second straight section) and was set at specific mis-
alignment angles ξx or ξy. Solenoid field integral was varied
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Fig. 1: Absolute beam position y [mm] indicate the vertical orbit for the vertical steerer set (top), when solenoid S2 is
switched off. The panel for ∆y [mm] show the vertical orbit excursions with respect to the absolute beam positions
when solenoid S2 is switched on with a spin kick angle χAI = 13 mrad, and rotated around the y-axis by ξy =
−8(•),−4(•),4(•), and 8(•)mrad. The observed excursions are linear in ξy.

producing the spin kicks in the range χ = [−13..13] mrad.
Rotation of solenoid around Y-axis by ξy leads to vertical
beam excursions (fig .1), and has the most significant ef-
fect on the spin motion in the rest of the ring (fig. 2). Ro-
tations of solenoid around X-axis (by ξx) lead to the changes
of the spin tune jumps which are negligible (at the level of
10−9). The reason for that can be, vertical field of the mis-
aligned solenoid does not change beam energy due to zero
dispersion in the straight section. Resulting horizontal or-
bit excursions does not lead to path lengthening integrally,
and only non-commuting rotations of spin will produce the
spin tune change. It will be a product of spin rotations due
to vertical field perturbations and horizontal magnetic fields
- an effect of quadratic smallness. Due to vertical orbit ex-
cursions in case of ξy misalignment of solenoid, horizontal
field integral changes proportionally to the product of χAI
and ξy. Spin rotation, representing spin transfer through all
elements of the ring excluding the solenoid, is given in eq.
2 by~c and ν0

s . We investigated how these values change rel-
ative to χAIξy and χ2

AIξy, so that deviation of spin tune map
from prediction of eq. 2 can be specified. The changes of vec-
tor ~c = (c0

x ,c
0
y ,c

0
z ) are given by the changes of its horizontal

components, δcx = cx(χξ)− c0
x and δcz = cz(χξ)− c0

z (fig.
2.(a)).
For the spin tune, δνs = ν0

s −νs(χ,ξ). To illustrate symmet-
ric/antisymmetric properties of the effects, we show the

δ±(ξ,χ) =
1
2
[δνs(χ,ξ)±δνs(−χ,ξ)] . (4)

As we see on fig. 2.(b,c), δ± exhibit different scaling prop-
erties as a function of ξ and χ. The slopes of δ+(χ2ξ) and
δcx,z(χξ) lead to the calibration effect of the spin kick χ in
eq. 1:

χ→ χ(1+δk) . (5)

By testing different steerer settings, we found that δk does
not depend on them. Based on simulation results (fig. 1),
orbit excursions observed for the 100 keV solenoid in the
spin tune mapping experiment, correspond to misalignment
ξy ≈ 8 mrad. This gives calibration factor δk = 2.3 · 10−4.
However, the calibration factors for the fit of experimen-
tal spin tune map are by an order of magnitude larger. It
means, some systematic effects are not yet implemented in
our model in order to describe the data. Nevertheless, the ef-
fect of orbit excursion does not compromise the power of
the technique. Determination of the spin tune map minima is
possible when the change of horizontal field integral by the
misaligned part of AI field is much smaller than the horizon-
tal field integral of the ring itself. That is the case we had in
the mentioned spin tune mapping study ([3]), where integral
lognitudinal field in the ring was ≈ 103 times bigger than
those generated due to misalignment of solenoid. Results of
numerical simulations will help to determine a required ac-
curacy for suppression of systematic effects in further EDM
experiments.

a Institut für Kernphysik, Forschungszentrum Jülich, Ger-

Fig. 2: Perturbation of~c and ν0
s caused by the steereng effect of Y-axis solenoid rotation: the change of a) horizontal projections

of spin rotation axis, b) symmetric term of spin rotation angle, b) antisymmetric term of spin rotation angle.
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Simulation of Closed Orbit influencing Effetcs at COSY

V. Schmidta,b and A. Lehracha,b,c for the JEDI collaboration

The intended first direct measurement of an Electric Dipole
Moment (EDM) of deuterons at the Cooler Synchrotron
COSY [1] requires precise knowledge and control of the
beam position. Therefore the analysis of closed orbit influ-
encing effects is necessary. Displacement of magnets as well
as residual power supply oscillations can lead to a change
of the particles’ trajectory through the ring. The spin mo-
tion could be influenced as well due to additional radial fields
leading to false EDM signals. Assuming Gaussian distributed
magnet misalignments with a standard deviation of 0.1 mm
leads to a vertical closed orbit RMS1 of around 1 mm. The re-
sulting signal corresponds to an EDM of d ≈ 5· 10−19 e · cm
[2]. With the current set-up of COSY, the vertical closed or-
bit RMS after applying an orbit correction is in the order of
2 mm. In order to reduce the contribution of a false EDM sig-
nal, its main sources must be identified. Using the MAD-X
software [3] the effect of displaced magents and power sup-
ply oscillations can be modeled by implementing the current
COSY lattice and applying randomly distributed magnet dis-
placements and field values.

Magnet misalignments

Considering first only magnet displacements, for each dipole
and quadrupole six independent Gaussian distributed posi-
tioning errors (displacement along each axes, rotation around
each axes) with the same standard deviation are generated ac-
cording to

∆(x,y,s,φ,Θ,Ψ) = Gauss(0,σx,y,s,φ,Θ,Ψ), (1)

with σx = σy = σs and σφ = σΘ = σΨ and where x,(y,s)
describes the displacement along the x- (y-, s-) axes and φ
(Θ, Ψ) indicates a rotation respectively. Including these mag-
net misalignments in the model, the closed orbit is simulated
and the RMS is calculated in both transverse directions. For
each standard deviation 100 random seeds are used and the
results are considered before and after applying an orbit cor-
rection. The mean transverse RMS is shown in Figure 1 in
vertical and horizontal direction including a linear fit to the
data.

Power supply oscillations

In order to investigate the effect of residual power supply
oscillations, a sinusoidale oscillation with an amplitude of
∆Imax/2 is assumed (see Figure 2), where ∆Imax indicates the
peak-to-peak value resulting from the relative errors and the
maximum provided current of the power supplies. In Table 1
the values for each type of magnet at COSY are summarized
[4]. Independently of the magnet type, its strength depends
linearly on the current. Thus one can easily deduce the os-
cillation of the magnet strengths given its variation of the
current [5]. Estimating the maximum effect of current os-
cillations, for each power supply an amplitude of the sine
wave is randomly generated using a Gaussian distribution
with a standard deviation of ∆Imax/2. Since the magnitude of
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Fig. 1: Mean closed orbit RMS in horizontal and transverse
direction. The blue markers indicate the results before an or-
bit correction is applied. The simulation results after the orbit
correction are shown in green. The values result from gener-
ating magnet errors with 100 random seeds. The behavior is
linear in both directions.

the current change is time dependent, additionally a random
phase of the sinusoidal field variation is generated uniformly.
The resulting value for the change in current is then given by

∆I = Gauss
(

0,
∆Imax

2

)
· sin

(
uniform(0,2π)

)
. (2)

Incorporating the generated field variations in the model and
calculcating the closed orbit leads to a snapshot of the dy-
namic scenario. By creating various of these snapshots one
can investigate the average influence of power supply oscil-
lations on the transverse closed orbit. In the simulaton 1000
snapshots, i.e. 1000 closed orbits calculations, each for a dif-
ferent set of current values, are generated. For the reference
orbit a fixed set of misaligned dipoles and quadrupoles was
chosen. The deviations from the reference orbit at each BPM
are collected in a histogram for all 1000 simulations and a
Gaussian fit is performed. The width of the fit indicates the
influence of the field oscillation at this specific BPM. The
average width over all BPMs indicates the influence on the
closed orbit RMS in x- (y-) direction due to field changes
caused by residual power supply oscillations. The results for
every magnet type are summarized in Table 2. None of the
RMS changes is of a larger order of magnitude than 10 µm.
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Thus, regarding the precursor experiment at COSY, the resid-
ual power supply oscillations play a minor role when trying
to improve the quality of the closed orbit to reach a trans-
verse RMS of about 100 µm [2]. The effects of displaced and
rotated magnets dominate the effect of power supply oscilla-
tions by many orders of magnitude.

Fig. 2: Sketch of sinusoidal residual power supply oscilla-
tion. The peak-to-peak value is called ∆Imax. The typical fre-
quency of the power supply oscillation is approximately 600
Hz.

Relative error on the current of the COSY magnets

Magnet σ [ppm] Imax [A] ∆Imax [A]

Dipole 20 5000 100

Quadrupole 20 550 11

Sextupole 500 275 137.5

Corrector 100 30 3

Table 1: Relative error and maximum current of COSY mag-
nets.

Effect of power supply oscillations on the closed orbit RMS

Magnet ∆RMSx ∆RMSy

Dipole (27.69 ± 0.24) µm (9.0 ± 0.1) nm

Quadrupole (1.11 ± 0.01) µm (0.7 ± 0.01) µm

Sextupole (48.7 ± 0.9) nm (49.9 ± 0.6) nm

Corrector (34.43 ± 0.30) µm (28.07 ± 0.22) µm

Table 2: Influence of residual power supply oscillations of
the COSY magnets on the closed orbit RMS.

Survey at COSY

The former results show that magnet misalignments are one
of the main sources of closed orbit deviations at COSY. It is
therefore necessary to determine the current positions of all
dipoles and quadrupoles and to correct large displacements
and rotations towards the target position. A corresponding
survey was conducted in April 2016 by the external com-
pany Stollenwerk. The dipoles and quadrupoles at COSY are
armed with reference marks at which a laser-based position
measurement according to a fixed reference point can be car-
ried out. The positioning of these marks on the magnet is
sketched in Figure 3 [6].

Fig. 3: Topview on magnets: Reference marks on dipoles and
quadrupoles. For dipoles the marks P2 and P3 are the closest
to the beam path. In the case of a quadrupole, the marks P4
and P5 lie directly above the ideal beam trajectory through
the magnet. [6]

Taking the first dipole in the left arc as the reference point,
the relative vertical displacement of all other dipoles is mea-
sured. The same procedure is used for the quadrupoles, tak-
ing the first quadrupole after the injection point as the ref-
erence element. Given these information a best-fit-plane to
which all elements afterwards should be optimally positioned
was estimated. The best-fit-plane is found by taking the ver-
tical measurement results and fitting a plane to the values
which minimizes the vertical deviations. It turned out that
taking only the reference marks P2 and P3 of the dipoles into
account leads to the best result for the fitted plane.Ignoring
some outliers of the measurement points further improves
the result [6]. Finally, the deviations of all magnets from
the achieved best-fit-plane were calculated in each direction
using the different reference marks. Implementing the mea-
sured magnet misalignments into the COSY model leads to
the uncorrected closed orbit shown in Figure 4. The closed
orbit RMS values are similar to the ones that are measured at
COSY which supports the assumption that magnet misalign-
ments are the main source for closed orbit deviations [7].
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Fig. 4: Simulated closed orbit before an orbit correction re-
sulting from magnet misalignments taken from the survey
data. The closed orbit RMS in the uncorrected case is similar
to measured RMS values at COSY. Also the whole pathway
of the uncorrected closed orbits show similarities to the mea-
sured orbits.
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Production of η-mesons in pn-collisions at ANKE ∗

D. Schröer†, C. Fritzsch, A. Khoukaz, M. Rump for the ANKE-Collaboration

To study the possible formation of η-mesic nuclei the pro-
duction of η-mesons was measured at ANKE via the quasi-
free reaction p + d→ d + η + psp. In this case the deuteron
is used as an effective neutron target while the proton acts
as a spectator particle. Two different beam momenta (p1 =
2.09 GeV/c and p2 = 2.25 GeV/c) in combination with the
Fermi motion inside the target deuteron allow to obtain total
and differential cross sections in a region from threshold up
to an excess energy of Q = 90 MeV (Fig. 1).
The course of the cross section, especially near threshold,
will give access to information about the final state interac-
tion (“FSI”) between the η-meson and the deuteron.

Fig. 1: Acceptance of the reaction p + n→ d + η in blue for
p1 = 2.09 GeV/c and in red for p2 = 2.25 GeV/c

For this two particle final state the cross section can be writ-
ten as

dσ

dΩ
=
pf
pi
· |f(ϑ)|2, (1)

with the final/initial state momentum being pf /pi and the pro-
duction amplitude f . This amplitude can be splitted into an
energy independent amplitude fprod and the final state inter-
action term FSI. It can then be rewritten as

|f(ϑ)|2 = |fprod|2 · |FSI|2 =
|fprod|2

|1− iapf |2
(2)

with the complex scattering length a, which describes the
strength of the dη final state interaction [1]. Different to the
final state interaction, which could vary strongly at threshold,
the production amplitude is expected to expose only a weak
energy dependence.
The identification of this reaction is achieved via the Miss-
ing Mass method. In order to do so, two particles in the final
state have to be measured. The deuteron is detected in the for-
ward system and identified by the energy loss [2] while the
spectator proton in registered in one of two Silicon Tracking
Telescopes.
To substract the multi-pion background, a method developed
by the SPESIII Collaboration [3] is used [4] and the result is
shown in Fig.2. The resulting count rates have to be corrected
∗Supported by COSY-FFE
†Institut für Kernphysik, Westfälische Wilhelms-Universität, 48149

Münster, Germany

Fig. 2: Difference between the missing mass spectra for both
beam momenta. The right, positive peak corresponds
to the first beam energy, while the left, negative peaks
is a result of the substraction of the events of the sec-
ond beam energy.

for acceptance and Fermi motion inside the target deuteron as
the latter causes different effective luminosities for every Q
value. A preliminary analysis with unnormalized cross sec-
tions are shown in Fig.3. A fit to the data using Eq. 1 and 2
already describes the data nicely. However, in the final anal-
ysis further effects like finite beam energy smearing have to
be considered. This is currently in progress.

preliminary

Fig. 3: Preliminary cross section of the reaction p + n →
d+ η. In red the fit with Eq. 1 and 2 is shown.

In total, approximately 100k events of the reaction p+ n →
d + η have been gathered in agreement with expected count
rates [5]. A preliminary scattering length could be deter-
mined via the course of the total cross section but the dif-
ferential cross sections will be investigated to determine the
limit for the s-wave FSI-ansatz. Additionally the calculation
of the luminosity via elastic scattering is on its way to allow
to value the total cross section.
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QUASI-FROZEN SPIN CONCEPT OF DEUTERON STORAGE RING AS 

INSTRUMENT TO SEARCH ELECTRIC DIPOLE MOMENT  

Y. Senichev 

IKP, Forschungszentrum Jülich, Germany 

INTRADUCTION 

Currently, the “Jülich Electric Dipole Moment 

Investigation” (JEDI) collaboration works in two 

directions: first on the existing accelerator COSY the 

precursor experiment is carried out to prove the feasibility 

of EDM measurement using the storage ring, and 

secondly the conceptual design of the ring specifically for 

search of the deuteron electrical dipole moment (dEDM) 

is being developed. At present we have already obtained 

very important experimental results with precise 

measurements of the spin precession frequency [1,2] 

which will allow calibrating the particle energy using the 

clock-wise and counter clock-wise procedure, and we 

have reached the longest spin coherence time ~1000 sec 

in horizontal plane [3].  

At present there are two options of future dEDM ring 

based on the frozen (FS) and quasi-frozen spin (QFS) 

concepts [4]. The idea of FS concept has been suggested 

by BNL [5], and it is based on the elements with 

incorporated electric and magnetic fields in one element, 

when the spin of the reference particle is always 

orientated along the momentum.  

Studying the FS structure, we have paid attention to the 

fact that the frozen spin condition is performed only for 

the reference particle, and the spin vector of all other 

particles oscillates relative the frozen direction. But if so, 

it might not be worth it to strictly fulfill the frozen spin 

condition even for the reference particle. Let us see if the 

spin oscillates in the horizontal plane with respect to the 

frozen spin direction with amplitude s , then the EDM 

growth decreases proportionally to the factor 

  4/1)(
2

0 ssJ  . Taking into account that the 

deuteron’s anomalous magnetic moment 142.0G  has 

a small value and the fact that the spin oscillates around 

the momentum direction within half value of the 

advanced spin phase 2/G   in the magnetic arc, each 

time returning in the elements with electrical field on the 

straight sections, it is obvious that the effective 

contribution to the expected EDM effect is reduced only 

by a few percent. This allows us to proceed to the concept 

of quasi-frozen spin QFS [6], where the spin is not frozen 

with respect to the momentum vector, but continually 

oscillates around momentum with small amplitude of few 

degrees.  

In case of the quasi-frozen spin concept, we have two 

options of lattice. In the first option, the electrical and 

magnetic fields are fully spatially separated in arcs and 

straight section elements.  

In second option of QFS lattice we introduced a magnetic 

field of small value ~100 mT, compensating the Lorentz 

force of the electric field on straight section (see fig.1).  

 

 

Figure 1: QFS  lattice with TWISS functions. 

In both cases the QFS lattice has the conventional 

magnetic arcs with the zero dispersion on the straight 

sections in the middle for installation of the polarimeter, 

the beam extraction and injection systems, and the RF 

cavity. 

The QFS concept simplifies the EDM lattice and makes 

it possible to realize QFS concept in existing COSY ring 

to search for dEDM. 

SYSTEMATIC ERRORS 

Generally, the measurement errors can be divided into 

two components: random errors and systematic errors. 

The systematic error is called the error component, which 

remains constant in repeated measurements and is caused 

by imperfections of the physical facility. In the EDM ring 

experiment, the systematic error arises due to the 

misalignments of electric and magnetic elements in the 

ring and causes a “fake” EDM signal. The nature of origin 

being random errors, the misalignments create conditions 

for systematic errors in EDM experiments. The 

installation errors (misalignments) are associated with 

limited capabilities of the geodetic instruments. As is 

known, the bending magnet (or the electric deflector) can 

be rotated in three planes. We consider only the rotation 

around the longitudinal and transverse axis, because the 

rotation around the vertical axis does not introduce a 

systematic error.    

  
Figure 2: Magnet rotating relative to longitudinal axis. 
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First, let us consider the case of the magnet rotated 

relative to the longitudinal axis (see Fig.2). Due to such 

rotation, a horizontal component of the magnetic field xB  

arises and causes the spin rotation Bxx  in the same 

plane where we expect the EDM rotation. To illustrate, let 

us write the solutions of T-BMT equations with initial 

condition 0 1,  ,0  ,0 zz  SSS yx and 0x   in 

simplest form: 
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Taking into account the above, we can present 

components: Bx EDMx and decoh0  y , 

where EDM is the frequency of spin rotation due to the 

presence of an EDM, xB  is the horizontal component 

induced by the magnet rotation (misalignments), and 

decoh    is the spin tune decoherence in the horizontal 

plane. Since the decoherence is allowed to reach an rms 

value of 1 rad for spin coherence time tSCT>1000 sec, that 

is the rms value of rad/sec10 3
decoh

 .  

The magnets are supposed to be installed at the 

technically realized accuracy of 10μm, which corresponds 

to the rotation angle of the magnet around the axis of 

about 5
max 10 rad. Using COSY Infinity [7] and 

MODE [8], we have calculated the MDM spin rotation 

due to Bx, which is Bx 3 rad/sec. At the same time, at 

presumable EDM  value of 2910 e·cm, the EDM rotation 

should be 910EDM rad/sec, that is 

910/  BxEDM , and the expression (1) can be 

simplified without loss of measurement accuracy of 

possible signal EDM at the level of 910 : 

ttSttS EDMBxyBx
Bx

decoh
x )sin()(  ;sin)( 







. (2) 

We can see from the first equation of (2) that the spin 

decoherence in the horizontal plane is not growing and is 

stabilized at the level of 310/~  BxdecohyS  . 

This is a significant positive feature. But to be fair, we 

should understand that, since xBx BG
m

e
)1(  


, we 

will now get due to   0  the spin frequency 

decoherence    ,, 0 xxBx in the vertical plane 

around horizontal axis, which one we can minimize by 

the same methods (sextupoles, RF) as in horizontal plane. 

In addition, we are really deprived of ability to measure 

the accumulated EDM signal by growth of the vertical 

component of spin suggested in [5], since the spin 

rotation due to the magnet errors is much faster than due 

to possibly existing EDM EDMBx  . That is yS reach 

a maximum for very short time meanwhile the signal 

EDM does not have time to be accumulated.  

Therefore, the only solution is to measure the total 

frequency EDMBx  , but in order to split out the EDM 

signal from the sum signal, we need an additional 

condition. Such a condition is to measure the total spin 

frequency in the experiment with a counter clock-wise 

(CCW) direction of the beam EDM
CCW
BxCCW   

and compare with clock-wise (CW) measurements 

EDM
CW
BxCW  . Simultaneously, we must 

understand that the accuracy of the frequency 

measurement of CCWCW  ,  determines the precision of 

the EDM measurement. 

Let us assume that we can measure the spin frequencies 

CCWCW  ,  with accuracy CCWCW , =10
-9

, detailed 

discussion of which one is handed of the scope of this 

article. Then we will be able to determine the EDM signal 

by simple addition 

2/)(2/)( CW
Bx

CCW
BxCCWCWEDM    at the level 

of ~10
-29

e·cm. The additional orders of magnitude can be 

obtained by the time modulation of the “diamond pellets” 

target (frequency of following diamonds) and higher 

detector rate [9]. It would allow having bigger number of 

useful events in the interval when the polarization 

asymmetry changes faster and having the smaller statistic 

errors. Thus, such an approach looks promising. 

However, we need to be sure that when the sign of the 

driven magnetic field yB  for the CW-CCW is changed, 

the magnetic field component xB  is restored with the 

required relative precision of not lower than 
1010 . 

Therefore, we suggest calibrating the field in the magnets 

using the relation between the beam energy and the spin 

precession frequency in the horizontal plane, that is, 

determined by the vertical component yB . Since the 

magnet orientation remains unchanged, and the magnets 

are fed from one power supply, the calibration of yB  will 

restore the component  xB  with the same relative 

accuracy 1010 , which applies to the  difference 
CW
Bx

CCW
Bx  as well.  Besides, we should mention that 

the calibration in the horizontal plane does not involve the 

EDM signal. Thus, this calibration will not decrease the 

accuracy of EDM measurement, and it will be finally 

defined by accuracy of CCWCW , measurement. 

We shall not discuss here the other systematic errors 

arising from the rotation of the magnet with respect to the 

longitudinal axis, because it does not mix EDM and 

MDM signal and is quite well discussed in [10].  
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CONCLUSION 

In the paper, we analyzed the frozen and quasi-frozen 

spin structures, taking into account the effect of spin 

decoherence and systematic errors. It has been shown 

how you can measure the EDM in an imperfect ring using 

achieved the experimental results of spin tune 

measurement and the beam polarization lifetime of 1000 

sec. In the proposed conception we use: the calibration 

energy in horizontal plane and measurement in vertical 

plane, the invariability of ratio xB to yB  after change of 

polarity in all elements. These estimates show that the 

lower limit of detection of presumably existing EDM can 

be as low as ~10
-29

e·cm. 
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Developments for the EDM polarimeter at COSY

D. Shergelashvilia,b, O. Javakhishvilia,c, M. Gagoshidzec, D. Mchedlishvilia, I. Keshelashvilid , F. Müllerd,e and A. Kacharavad

for the JEDI collaboration

This report covers the current status of the readout system
development for the JEDI polarimenter detector and of the
power supply modules recently used in the second beam tests
of LYSO modules at COSY. The final detector will be modu-
lar, containing few hundreds of modules. The main goals for
the precision polarimetry are to develop a high speed - high
efficiency data acquisition, online analysis and slow control
systems. This will allow tracking down the tiny changes of
the polarization axis of charged particles in real time, pro-
viding information on charged particle EDMs. The data ac-
quisition system will employ FPGA based fast Flash ADCs
which allow wide range of features and configurations. The
analyses part of the readout system will be adapted to mul-
tithreaded operation to handle high count rates at high com-
plexity levels of analyses.
During two beam tests of the LYSO modules at COSY an ini-
tial version of the readout system has been successfully used.
Experimental data from the detector modules as well as from
the additional detectors (start, stop, dE/E, VETO...) are read
out by FADCs and saved in a cluster format. The data dis-
tributor system, in parallel, distributs the readout data across
the network. The online analysis tools which are connected
to the data stream from the distributor analyze the data in
real time. A block diagram of the whole system is shown on
Fig.1.

Fig. 1:
Block diagram of the current version of the data readout and

online analysis system for the JEDI polarimeter detector.

In the first beam tests only four LYSO modules were mea-
sured. Together with additional start/stop and VETO coun-
ters these fitted in to one FADC module (32 channels). How-
ever, it became necessary to employ two of them to handle
24 LYSO modules and additional plastic scintillators during
the second beam tests. The two FADCs modules were oper-
ating in a synchronous mode, internally triggered from any
FADC channel and showed a flawless performance.
In addition to more advanced configuration of the FADC

modules for the second beam tests, the online analysis soft-
ware was also updated to implement more complex analy-
ses. The thin dE/E plastic scintillators which were placed in
front of the LYSO modules, allowed us to more clearly iden-
tify elastically scattered deuterons in the ~dC interaction pro-
cess. Two dimentional dE vs E plots were prepared for direct
monitoring of elastic deuterons. Besides, the spin state in-
formation, provided by the COSY ProfiBus system, was also
included in the data stream and implemented in the online
analysis software. This allowed the online monitoring of the
measured asymmetries.

Furthermore, another subject of development became clear
after the first beam tests. SiPMs, which will be used in all
modules of the final detector, are very sensitive to the bias
voltage, unlike conventional photo multiplier tubes. During
the laboratory tests a near-to-exponential dependence was
observed between the SiPM’s gain and the biasing voltage.
At normal operational voltages of 30÷ 32 V a change of
1 mV in the biasing voltage introduces the change in the
gain of the SiPM of around 0.02÷ 0.05 %. This can have
significant impact on the resolution and the linearity of the
whole detector module. Besides, although the average cur-
rent consumption by the SiPM array of a single module is in
the few mA range (depending on the rate), the amplitude of
the pulses during the detection can reach 100 mA and more
(per channel). All these put quite high requirements on the
characteristics of the power supply for the SiPMs. Since the
final detector will consist of hundreds of modules, the volt-
age supply should also be modular, with the ability to con-
trol each channel remotely, have very high short/long term
stability, high temperature stability, very good dynamic per-
formance characteristics and, most importantly, low noise.

Fig. 2:
Power supply board (one out of four) with six voltage

regulator modules on it.
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The majority of multi-channel power supplies, currently
available on the market, fail to simultaneously fulfill all the
requirements mentioned above. Therefore, a new supply de-
velopment started for the second beam tests. The first ver-
sion, which was succesfully used during these tests, is based
on the integrated precision voltage regulator circuit LM723.
In addition to the main features of LM723, such as current
limitation, voltage regulator modules are also provided to
have manual output voltage adjustment ability and output en-
able/disable pint, which was connected with a Raspberry Pi
system and controlled remotely via a network connection.
During enabling/disabling the output, an additional circuit
was developed to slowly ramp the output from zero to the
nominal value and back. Every six modules were placed on
a supporting PCB which provided input/output and control-
ing connections and also the physical support to the whole
assembly, as shown on Fig. 2. Four such boards, holding
24 channels in total, were placed on the specially designed
metallic construction allowing to mount the whole supply on
a standard rack. The LM723 regulators were supplied from
an external voltage reference MAX6350 to further improve
the noise figure and the stability of the output voltage.
The developments discussed in this report will be continued.
More design reports and test results will follow soon. This
work is supported by SRNSF, Georgia.

a SMART|EDM lab, HEPI, TSU
b Tbilisi State University
c Agricultural University of Georgia
d IKP, Forschungszentrum Jülich
e RWTH Aachen
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Measurements of the new HESR pick-up at COSY 

B. Breitkreutz, N. Shurkhno, R. Stassen, H. Stockhorst

Introduction 

Forschungszentrum Jülich is responsible for the 

development and commissioning of the HESR facility at 

FAIR. In the frame of this work first pick-up for 

stochastic cooling was manufactured and thoroughly 

measured in a test-bench and with the beam at COSY 

within 2015-2016. The measurements include transverse 

and longitudinal signals of the pick-up, signals from each 

single direction. Based on the longitudinal Schottky 

spectra the normalized longitudinal amplitude response of 

the pick-up was also calculated. 

 

Pick-up structure 

HESR pick-up is described in detail in [1]. Fig. 1 shows 

manufactured pick-up before placement into the beam 

pipe: 

 
Fig. 1: Manufactured HESR pick-up.  

 

It represents the stack four slot-ring couplers with 16 

rings each. The electrodes in each 16-ring structure are 

immediately combined in pairs corresponding to top, 

bottom, left and right directions, providing four outputs 

for each structure. Then outside of the tank the outputs are 

consequently combined with proper delays, allowing to 

work with all degrees of freedom at the same time.  

At first, the new pick-up was thoroughly measured in a 

test-bench, the measurements included reflections from 

each output, transmission between different outputs and 

structures. All measurements were performed both at 

room and cryogenic temperatures. 

 

Measurements with the beam 

After test-bench measurements, the pick-up was installed 

at the COSY ring, replacing old vertical pick-up, and 

measurements with the beam were carried out.  

 

 
Fig. 2: Measured signals from top, bottom, left and right 

outputs of two 16-rings structures. 

Fig. 2 shows signals from each output (top, left, right and 

bottom) of two consequent 16-rings structures. The 

structure is sensitive enough to the beam displacement, 

allowing to use the pick-up also as a beam-position 

monitor. 

Vertical and horizontal signals measured with the pick-up 

are shown in Fig. 3, the intensity of the proton beam was 

8·10
8
. The signals have different amplitudes due to 

different beam displacements in vertical and horizontal 

directions. 

 

 
Fig. 3: Measured horizontal and vertical signals for 8·10

8
 

protons. 

 

In addition, many measurements were carried out, 

comparing the signals for different combinations of 

modules and for different intensities, showing that pick-

up is linear and works properly. 

 

Longitudinal amplitude response 

Spectrum analyzer measures signal proportional to the 

sum of two components – beam signal (Schottky noise) 

and hardware noises, corresponding spectral density could 

be written as [2]: 

 
𝑑𝑃𝑆𝐴
𝑑𝑓

= 𝐺2(𝑃𝑆𝑐ℎ + 𝑃𝑇ℎ), 

where 𝐺 – transfer function of hardware after the pick-up, 

𝑃𝑆𝑐ℎ , 𝑃𝑇ℎ - Schottky and thermal spectral powers, which 

are given by 

𝑃𝑆𝑐ℎ = 𝑛𝑃𝑍𝑃𝑍0 × 2(𝑒𝑓0)
2Ψ𝑛(𝑓), 

𝑃𝑇ℎ = 𝑘(𝑇𝐴 + 𝑇0)𝑍0, 

where 𝑛𝑃 – number of pick-ups, 𝑍𝑃 – pick-up coupling 

impedance, 𝑍0 – system impedance, 𝑒 – elementary 

charge, 𝑓0 – revolution frequency, Ψ𝑛 - particle 

distribution function at 𝑛-th harmonic, 𝑘 – Boltzmann 

constant, 𝑇𝐴 – effective amplifier temperature, 𝑇0 – pick-

up temperature. 

 

We rewrite spectral analyzer signal, introducing the noise-

to-signal ratio 𝑁𝑆 = 𝑃𝑇ℎ/𝑃𝑆𝑐ℎ: 
𝑑𝑃𝑆𝐴
𝑑𝑓

= 𝐺2𝑃𝑆𝑐ℎ(1 + 𝑁𝑆). 

Distribution function at 𝑛-th harmonic is expressed as: 

Ψ𝑛 =
𝑑𝑁

𝑑𝑓
=
1

𝑛

𝑑𝑁

𝑑𝑓𝑝
=
1

𝑛
Ψ. 

Estimated relative 

beam position 
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Approximating distribution function Ψ with normal 

distribution, the noise-to-signal ratio at the center of the 

𝑛-th Schottky band could be written as 

𝑁𝑆 =
𝑘(𝑇𝐴 + 𝑇0)√2𝜋𝑛𝜂Δ𝑝/𝑝

𝑛𝑃𝑍𝑃2𝑒
2𝑓0𝑁

, 

which for the present system is around 0.01, and thus 

could be neglected. 

System transfer function 𝐺 is defined mainly by 

preamplifiers 𝐺𝐴 and cables 𝐺𝐶 from pick-up to spectrum 

analyzer. Preamplifiers used in the experiment have flat 

enough frequency response, so could be considered 

constant, while cables have frequency dependent 

attenuation  𝐺𝐶 = 0.35√𝑓 + 0.04𝑓 per meter. 

Finally, the spectrum analyzer signal could be written as   
𝑑𝑃𝑆𝐴
𝑑𝑓

= 𝐺𝐴
2𝐺𝐶

22(𝑒𝑓0)
2Ψ𝑍0

𝑍𝑃
𝑛
. 

Then we introduce a function, that depends on the 

unknown pick-up impedance: 

𝐹 =
𝑛

𝐺𝐶
2

𝑑𝑃𝑆𝐴
𝑑𝑓

= 𝐺𝐴
22(𝑒𝑓0)

2Ψ𝑍0 × 𝑍𝑃 . 

Normalizing this function with a value at arbitrary 

frequency 𝑓1 we can define the function for the pick-up 

normalized amplitude dependence: 

𝐹𝑁𝑜𝑟𝑚(𝑓) =
𝐹(𝑓)

𝐹(𝑓1)
=
𝑍𝑃(𝑓1)

𝑍𝑃(𝑓1)
. 

This function could be calculated directly from the 

measurements and compared with the simulation results. 

Following figure shows measured longitudinal signals 

from the new pick-up: 

 

 
Fig. 4: Waterfall plot of longitudinal Schottky bands, less 

transparent lines correspond to higher frequencies, 

frequency axis is shown for the first Schottky band 

for reference.  

 

Calculating function 𝐹𝑁𝑜𝑟𝑚 for the centers of measured 

longitudinal Schottky bands we obtain normalized 

amplitude response of the pick-up. Fig. 5 shows 

calculated responses from horizontal and vertical 

electrode pairs’ sums as well as simulated pick-up 

response: 

 

 
Fig. 5: Calculated and simulated pick-up amplitude 

responses.  

 

Despite of rather rough calculations, the theoretical and 

experimental results show reasonable agreement, proving 

that pick-up works as expected. 

 

Outlook 

The first pick-up for the HESR stochastic cooling system 

was manufactured and successfully tested at COSY. The 

signals from each direction as well as transverse and 

longitudinal signals were measured with the beam, 

showing excellent pick-up performance. Pick-up 

normalized amplitude response was calculated from 

longitudinal spectra, showing reasonable agreement with 

the simulation. Essentially the work on the HESR 

stochastic cooling system is on schedule. 
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Search for η-mesic 4He in the dd→ 3Henπ0 and dd→ 3Hepπ− reactions with
the WASA-at-COSY facility

M. Skurzoka, W. Krzemienb, P. Moskala

We performed the search for 4He-η bound states with
the WASA-at-COSY facility via the measurement of
the excitation function for the dd → 3Henπ0 [1–3] and
dd → 3Hepπ− [1, 2] processes. The deuteron beam mo-
mentum was varied continuously between 2.127 GeV/c
and 2.422 GeV/c, corresponding to the excess energy
for the dd → 4Heη reaction ranging from Q = -70 MeV
to Q = 30 MeV. The luminosity was determined based
on the dd → 3Hen reaction and the quasi-free proton-
proton scattering via dd → ppnspectatornspectator reac-
tions [4], while the overall detection and reconstruction
efficiencies were determined based on the Monte Carlo
simulation for the dd → (4He-η)bound → 3Henπ0 and
dd → (4He-η)bound → 3Hepπ− processes taking into ac-
count response of detection system and selection criteria
applied in the data analysis. The excitation functions,
determined independently for the measured reactions,
do not reveal a structure which could be interpreted as
a narrow mesic nucleus. Therefore, the upper limits of
the total cross sections for the bound state production
and decay in dd → (4He-η)bound → 3HeNπ processes
were determined taking into account the isospin rela-
tion between the both of the considered channels, which
state that the probability of pπ− pair production is two
times higher than in case of nπ0 production. The ob-
tained results are presented in Fig. 1.

Fig. 1: Upper limit of the total cross-section for dd→ (4He-

η)bound → 3Henπ0 (upper panel) and dd → (4He-

η)bound → 3Hepπ− (lower panel) reaction as a func-

tion of the width of the bound state. The binding

energy was fixed to 30 MeV. The upper limit was de-

termined via the simultaneous fit for both channels.

The green area denotes the systematic uncertainties.

The figure is adapted from Ref. [1].

The upper limits vary from 2.5 to 3.5 nb for the first
process and from 5 to 7 nb for the second process for the
width ranging from 5 to 50 MeV, when assuming that
the momentum distribution of N∗ in the N∗-3He system
is the same as momentum distribution of nucleons in
the 4He nucleus (red solid line in Fig. 2). However, these
upper limits increase by the factor of 1.7 when assuming
in the analysis that the N∗ momentum distribution is
given by the results of the recently proposed model [5]
(dashed line in Fig. 2).
The excitation function for the dd → (4He-η)bound →
3Henπ0 process was for the first time obtained
experimentally. The result obtained for the dd → (4He-
η)bound → 3Hepπ− reaction is about four times lower in

Fig. 2: Momentum distribution of N∗ (black solid and

dashed) and neutron (red solid) inside 4He nu-
cleus calculated for N∗-3He potential for binding
energy -3.6 MeV and -4.78 MeV [5,6] and n-3He
potential with 20.6 MeV binding energy, respec-
tively.

comparison with the result obtained from 2008 data [7].
The achieved sensitivity of about 6 nb is close to the
theoretical prediction resulting in σtot '4.5 nb [8] which
is based on an approximate calculation of the scattering
amplitude for the two body process. We may conclude
that the data collected with the WASA-at-COSY
detector in 2010 do not show a signal for a narrow
4He-η mesic nucleus [1]. However, the theoretical
interpretation with respect to very wide (4He-η)bound
or 3He-N∗ bound system is in progress [5, 6].

We acknowledge support by the Foundation for Polish
Science - MPD program, by the Polish National Science
Center through grants No. 2011/01/B/ST2/00431,
DEC-2013/11/N/ST2/04152 and by the FFE grants of
the Forschungszentrum Jülich.
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[2] M. Skurzok, W. Krzemień, O. Rundel and P. Moskal,

Acta Phys. Polon. B47, 503 (2016).
[3] M. Skurzok, PhD Thesis, Jagiellonian University,

arXiv:nucl-ex/1509.01385 (2015).
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[8] S. Wycech, W. Krzemień, Acta Phys. Polon. B45, 745

(2014).

a M. Smoluchowski Institute of Physics, Jagiellonian Univer-
sity, 30-059 Cracow, Poland

b National Centre for Nuclear Research, 05-400 Otwock-
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Search for the box anomaly via η′ → γπ+π− with CLAS

Xinying Song

Introduction The effective Wess-Zumino-Witten La-
grangian is constructed as a close form expression in 5
dimentions to account for chiral effective lagrangian due to
the parity violation. It summarizes and determines the effects
of anomalies in current algebra [1, 2], and consists of two
parts as shown in Eq. 1 and Eq. 2 [3]. Part A describes the
π0 → γγ, which is defined as triangle anomaly term shown in
Fig. 1, while the part B describes the vertex coupling of the
photon to three pseudo-scalar meson, which is noted as box
anomaly as shown in Fig. 2.

A =
ne2

96π2 f 2
π

π0εµναβFµνFαβ, (1)

B = − 1
12

n
π2 f 3

π
εµναβAµ∂νπ+∂απ−∂βπ0. (2)

P

γ(⋆)

γ(⋆)

Fig. 1: triangle anomaly

P

π+

π−

γ(∗)

Fig. 2: box anomaly

Besides, the η/η′ decays offer a good probe of charge par-
ity violation (CPV) in the flavor conserving sector, which
is different from that seen in flavor-changing B-meson de-
cays. It can yield complementary information on the s-
trangeness conserving CPV which can only be indirectly
gleamed from neutron electric dipole moment study [4]. With
the the world’s largest statistic of η′ taken in 2008 of g12
run in CLAS at Jefferson Lab [5], we could measure the
Br(η′ → γπ+π−) and the contribution of box anomaly via
η′ → γπ+π−.

Signal extraction After applying the energy loss and mo-
mentum correction on every event, to select the signal events
and suppress the background, we select events with the selec-
tion criteria on vertex, the difference between the measured
and calculated time for π+/−, the true timing difference of
charged particles in the final state and the fiducial geome-
try of the detectors. After performed the kinematic fitting,
the confidence level of the χ2 probability density function is
required greater than 1%. However, after applied the event
selection criteria above, the mainly background of γp → pρ0

with ρ0 → π+π− survived much. The possible solution is to
extract the signal yields of η′ via fitting for η′ yields in each
bin of invariant mass of π+π−, as shown in Figure. 3. The
statistic reaches up to 0.5 million.
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Fig. 3: Invariant mass spectrum of π+π−

Correction on the line shape of M(π+π−) The contri-
bution from the box anomaly is small and comparably flat
on mass spectrum of π+π−, henceforth, we must consider
the distortion on the line shape of M(π+π−) from the accep-
tance and resolution as functions of M(π+π−), though they
may have a small impact. To extract the acceptance curve
and resolution curve, we generate signal MC samples on ev-
ery mass point of M(π+π−) with 0 width. Considering the
migration of the mass point, a tuning on the MC sample by
the proportion of each mass point in real ρ0 shape [6, 7, 8]
is done. Finally, the mass shift and acceptance curve is given
as shown in Figure 4. The resolution of MC samples of each
mass point on M(π+π−) is shown in Figure 5.

Models to be used We also show the projections on
M(π+π−) of the models which will be used in the spec-
trum fitting. They are including ρ0 shape [6, 7, 8] with ρ0-
ω mixing effect with or without considering box anomaly
and model-independent approach with interference with ω,
as shown in Figure 6.

The service work in CLAS The service work in CLAS
includes: The recooking work of the g12 data in CLAS ex-
periment for the missing data on the JLab farm tape silo. The
tape silo was down before so part of reconstructed data of
g12 run was lost. What I have done are: cached, skimmed
and reconstructed the raw data and wrote them into the tape
silo, confirmed of the missing files which have been back
after updating the the computing system, re-skimmed the re-
maining files of g12 after confirming all the missing files are
back. These data which was missing before takes about one
quarter of the whole data of g12 in the first two directories,
and they could be used in the physics analysis such as the
searching for CPV in η′ → π+π−e+e−, η′γe+e−.

Summary To extract the contribution from box anomaly,
a measurement with high precision is required. In this text,
the mass shift and distortion on the line shape of M(π+π−)
during the reconstruction are discussed. Besides, according
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Fig. 6: The blue solid line represents the models [6, 7, 8] with
ρ −ω mixing effect; the green solid green line repre-
sents models [6, 7, 8] with ρ − ω mixing effect plus
the contribution from box anomaly; the dotted black
line represents line shape of the model-independent
approach [9] with interference with ω → π+π−.

to the ρ-ω mixing effect observed on the line shape, we in-
troduce several models which could be used to describe the
distribution.
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Search for light dark bosons in η meson decays

M.Berlowski, D.Pszczel, J.Stepaniak

Search for weakly interacting light particles related
to Dark Matter was performed with WASA detector at
COSY in η decays with dielectron pair(s). According
to some extension of the Standard Model (SM) a hypo-
thetical new light boson that couples to dileptons can
be responsible for an increase in the branching fraction
of η → e+e− and η → π0e+e− decays. In such decays,
the background from SM diagrams is negligible. In more
frequent Dalitz decay into lepton pair and a photon the
new vector U boson could manifest itself as an enhance-
ment in the distribution of e+e- pair invariant mass. It
would be a carrier of a new type of weak interaction re-
sponsible for dark matter annihilation into lepton pair
therefore it turns out to be an important element for the
Light Dark Matter scenario. The vector boson cannot
be produced in η → π0e+e−decay in a tree-level and this
decay channel appears to be adequate for the search of
the scalar/pseudoscalar object.

The η mesons were produced in pp→ ppη reaction at
1.4 GeV incident proton kinetic energy. About 50× 106

and 90 × 106 η meson were produced in two experi-
ments performed in 2008 and 2012 during about two
and seven weeks of data taking respectively. The event
candidates were chosen to fulfill proper topology con-
dition and particle identification criteria. Events from
gamma conversion in the beam tube were rejected. Fi-
nal separation of signal candidates was based on kine-
matics criteria. Fig. 1 shows the reconstructed e+e-
invariant mass distribution from η → e+e−γ decay for
the 2012 data sample. The shape of the distribution
is well described by simulation of expected signal with
small background admixture. We don’t observe any sig-
nificant maximum from a hypothetical U boson decay.
The search for unseen up to now η → π0e+e− decay
was performed at two selection level. The fit to the
MMpp distribution (Fig. 2a) after the first selection step
clearly indicates the contribution of η decays. After the
final selection a fit to the sum of expected η signal and
background from the most prominent π0π0direct pro-
duction is consistent with possible admixture of only a
couple of η → π0e+e−events. It allows us to establish
a preliminary upper limit for BR of about 3 × 10−5.
More stringent limit can be obtained for large masses
of e+e- pair (Mee > 100MeV/c2), where 4 events are
observed in 2012 data set and 2 events in 2008 data. In
the final selection of η → e+e− event candidates we
don’t observe any enhancement around the η mass in
MMpp distribution (see Fig. 3). The preliminary limit
for η → e+e− BR of about 6× 10−6 is extracted.
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Fig. 1: Invariant mass of e+e− in the η → e+e−γ decays.
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π0e+e− candidates from 2012 run. The best
fits to the sum of the signal and background are
shown for first (a) and second (b) selection step.
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Executive Summary of Theoretical Developments in Electron Cooling and Stochastic Cooling  
 

H. Stockhorst and T. Katayama, Nihon University, Japan 

 

The cooler synchrotron COSY is the world’s only machine 

that is equipped with a low energy electron cooler 

(100 keV) as well as a high energy cooler with 2 MeV. In 

addition the machine offers stochastic cooling in the high 

energy range. COSY is therefore virtually predestinated to 

investigate the interaction of high energy electron and 

stochastic cooling as well as for research topics related to 

open theoretical and experimental questions specifically in 

the domain of high energy electron cooling. Research 

results are of major importance in future accelerator 

projects for precision experiments in particle physics. 

 

Electron Cooling  

The binary collision model of an ion with electrons to 

describe electron cooling was developed mostly by BINP 

(Budker Institute of Nuclear Physics, Novosibirsk, Russia) 

group since ~ 1970. It was based on the plasma physics 

theory rapidly evolved in 1950 ~ 1960 for the nuclear 

fusion project. The features of this binary collision model 

are 1) the flattened electron velocity distribution and 2) the 

adiabatic collision model for the magnetized electrons. 

Results of those theories give us the basic understanding of 

friction and diffusion forces while the Coulomb logarithm 

terms in the theory seem to be complicated and have some 

ambiguity. It could be concluded that the present status of 

the electron cooling theory is far from the level of a 

complete description of the physical cooling process. It 

could be compared with the stochastic cooling theory 

where the reliable friction and diffusion forces of the 

cooling process are obtained for the coasting or bunched 

beams.  

In these circumstances, the empirical formulae given by V. 

Parkhomchuk (2000) are quite simple, being convenient to 

be used in the simulation work of which the results 

sometimes reproduce the experimental ones quite well. 

However in this formulae the longitudinal and transverse 

cooling forces are represented to be identical which seems 

to be much different from the results of binary collision 

model and the experimental results found e.g. at COSY 

with its new high energy electron cooler. In addition, as a 

matter of fact, this is lacking the theoretical background as 

an empirical formulae, even sometimes it gives the nice 

agreement with the experimental ones. 

 

A new approach of describing the cooling process, the 

evolution of transverse and longitudinal ion velocity 

distribution, is necessary, for example to solve the 2D 

Fokker-Planck equation with use of universal Friction (F) 

and Diffusion (D) forces. An ambitious project is started to 

obtain the universal F and D terms. In a first step a report 

[1] has been prepared where the electron cooling theory, 

including the new approach of Coulomb logarithm 

problem is reviewed. However the construction of a 

complete theory of electron cooling is not yet finished. 

Especially in the case of magnetized cooling, the process 

is not well analyzed and needs more theoretical studies as 

well as experimental investigations with the high energy 

cooler at COSY. 

To check the validity of Parkhomchuk empirical formulae, 

we have compared the experimental cooling results at 

COSY with the simulations deduced from the 

Parkhomchuk empirical formulae. The agreement is found 

to be rather well for the COSY low energy electron cooler.  

Presently the development of the Fokker-Planck code for 

the simultaneous solution of longitudinal and transverse 

velocity distribution functions is continued.  

 

Stochastic Cooling 

As compared to the electron cooling the theory of 

stochastic cooling is quite well understood. In a recent 

publication [2] a comprehensive description of the 

stochastic cooling process based on the mathematical 

theory of signal processing was presented. This allows 

including a practical or theoretical engineering design of 

pickup and kicker structures in the cooling model. 

Measured or theoretical transfer functions of microwave 

amplifiers and filters are included as well. Knowing the 

cooling system parameters the evolution of momentum 

cooling is then described by a Fokker-Planck equation. 

The solution gives the time evolution of the particle’s 

momentum distribution. From the point of view of signal 

processing the stochastic cooling system forms a feedback 

loop via the beam. Consequently, depending on the 

adjustment of the system parameters and the machine 

optics lattice the loop can be stable or unstable resulting in 

cooling or heating. The theory therefore allows to analyze 

the open loop gain. The results can be directly compared 

with open loop measurements and give important 

information on the loop stability margin of the systems’ 

closed loop gain. 

Transverse cooling is described by a rate equation for the 

transverse beam emittance which similarly to momentum 

cooling includes the engineering design of the transverse 

feedback loop. 

The cooling theory includes the beam-target interaction 

induced by an internal target. Intra-beam scattering being 

important at low particle velocities and high beam 

intensities is taken into account. 

In a series of cooling experiments at COSY including the 

beam-target interaction the validity of stochastic cooling 

model has been successfully verified. The model has been 

applied to design the stochastic cooling system of the 

HESR for ion and anti-proton beam cooling as well as for 

beam cooling during the anti-proton accumulation assisted 

by moving barrier bucket operation [3]. The proposed 

accumulation scheme was successfully tested in a proof-

of-principle experiment at the GSI, Darmstadt [4]. 
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FairMQ for the PANDA Experiment

T. Stockmanns,
Forschungszentrum Jülich

Fig. 1: Picture of the test beam setup at the COSY accelerator
in Jülich

1 Introduction

Once PANDA is running with its design luminosity of 2 ·
1032cm−1s−1 it will produce about 200 GByte/s of raw data.
Due to the very similar signatures of signal and background
events all sub-detectors continuously transmit their data to
the online computing system without a hardware trigger.
Each detector hit contains a time stamp which is the basis to
combine the free running data into events. This data stream
is then processed in an event selector which has to reduce
the data by a factor of 1000 for permanent storage by se-
lecting only those events which look physically interesting.
After data selection PANDA will produce a total of about 1
PByte/year experimental data and in addition 2 PByte/year
simulation data.
To find the signal events in the large backround is the chal-
lenge of the event selection and requires that most, if not all,
of the data produced by the experiment is processed online
with the same average rate with which the data are measured.
To achieve the necessary computing power in an efficient
way different hardware types from FPGAs, GPUs to mul-
ticore CPUs and mixtures of these systems are under study.
To exploit parallel hardware different technologies are avail-
able. One very convenient approach for multicore systems
are message queues. They allow to pack the algorithms in
small independent processes which are running in parallel
and handle the inter-process communication via the message
queues. Their application is tested on the example of test
beam data for the PANDA experiment.

2 The Test Beam Setup

As a first test of FairMQ with real detector data a test beam
of the MVD at the COSY accelerator in Jülich was chosen.
Fig. 1 shows the setup. The first and the last detector lay-
ers both consisted of conventional silicon strip detectors for

alignment purposes and was not part of this test. In between
the two strip planes were four silicon pixel detectors with a
continuous running front-end electronics ToPix v4 ASIC1.
Each of the pixel detectors was read out via an attached
FPGA board (XILINX ML605) which pushed the data via an
UDP connection to two data taking PCs where the raw data
for each ASIC was stored in an individual file. A 2.8 GeV/c
proton beam was directed through the setup perpendicular to
the detector planes.

3 Processing of Test Beam Data

The processing of the test beam data is subdivided into small
individual executable programs which are connected via dif-
ferent types of FairMQ connections. The input to the pro-
cessing stage is either the raw data of the beam time stored
in binary files or directly the test beam data during the beam
time. The output are fully processed tracks based on the data
measured with the four pixel detectors.
Fig. 2 shows an overview of the different processing compo-
nents in the coloured boxes and their connection via message
queues. The raw data is processed individually on 4 different
PCs before it is merged in an Event Builder which combines
the individual data streams by their time stamps into single
events. After that the Track Finder and Fitter searches for
straight line tracks in the data of the four front-end ASICs in
each event.

4 Performance

The performance in a distributed system was tested with 4+1
PCs. The first four Linux PCs were each processing the data
of one ASIC. One of them also did the event building and
track finding/-fitting. These four PCs were connected via
Gbit ethernet. The fifth MAC PC was used to run the online
monitoring and the global controller to start the processing.
This one was connected with the other PCs via a 100 Mbit
ethernet connection.
The processed data corresponded to one beam spill with a
length of 20 seconds. Each ASIC collected about 55 MByte
of data during this time. The subdivision of the processing
into single executables allowed to used all 8 cores of the
Linux machines for 100 % during the run time. The indi-
vidual processing stages for each ASIC took 15 seconds for
full processing which is below the 20 seconds it took to cre-
ate the data, which was the requirement. The processing time
nevertheless increased to one minute once the event building
with all four ASICs was included. The later track finding and
fitting did not have any influence on the processing time.
The reason for the strong increase of the processing time is
still under study.

1Application Specific Integrated Circuit
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Fig. 2: Flow chart of the processing stages for the complete setup

5 Summary
A first test of FairMQ was made for the PANDA experiment.
A very simple setup with just four pixel detectors was chosen
with the requirement to process the data with the same speed
it was produced. In total 50 processes are dealing with the
data running on four different PCs with an additional control
PC. The change from the standard implementation in Panda-
Root towards a system based on FairMQ proved to be easy
and reliable. With this setup it is possible to process the test
beam data up to fully reconstructed tracks. The achieved per-
formance for the individual processing stages of the four de-
tectors was faster than the data production in the test beam.
However, the performance dropped significantly when the
data from all four detectors was combined into a common
event structured data stream, which is subject to further de-
velopment.
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Comparison of the theoretical higher order Rogowski coil beam position model with a simulation

F. Trinkela,b and H. Soltnerc for the JEDI collaboration

For the planned measurement of Electric Dipole Moments
(EDMs) of charged hadrons, like the proton or deuteron, a
new RF-Wien Filter will be installed at the COoler SYn-
chrotron (COSY). To control the beam position to the mag-
netic and electric center of the Wien Filter two new Beam
Position Monitors (BPMs), using so called Rogowski coils,
will be installed downstream and upstream of the Wien Fil-
ter [1]. These BPMs measure the magnetic field induced by
the particle beam flux. The beam position is calculated out
of this measured magnetic field, which induces a voltage in
each segment of the segmented coil. A theoretical Rogowski
coil beam position model is compared with simulations to
improve the possibility of a better beam position measure-
ment.

Each BPM consists of a torus which is wound by one layer of
a 150 µm copper wire. The radius of the torus is R = 40mm.
The radius of the tube amounts to a = 5mm. The winding
is divided in four segments. Each covers an azimuth angle
range of 90◦, starting at 0◦. The number of windings for each
segment is 255. A sketch of such a Rogowski coil is shown
in Fig. 1.

Fig. 1: Sketch of a Rogowski Coil, which detects the horizon-
tal and vertical beam position. The radius of the torus
is R = 40mm and the radius of the tube amounts to
a = 5mm.

For a more precise beam position determination an accurate
model is necessary. The improvement of the Rogowski coil
BPM model is presented in the following. In equation 1 the
magnetic field is shown in dependency of the beam position.
The coordinates are expressed in cylindrical coordinates r0
and ϕ0. I0 represents the pencil like beam current and µ0 is
the vacuum permeability. The observer position is described
by r and ϕ.

Bϕ =
µ0I0

2π
1
r

1− r0
r cos(ϕ−ϕ0)

1+
( r0

r

)2−2 r0
r cos(ϕ−ϕ0)︸ ︷︷ ︸

:=A with u = r0
r and ∆ϕ = ϕ−ϕ0.

(1)

The definition of A is shown in equation 2, where u = r0
r and

∆ϕ = ϕ−ϕ0.

A(u,∆ϕ) =
1−ucos(∆ϕ)

1+u2−2ucos(∆ϕ)
(2)

The next step is a Taylor series for A(u,∆ϕ) with u = r0
R � 1

up to the fifth order is calculated.
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With this magnetic field the induced voltage for the Ro-
gowski coil BPM can be calculated by solving the integrals
presented in equation 3. The integral limits ϕ1 and ϕ2 de-
fines the angular range. −a and a with R−

√
a2− z2 and

R+
√

a2− z2 denote the area of the induced magnetic flux.
The parameter N describes the number of windings, which
are in the area of the integral limits.

Uind =−N
dΦ
dt

=−N
d
dt

∫ ϕ2
ϕ1

∫ a
−a

∫ R+
√

a2−z2

R−
√

a2−z2
B(r,ϕ)drdzRdϕ

∫ ϕ2
ϕ1

Rdϕ

(3)

The solution of equation 3 is presented in the following lines.
∆Ψ is the angular range, which each segment covers. For a
Rogowski coil BPM, which is parted into four segments, ∆Ψ
covers π/2. a and R are Rogowski coil parameter, which are
the radii of the torus and the coil itself.

Uind =
Nµ0

2∆Ψ
dI0

dt

[
2(∆Ψ)

(
R−

√
R2− a2

)

+2r0 [sin(Ψ−ϕ0 +∆Ψ)− sin(Ψ−ϕ0)]
R−

√
R2− a2

√
R2− a2

+
r2
0
2
[sin(2(Ψ−ϕ0 +∆Ψ))− sin(2(Ψ−ϕ0))]

a2

(R2− a2)3/2

+
r3
0
3
[sin(3(Ψ−ϕ0 +∆Ψ))− sin(3(Ψ−ϕ0))]

a2R
(R2− a2)5/2

+
r4
0
4
[sin(4(Ψ−ϕ0 +∆Ψ))− sin(4(Ψ−ϕ0))]

a(a2 +4R2)

(R2− a2)7/2

+
r5
0
5
[sin(5(Ψ−ϕ0 +∆Ψ))− sin(5(Ψ−ϕ0))]

a2R(3a2 +4R2)

4(R2− a2)9/2

]

For each segment with the corresponding starting angle Ψ
and ∆Ψ = π/2 the induce voltage is calculated. With the
identities in equation 4 the induced voltage is presented in
dependency of the beam position x0 and y0.

x0 = r0 cos(ϕ0)

y0 = r0 sin(ϕ0)
(4)

To compare the simulation with the theoretical prediction a
horizontal and vertical voltage ratio is calculated. These ra-
tios are presented in equation 5. The arrangement of the volt-
age is shown in figure 1.

∆Ux

ΣU
=

(U1 +U2)− (U3 +U4)

U1 +U2 +U3 +U4

∆Uy

ΣU
=

(U1 +U4)− (U2 +U3)

U1 +U2 +U3 +U4

(5)
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The ratio calculated by the induced voltages in horizontal and
vertical plane is shown in equation 6 and 7. With the help of
these equation it is possible to calculate the ratio in horizontal
and vertical plane with the Rogowski coil parameters (a and
R) and the beam position (x0 and y0).

∆Ux

ΣU
=

x0

π
√

R2−a2

+
a2x0y0

2π(R2−a2)3/2(R−
√

R2−a2)

− a2R
(
x3

0−3y0x2
0
)

6π(R2−a2)5/2(R−
√

R2−a2)

+
a2R(4R2 +3a2)

(
x5

0−10y2
0x3

0 +5y4
0x0
)
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√
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(6)
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√
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0y3
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0y0
)

40π(R2−a2)9/2(R−
√

R2−a2)

(7)

For the simulation a Rogowski coil with a radius R of 40 mm
and a torus radius a of 5 mm is simulated. In the simulation
the beam is moved to different positions and the induced
fluxes of each segment of the coil is calculated and stored.
The scheme of the applied beam position is presented in fig-
ure 2. Each red dot represents an applied beam position. The
step-size is 0.5 mm. The magnetic fluxes are simulated for
different positions in a range of 10 mm for the horizontal and
vertical plane.

Fig. 2: Sketch of the applied simulated beam positions. Each
red dot represent a simulated beam position. The step-
size between each point is 0.5 mm. The magnetic
fluxes are simulated for different positions in a range
of 10 mm for the horizontal and vertical plane.

For the given beam positions the theoretical ratios in hori-
zontal and vertical plane are calculated with the equations
6 and 7. Also the ratios of the simulated fluxes are calcu-
lated with the help of equation 5. Both ratios are compared

with each other. The comparison of simulation and theoret-
ical prediction is presented in figure 3. The blue dots marks
the ratio of the simulation and the red dots represent the ratio
of the theoretical prediction. On the x-axis the ratio for the
horizontal and on the y-axis for vertical plane is shown. The
theoretical prediction is in a very good agreement with the
simulated data. With such a precise model it is possible to
improve the accuracy of a beam position determination for a
real Rogowski coil BPM.

Fig. 3: Comparison of the simulated ratios and theoretical
predicted ratios for the horizontal and vertical plane.
The blue dots marks the ratio of the simulation and
the red dot represents the ratio of the theoretical pre-
diction. The theoretical prediction is in a very good
agreement with the simulated data.
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International Workshop in Polarized Sources, Targets,
and Polarimetry, 2015, p. PoS(PSTP2015)033

137



Elastic d12C scattering within the Glauber approach

Yu. N. Uzikov1 for the JEDI collaboration.

Due to intensive spin-orbit interaction in d12C system the
vector analyzing power Ay of the process d+12C → d+12C
is rather large at energies of the deuteron beam energy about
Td = 200 − 300 MeV [1]. For this reason the d12C elas-
tic scattering will be used for polarimetry measurements in
search for EDM of the deuteron in storage rings [2]. In the-
ory the unpolarized differential cross section of this process
measured at energy 270 MeV in Ref.[1] was studied only
within the optical model with phenomenological complex in-
teraction potential of the d −12 C system. On the other hand,
the spin observables of this process were studied within the
DWBA approximation using as input elastic Nd-scattering
amplitudes obtained by solving the Faddeev equations for
three-nucleon problem [1]. A good agreement was obtained
between this theory and data [1].

Another approach to this problem is to apply the Glauber the-
ory of multistep diffraction scattering. The point is that the
maximum values of the Ay(θ) and dσ(θ)/dΩ in the d12C
scattering are observed in the forward direction correspond-
ing to the c.m.s. angles θ less than 40 − 50◦. Furthermore,
the deuteron beam energy 270 MeV corresponds to the pro-
ton beam with 135 MeV. As was shown recently [4], at this
energy the unpolarized differential cross section and spin ob-
servables of the pd elastic scattering are well described by
the Glauber theory with all spin-effects included [5]. Instead
of the Nd elsatic scattering, used in [1], the amplitudes of the
N12C elastic scattering can be used as elementary on-shell
amplitudes for d12C scattering. In this case the full ampli-
tude of the d12C elastic scattering can be obtained from the
general Glauber formalims of the pd scattering [5] as a par-
ticular case. In order to construct the N12C elastic scattering
amplitudes one can use also the Glauber theory. However, at
the first step we use here [3] a more simple model, that is
the optical model of N12C scattering. In case of success this
simple approach can be applied to extend the beam energy
region and also to use other nuclei targets in dA scattering
with the aim to find an optimal values of the figure of merit,
i.e. A2

ydσ/dΩ.

The results of our calculations of the differential cross sec-
tion of the d12C scattering at 270 MeV in comparison with
the data [1] in Fig.1. The contribution of single scattering
(SS) mechanism and double scattering (DS) are shown sepa-
rately. The Coulomb interaction is included into the SS am-
plitude. One can see from Fig. 1, that the SS mechanism
alone is not sufficient to explain the absolute value of the
cross section and only the coherent sum SS+DS allows us to
get agreement with data in the forward hemisphere at scat-
tering angles < 25◦. The N12C amplitude was taken from
optical model using the code from [6]. This code allows to fit
only the data on the unpolarized differential cross section of
the p12C- scattering which were taken from [7] at 135 MeV.
However, it was not possible to fit Ay for the p12C- scattering
and, therefore, only qualitative agreement was obtained with
the data on with Ay . As a result the results of our calculation
for Ay in d12C scattering are only in qualitative agreement
with the data [1] ( see details in [3]). One may hope that more
accurate fit the p12C data in respect of description of the
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Fig. 1: The differential cross section of the elastic scatter-
ing of the deuteron off the carbon 12C at the deuteron
beam energy 270 MeV. The results of calculation per-
formed within the Glauber model as described in the
text, are shown for different mechanisms: SS (dashed-
dotted line), DS (dashed), total SS+DS (full). The ex-
preimental data (points) are taken from Ref.[1].

Ay will provide a better agreement with the d12C data. For
this aim one should use the spin-dependend Glauber model
for N12C scattering.
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Measurement of the spatial and energy loss resolution for the STT flash ADC readout  for the 
PANDA experiment 

S.Vejdani 

PANDA, one of the pillars of the FAIR facility 
currently in construction in Darmstadt, is a next-
generation particle detector that will study 
collisions of antiprotons with momenta from 1.5 
to 15 GeV/c on a fixed proton or nuclear target. 
The Straw Tube Tracker (STT) is the main 
tracking detector for charged particles and part of 
the PANDA target spectrometer. The tasks of the 
STT are to determine the momenta of charged 
particles, via a precise spatial reconstruction of 
particle tracks in combination with a solenoid 
magnetic field, and to perform particle 
identification (PID) by a measurement of the 
specific energy loss (dE/dx). The PID information 
of the STT is necessary to separate protons, kaons 
and pions in the momentum region below 1 GeV/
c. To achieve the high resolutions the 
development of the electronic readout system for  
the STT is required. 
In April 2016, the first test was carried out in the 
COSY-TOF beam area. A proton beam with four 
different momenta (0.550 GeV/c, 0.750 GeV/c, 
1.00 GeV/c and 2.95 GeV/c) was used. Figure 1 
shows the straw tube prototype setup in the 
COSY - TOF beam area. 

Fig.1: The straw prototype setup in the COSY-TOF beam 
area. 

In November 2016, the second test was carried 
out  in the COSY-TOF beam area with a deuteron  
beam with three different momenta (0.60 GeV/c, 

0.75 GeV/c and 1.5GeV/c). In both tests, several 
data runs were taken for each momentum and for 
a wide range operational setting  such  high 
voltages  and intensities. 
The test setup consists of 128 PANDA tubes 
which are arranged in eight layers of 16 tubes. 
The electronic readout of the straw signals 
consists of front-end transresistance amplifiers 
with about 8 ns rise time and a gain factor of 
about 360, and Flash-Analog to Digital 
Converters (FADC) which sample the analog 
signal amplitude with a frequency of 240 MHz. 
FPGAs (Field Programmable Gate Array) 
controlling the readout of an FADC module are 
programmed for high flexibility.[1] 

Fig.2: Drift time spectrum of the selected straws for the 2.95 
GeV/c proton beam. 

The signals are sampled and recorded with the 
240 MHz FADCs. The first step in the analysis 
method (Signal shape analysis ) is done by base 
line determination, signal onset, pileup 
identification, rising edge slope calculation,  zero 
crossing time,charge integration and tail 
cancelation. The next step in the analysis is the  
calibration, calculation of radius-drift time 
(calibration curve) and track reconstruction. 
Figure 2 shows an example of the measured straw 
drift time after the calibration for the 2.95 GeV/c 
proton beam. After the track reconstruction, 
residuals calculated from the distance between the 
reconstructed track and the isochrons. Figure 3 
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shows the residual distribution  for the 0.550 
GeV/c proton beam. The spatial resolution 
obtained is of the order of 146 µm.   

Fig.3 :The residual distribution  for the 0.550 GeV/c proton beam. 
The spatial resolusion obtained is of the order of 146 µm.          
                    
The amplified signals are fed into the FADCs with 
a sampling time interval of 4.17 ns (240MHz).  
An example of the recorded straw signals is 
shown in Figure 4. 

Fig. 4 : Analog signals from the straw tubes as recorded by the 
240 MHz FADC.

For the energy loss measurement, the charge 
integration is done over the samples and it’s 
normalized to the path length. As the next step 
cuts are applied on the largest energy losses per 
track, it’s selective measurement of the energy 
losses with truncation mean method.  An example 

of the energy loss is shown in Figure 5. The best 
achieved energy resolution (𝞼(dE/dx)) for the  re- 
 

Fig.5 : The achieved energy resolution for the reconstructed tracks of 
16 hits  for the 0.550 GeV/c proton momentum. 

constructed tracks of 16 hits for the 0.550 GeV/c 
proton momentum is 8.2% . Figure 6 shows the 
achieved energy resolution for three different  

Fig.6 : The achieved energy resolution for the reconstructed tracks of 
16 hits  for three proton momenta (0.550 GeV/c, 0.750 GeV/c and 
2.95 GeV/c) 

proton momentum. The results of the spatial and 
energy resolutions look good and promising. The 
next step is to analyze the data taken with 
deuteron beam. There will be  a good opportunity 
to compare the separation power of the STT 
prototype between deuterons and protons. 
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Simulation for the FToF detector in Panda experiment

D. Veretennikov

FToF detector for PANDA PID. Particle identifica-
tion (PID) in the Forward Spectrometer in the PANDA
experiment is realized with the help of the (Forward Time-
of-Flight) FToF wall and forward RICH detectors. While
the forward RICH provides effective hadron separation
for momenta above 2 GeV/c for pions and above 4 GeV/c
for protons, the FToF detector could provide hadron ID at
particle momenta below 4 GeV/c.

The time-of-flights between the target and the scintillation
wall for pions, kaons, protons and charged leptons are shown
in Fig.1. The values of ToF ranges from 53.1 ns for proton
momentum of 0.5 GeV to 25 ns for relativistic particles.

Besides the forward low momentum hadrons PID, the impor-
tant function of the FToF wall is that it provides information
on the event time stamp in a scintillation block. For a rel-
ativistic particle (for hadrons with momenta larger than 3-4
GeV/c) this information helps to reconstruct the event start
time in the IP with a precision of a few ns. Provided the par-
ticle is identified either as a hadron or a charged lepton (muon
or electron), this precision could be improved to some 100 ps
which is the planned time resolution of the FToF detector.

The particle mass is reconstructed using the following equa-
tion:

m = p

√
t2

t2
c
−1 (1)

Here p is the particle momentum, tc = L/c, L is the length of
the particle track starting from the IP (start point), or from a
decay vertex, to the hit position of a FToF counter, c is the
speed of light, t is the measured time of flight, i.e., t/tc = 1/v,
where v is the particle velocity. The fractional uncertainty of
the calculated mass can be estimated as

δm
m

=

√(
δp
p

)2

+ γ4
(σToF

t

)2
(2)

where γ = 1/
√

1− v2. Due to the relativistic γ factor, the
time-of-flight resolution of 50 (or 100) ps gives the main con-
tribution to the mass smearing for the particles with momenta
p ≥ 1 GeV, while the momentum resolution of 1% has a
much smaller effect. However, at p < 1 GeV the momentum
uncertainty starts to dominate. An uncertainty of track recon-
struction at the level of δL/L ≈ 0.001 translates to δσToF of
about 25 ps for relativistic particles.

The result of calculations for the hadron mass reconstruction
(Eq.1) evaluated for the case of the maximal p̄ beam mo-
mentum (15 GeV) is presented in Fig.2. As can be seen the
time-of-flight information obtained with the help of the FToF
wall provides a reliable pion and kaon identification up to the
secondary particle momentum of 2.5 GeV/c at σToF = 100 ps
proton (antiproton) identification up to 4 GeV/c for σToF =
100 ps. Note that at momenta smaller than 0.5 GeV/c the
proton time-of-flight increases very sharply with momentum
decrease which results in deteriorates the mass reconstruc-
tion at very small momenta.
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Fig. 1: Time-of-flight of hadrons, muons and electrons be-
tween the target and the FToF detector versus particle
momentum
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Fig. 2: Hadron masses reconstructed using the time-of-flight
information with the ToF resolution of σ = 100 ps
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Inclusive Λ̄ production. One of the benchmark reaction
shows efficiency of the FToF detector is inclusive Λ̄ pro-
duction. As seen from Table1 the efficiency to detect both
p̄ and π+ from Λ̄ decay in inclusive hyperon production
(p̄+ p→ Λ̄+X , Λ̄→ p̄+π+) is about 20%.

Table 1: Generated and detected with FToF Λ̄ and Λ events in
inclusive Λ, Λ̄ hyperon production with DPM gen-
erator
Generated Detected with

FToF wall
Detection effi-
ciency

Λ̄ 19874 3840 0.193

Λ 19518 100 0.005

Efficiency of the FToF detector for this benchmark reac-
tion can be demonstrated as follow. All combinations of
hadron pairs with opposite charges which were produced
in a generated event and produced hits in the FToF detec-
tor were selected. The tracking system gives a 3-momentum
of the hadron. Missing is the hadron mass. If the hadrons
comes from Λ̄ decay the negative hadron should have pro-
ton mass while positive hadron must be a pion. The time-of-
flight is calculated for both hadrons in a selected pair using
the hypothesis for hadrons masses, their momenta and track
lengths. If the calculated time-of-flight is not in the windows
of 100 ps from MC hit time ( |tToF − tMC|< 100 ps) and this
combination is rejected. This is equivalent to the PID using
the time-of-flight criterion in the real experiment. As shows
in Fig.3 this criterion resulted in very strong suppression of
the combinatorial background.

Fig. 3: Invariant mass distribution for Λ̄

PID and T0 determination. In the case when event start
time T0 is known (event base simulation) PID can be done
using particles separation by their velocity β = v/c. For each
track velocity can be calculated as

β =
v
c
=

1
c

L
tToF

(3)

where L is track length given by tracking system and tToF

Fig. 4: Probability density functions for particles with mo-
menta 0.5 GeV/c (upper panel) and 5 GeV/c (bottom
panel)

is time-of-flight given by FToF detector. Then this velocity
used to calculate probability for different particle species.
Probability density functions (p.d.f.) for each particle is cal-
culated using PANDAROOT MonteCarlo and showing on
Fig.4. These p.d.f. are functions of momentum, given by
tracking system and velocity, which is calculated using time-
of-flight. In ideal case, when time-of-flight, track length and
momentum resolutions are zero, all p.d.f. are just delta-
function. In reality it is smeared and for particle with mo-
mentum above 5 GeV/c probability for each spices are ap-
proximately same.

In case of unknown T0 (time base simulation) PID and addi-
tionally event start time can be calculated using loop through
all possible combination of particle for given number of hits.
This procedure work only in case when number of hits are
n > 2 or more. For N number of hits one can write system of
N equations:

tToF
1 = T0 +

L1

c

√
p2

1 +m2
1

p1

tToF
2 = T0 +

L2

c

√
p2

2 +m2
2

p2

.................................

tToF
N = T0 +

LN

c

√
p2

N +m2
N

pN

(4)

Here we have N + 1 unknown variables m1, ...,mN ,T0 and
N equations. This system can be solved by loop through all
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Fig. 5: PID with loop algorithm in PANDAROOT, bar color
correspond to Monte Carlo particle type and horizon-
tal axes is reconstructed type

combination of mi = [me,mµ,mπ,mK ,mp]. For each variant of
mass combination T0 is calculated for all equation and com-
bination when T0 same for all equations are chooses. Number
of combinations for N number of hits are equal 5N , so this
analyze can be done only offline.

Testing of PID algorithm was done using PANDAROOT MC
with 1M generated events using DPM generator. Events with
number of hits N < 3 and particle momentum p > 4 GeV/c
were rejected. Result of PID algorithm is shown on Fig.5.
One can see that is not possible to separate muons and pions
due to masses of these particles are close, but pions, kaons
and protons are well separated with mismatch probability
about 15%.
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Calibration of linear optics of COSY using LOCO analysis

C. Weidemann

In order to calibrate and correct linear optics of COSY and
thereby overcome present disagreements between the COSY
model and the machine a technique called Linear Optics from
Closed Orbit (LOCO) [1], originally used at light sources,
is favored. For the use at COSY, a hadron storage ring that
also operates at non-relativistic energies, the LOCO algo-
rithm was implemented in a newly developed C++ program,
which uses MAD-X for optics calculation and ROOT for data
analysis and illustration.
The program makes use of the recently implemented auto-
mated orbit response matrix (ORM) measurement [2]. The
measured ORM is compared to a calculated one, which is
based on the existing COSY model and derived using the
MAD-X accelerator optics program (see Fig. 1). A typical
ORM at COSY contains about 2400 entries, representing the
orbit deviations caused by a change in the deflection strength
of each of the approximately 40 correction-dipole magnets
measured with about 60 beam position monitors (BPMs) (30
horizontal, 30 vertical) along the ring.
A χ2-minimization is performed by adjusting different model
parameters until both ORMs are equal. The χ2 is defined as
the squared sum of the differences between the model and the
measured ORM entries (Mmod, Mmeas), weighted with the in-
verse of their measurement errors squared (σMmeas,i j ):

χ2 = ∑
i, j

(
Mmod,i j −Mmeas,i j

)2

σ2
Mmeas,i j

= ∑
k=i, j

E2
k . (1)

The indices i and j denote the BPM and the steerer mag-
net, respectively. The model parameters under investigation
so far are listed in Tab. 1. More detailed information about
the LOCO algorithm can be found in [3].
The program was carefully benchmarked with regard to the
reconstruction of the listed machine parameters and its sen-
sitivity to different boundary conditions, such as for instance
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Fig. 1: Calculated orbit response matrix of COSY. Horizon-
tal steerer magnets (0-20) cause orbit responses in the
horizontal plane (BPMs 30-60) but not in the vertical
plane (BPMs 0-30). The opposite is true for the verti-
cal steerer magnets (20-40). Consequently, this ideal-
ized case does not comprise phase space coupling.

Table 1: Machine parameters under investigation.
Parameter name Number
BPM calibration 60
BPM roll (ψ), shift (s) 2 · 60
Steerer calibration 40
Steerer roll (ψ), position (s) 2 · 40
Deflection angle (offset) 40
Gradient of quadrupole families 14
Gradient of individual quadrupoles 56
Quadrupole rotations (φ, θ, ψ)
and misalignments (x, y, s) 6 · 56
Dipole rotations (φ, θ, ψ)
and misalignments (x, y, s) 6 · 24
Quadrupole coefficient of dipoles (K1) 24
Sextupole coefficient of dipoles (K2) 24
Sextupole coefficient of quadrupoles (K2) 56

the BPM resolution and the sequence of reconstruction [3].
The benchmarking made use of reference ORMs, which
have been derived based on randomly generated machine
parameters.

After completion of the benchmarking procedure the pro-
gram was tested with measured data. Therefor, a set of orbit
response matrices, with only changed quadrupole gradients,
was recorded in a dedicated beam time in November 2015.
In addition, the dispersion and the working points were
measured. The goal of the LOCO analysis is the detection of
the applied quadrupole gradient changes and subsequently
an improved reconstruction of the betatron tunes, which so
far had to be calibrated empirically.
The analyzed data set contains two ORMs, where the only

difference is the gradient of quadrupole family number three
in the straight section (MQT3), which was modified by 4%.
Firstly, the data was analyzed multiple times with regard to
the BPM and steerer calibration factors. The averaged result
for the beam position monitors is displayed in Figure 2.
The corresponding errors are derived from the fluctuation of
the results of the individual analyses. A brief look already

Fig. 2: Reconstruction of BPM gain factors including the de-
tection of a wrongly cabled BPM (number 14).
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Fig. 3: Change of the quadrupole gradient ∆k for all 14
quadrupole families (top panel). The ratio of the de-
termined ∆k and it’s uncertainty is plotted in the
lower panel to allow for an improved judgment of sig-
nificant changes. As visible, the gradient of family 3
(MQT3) was changed by 4%.

allows the detection of a wrongly oriented BPM (number
14) distinguishable by a calibration factor of -1.
The top panel of Figure 3 shows the determined gradient
change ∆k and the corresponding uncertainty for all 14
quadrupole families. As visible, family number 3 (MQT3)
shows a difference of (4± 0.15)%, as expected. Significant
deviations from zero can also be observed for family 13 and
14. Considering the large error bars the values are still in
agreement with zero. An explanation for these comparably
large differences and errors is a degeneracy effect, which
allows to compensate changes of one quadrupole gradient
by another one. Executing the LOCO analysis several
times thus results in different parameter settings for these
families and consequently large errors. Dividing the detected
gradient change by the corresponding uncertainty (lower
plot in Fig. 3) enables a clear identification of significant
changes. This is only the case for MQT3 and thus agrees
with the applied modifications.

Finally, the machine parameters determined by LOCO are
used to calibrate the model, which is then again utilized to
calculate the working point. In Fig. 4 the working point cal-
culated by the initial model Qmodel (red dot) is in clear dis-
crepancy from the measured tune Qmeasured (green dot). Af-
ter applying the corrections to the mentioned machine pa-
rameters in the model, the measured working points of the
initial setting and the two modified ones (dkQT3 = −20,
dkQT3 =+20) is perfectly reconstructed (black stars).
Current investigations are addressing misalignments of
dipole and quadrupole magnets. A recent survey measure-
ment indicated misalignments of up to several mm for a small
number of elements. Whether the LOCO program is capable
of detecting these misalignments is an exciting question. It
might also help to judge by how much an improved beam
position measurement or a larger number of measurement
points can improve the determination of these parameters.
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Fig. 4: Reconstruction of the measured working points
Qmeasured (green) for three different quadrupole set-
tings using the LOCO algorithm. In red the working
point of the uncorrected model Qmodel is shown and
the black stars indicate the tunes after applying the
parameter adjustments determined by LOCO.
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