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Abstract

The main focus of this thesis was dedicated to uncovering the true intrinsic magnetic

and charge order properties of YbFe2O4, with a large emphasis on the crystal struc-

ture determination at 200 and 90K. Previous research on its isostructural neighbor

LuFe2O4, uncovered what was thought to initially be; "ferroelectricity through va-

lence ordering". The high temperature RFe2O4 structure (space group R3̄m) can be

described as Fe2+ and Fe3+ valence mixed bilayers, separated by R3+-O mono-layers.

The concept of ferroelectricity through valence ordering was later suspended after

the refinement on a highly stoichiometric LuFe2O4 single crystal, which resulted in

a lower symmetry C2/m space group, and charged rather than polar bilayers. This

sparked new interest in this series of compounds and provided the inspiration for

this thesis; to determine if highly stoichiometric YbFe2O4 exhibits ferroelectricity

through charge ordering. The charge order investigated in this thesis exhibits the

same incommensurate phase at room temperature, but in contrast to LuFe2O4, a

second phase transition to a commensurate charge order was also observed. This

commensurate charge order was refined in the P 1̄ space group using single crystal

x-ray diffraction data measured at 200 and 90K. This space group is representative

of all temperatures until above the 3D charge order phase, at which point the charge

order becomes diffuse and the structure can be refined in the R3̄m space group. For

the first time, the magnetic phase diagram for highly stoichiometric YbFe2O4 has

been established, and shows a ferrimagnetic state even in zero field, in the temper-

ature range 240-260K, which was not observed in LuFe2O4. From the analysis of

neutron diffraction data measured on YbFe2O4, the same ferri (fM) and antiferro-

magnetic (AFM) spin structures intrinsic to LuFe2O4 are present in YbFe2O4, and

deduced from almost identical intensity ratios of reflections measured along ( 1
3
, 1
3
, ℓ),

for the three magnetic domain populations. The two magnetic phases are newly de-

scribed in the proper magnetic space groups; P 1̄ (fM phase) and P 1̄′ (AFM phase) in

contrast to the previous refinement of LuFe2O4, where the observed reflections could

not be refined in a proper monoclinic magnetic space group. The final charge order

structure, determined through bond valence sum analysis, provides polar bilayers

with an anti-polar stacking in the P 1̄ space group. This charge order is characterized

by three modes; Y1, Y2 and T1+, and results from a combination of 2 irreducible

representations, namely a Y1 and Y2 propagation vector. This was not considered

before, as it is very unlikely for a first order charge order phase transition to be

described by 2 irreducible representations. It was the successful refinement in the

P 1̄ space group, which led to the understanding that a combination of 2 irreducible

representations is required, as it is this that reduces the space group symmetry.

The final correct spin-charge structure was determined through x-ray magnetic cir-

cular dichroism measurements, which yielded the same spin arrangement as that

observed for LuFe2O4, except it is described in the lower symmetry P 1̄ space group,

in contrast to the original refinement in the C2/m symmetry.
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1 | Complex ordering in correlated
electron systems

Strongly correlated electron systems [1] offer a wide range of interesting phenom-

ena. Some examples for these types of properties are colossal magnetoresistance

(CMR); extremely large variations in resistance, induced by small magnetic field

changes [2–4], and high temperature superconductivity [5, 6]; the resistance of the

material drops abruptly to zero at a critical temperature. Another example of com-

plex behavior researched primarily in this thesis is that of multiferroicity [7–15],

where the coexistence of two specific ferroic orders occurs at a critical temperature.

These types of intrinsic behavior all provide solid grounds for novel functionalities in

the future technological advancement of electronics [15, 16]. The following sections

offer a brief description of the types of magnetic order present in the compounds

discussed in this thesis. The final parts of this chapter lead to the different types of

multiferroic behaviors discovered to date, with primary focus on ferroelectricity by

charge ordering.

1.1 Phase transitions and ordering phenomena

What is a phase transition? In common terms a phase transition is when a sub-

stance changes from a solid, liquid or gas state to a different state. A prime example

more specific to this work would be a paramagnetic disordered phase ordering ferri-

magnetically, below the Curie point (critical temperature) of a system [17]. Another

example, although more complex is that of a charge ordering transition, in this case

due to a strong interaction between electrons, the charges are localized on different

sites leading to a disproportionation and an ordered super lattice [18]. When de-

scribing such phase transitions in a system, two types of classification are used; a

first or a second order transition. The Landau theory [19] of phase transitions devel-

oped two criteria to describe the observation of subtle changes in physical properties

of a material. The distinction between the two types of phase transitions is based

on the derivatives of the free energy F and how they behave.

• First order phase transitions: this type of transition involves an abrupt (dis-

continuous) change in symmetry [20] which, is accompanied by a release of

latent heat. In addition to latent heat, other thermodynamic variables are;

internal energy, entropy, enthalpy and volume... etc. A discontinuous jump at

the transition point is seen here in the first derivative of the free energy F , for

3



CHAPTER 1. COMPLEX ORDERING IN CORRELATED ELECTRON

SYSTEMS

example with respect to the temperature T :

S = −∂F
∂T

(1.1)

• Second order phase transitions: in this case, the phase transition is continuous

across the transition temperature. The first derivatives of the free energy are

continuous but the second derivatives from the free energy are discontinuous,

this is commonly seen as a pronounced anomaly in the specific heat, c;

c =
T∂S

∂T
=

−T∂2F
∂T 2

(1.2)

The Landau theory, describes the energetics of a system in the vicinity of a phase

transition, by expressing the relevant part of the free energy in terms of one or several

order parameters. More crucially, the Landau free energy also depends on the order

parameters of all relevant modes of the system [21,22]. The basic assumption starts

when one considers that a system will be in a high symmetry state, usually at higher

temperatures, which gives the free energy as:

F = F0 +∆F (ηi) (1.3)

Here, it assumes no lowering of symmetry due to a phase transition and therefore

all order parameters are zero. The term F0 is an analytical (smooth) function of

temperature and ∆F (ηi) contains all the information regarding the dependence of

the order parameter η, which is small in the vicinity of a phase transition Tc. The

appropriate order parameter is zero in a disordered phase and non-zero in an ordered

phase, where particular examples of types of order parameters are magnetization in a

ferromagnet, amplitudes of the Fourier modes in a crystal or the degree of orientation

of a nematic liquid crystal [17, 23]. The development of this theory to include the

order of a phase transition, by Landau’s interpretation [19] could be theoretically

described by the degree of the derivatives from the free energy of the system. The

free energy can therefore be expanded in a Taylor series:

F (P, T, η) = F0 + αη + Aη2 + Cη3 +Bη4 + ... (1.4)

The coefficients given in Eqn. 1.4 are functions of pressure, P , and temperature,

T . As already mentioned, when there is a phase transition the order parameter

η 6= 0 and in the case where η = 0 due to underlying symmetry differences, i.e the

example given in the following for magnetic order and time reversal symmetry, the

linear term of the order parameter vanishes. This means that only powers which are

invariant with respect to the symmetry are allowed to be present in the polynomial

F0(η) [24]. The well know case of magnetic order in a system, in which by time

reversal symmetry all the spins will at the phase transition change their direction−→
Si → −−→

Si , as a result leaves the free energy of the system unchanged. Due to the

effect of time reversal, the symmetry is preserved leaving only even powers of the

Taylor expansion shown Eqn. 1.5, and the expansion given for a second order phase

transition is:

F (P, T, η) = F0 + Aη2 + Cη4 + ... (1.5)
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1.2. MAGNETIC EXCHANGE INTERACTION

The simplest interpretation to describe the phase change where T = Tc can be

achieved with the temperature dependence of the first coefficient A:

A(P, T ) = a(T − Tc) (1.6)

Given that η 6= 0 below the transition Tc and 0 for all temperatures above, the

coefficient of the quartic term is B(P ) > 0. Based on these conditions the Fourier

approximation is then written as:

F (P, T, η) = F0 + a(P )(T − Tc)η
2 + b(P )η4 + ... (1.7)

Solving Eqn. 1.7 by minimizing the free energy ∂F/∂η = 0 and using the bound-

ary condition of the order parameter η = 0 and η 6= 0 (above and below the phase

transition), the solution to the minimized free energy is:

η2 =
a(Tc − T )

2B
for (T < Tc) and η = 0 for (T > Tc) (1.8)

For a second order phase transition, the order parameter η is proportional to the

critical temperature Tc; η ∝
√

(Tc − T ) with the conditions assumed above.

1.2 Magnetic exchange interaction

Figure 1.1: : Direct exchange interactions (a) A
favored antiparallel alignment of spins, as it al-
lows electrons to hop to neighbouring site. (b)
the case for nearest neighbour parallel spins, hop-
ping in this case is suppressed by the Pauli prin-
ciple. Super exchange interaction (c), in this case
two transition-metal d-orbitals are mediated by
an oxygen p-orbital. Superexchange is far more
common than direct exchange in complex oxides.

The magnetic ordering in complex cor-

related electron systems are governed

by exchange interactions. In terms of

the rare earth ferrite compounds inves-

tigated in this thesis both direct and

indirect interactions need to be consid-

ered. The simplest type of interaction

in a system is that of direct exchange.

This mechanism only works when the

electron orbitals of neighbouring atoms

are wide enough to allow exchange and

the hopping of free electrons. Two basic

examples of direct exchange is given in

Fig. 1.1, in (a) the neighbouring spins

are antiparallel, in (b) they are parallel.

In this case the antiparallel alignment

and exchange interaction is preferred,

as the hopping of the parallel spins is

suppressed due to the Pauli principle 1.

Interestingly, much of the phenomena

mentioned earlier in this chapter, can

not solely be described by this type of interaction. The rare earth’s have strongly

localized 4f electrons, meaning they lie very close to the nucleus and direct exchange

is unlikely to be effective in this case [17]. Another well known example of direct

1The Pauli principle: a fundamental rule in quantum physics which states that two or more
identical fermions (particles with half integer spin) cannot occupy the same quantum state within
a quantum system at the same time.
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CHAPTER 1. COMPLEX ORDERING IN CORRELATED ELECTRON

SYSTEMS

exchange not providing a solution for complex electron behavior is in antiferromag-

netism in transition metal oxides (see Sec. 1.3). In this case, the antiferromagnetism

of most transition metal oxides have very localized d-orbitals, which means hopping

of electrons can only occur between orbitals on different atoms that are very close

to each other. But as most antiferromagnetic insulators are transition metal oxides,

the transition metal cations are separated by large oxygen anions. Therefore, one

needs to consider the concept of in-direct interaction, also known as superexchange.

This type of mechanism mediates the exchange interaction between two transition

metal oxides via an oxygen p-orbital as depicted in Fig. 1.1 (c). Since superexchange

involves an oxygen orbital as well as a metal atom it is a second order process and

as a result derived from second order perturbation theory [17]. In the rare earth

ferrites, superexchange is a primary mechanism that describes the magnetic inter-

actions [3, 25]

1.2.1 Heisenberg and Ising spin model

The types of exchange interactions that occur in electronic systems can be described

by various toy models. For (anti)ferromagnetic spin arrangements on a lattice, the

initial starting point and basic Heisenberg model is given by the following Hamilto-

nian:

Ĥ = −1

2

∑

〈ij〉

JijSi · Sj (1.9)

Here, the constant Jij is the exchange integral, the symbol 〈ij〉 below the
∑

denotes the sum over neighbouring spins and the -1
2

denotes the spin of an electron.

The spins Si and Sj are representative of three dimensional vectors that can point

in any direction in space [17]. This is however a simplified case, in more complex

systems; in particular transition metal oxides and rare earth ferrites [25], this basic

model will often not support the magnetic behavior observed in experiments. As

already mentioned, the orbitals of transition metal oxides do not extend far from the

nucleus, therefore mediation via neighbouring oxygen anions are required. A more

involved and applicable Heisenberg Hamiltonian with additional terms is given as:

Ĥ = −
∑

ij

JijSi · Sj + gµB

∑

j

Sj · B −D
N
∑

〈i〉

(Sz
i )

2 (1.10)

The first term in Eqn. 1.10 is the Heisenberg exchange energy already provided

in Eqn. 1.9. The first added term on the right is the Zeeman energy including the

Landé g factor. The Zeeman energy describes the potential energy of a magnetized

body in an external magnetic field, the Landé g factor incorporates the two spins

of the electron (up and down) considering the electrons orbital and angular mo-

mentum. The addition of the Zeeman term is necessary to describe the order in the

system with an external field applied (fM or AFM). In antiferromagnets the Zeeman

term is always required as the net moment is zero, due to the antiparallel arrange-

ment of spins. A ferrimagnet which, also intrinsically has two magnetic sub-lattices

of anti-parallel spins, has inequivalent moments and will lead to a net magnetiza-

tion. There are however fM systems with only antiferromagnetic interactions, this

6



1.3. TYPES OF MAGNETIC ORDERING

was observed for example in the RFe2O4 series for a single Fe-O bilayer [25]. The

only differences between fM and AFM orders are the exchange interaction i and j,
which for an ferromagnet Jij>0 and for an antiferromagnet Jij<0. The last term

D
∑N

〈i〉(S
z
i )

2 represents single ion anisotropy (D= anisotropy constant). In crystal

fields, this effect is commonly seen for example in magnetization experiments, for

a system with sufficiently high magnetic anisotropy the spins prefer to align along

a particular direction, commonly named the easy axis. Along this easy axis the

magnetization is much higher than that along the other crystallographic directions

and this is a common feature in the rare earth ferrite’s [26, 27].

The spin model which is representative of the compounds investigated in this

thesis is the Ising spin model. The selection of the Ising model stems from the

large magnetic anisotropy of the Fe2+ and Fe3+ spins observed in magnetization

measurements, where the moments prefer to align ||c. A theoretical study by [25] on

the Ising ferrimagnetism of LuFe2O4, using density functional calculations further

solidified this assertion at least in terms of interlayer interaction. In this simulation

spins in a bilayer of the unit cell were allowed to point along several directions; the

calculation supported the experimentally observed c-axis crystalline anisotropy. In

contrast to the Heisenberg model, the spins are thus restricted to up and down, and

considers only the z component of the spin. The basic Hamiltonian of the Ising

model (when the limit of D → ∞) is written as:

Ĥ = −1

2

∑

〈ij〉

JSz
i · Sz

j (1.11)

Identical to the Heisenberg Hamiltonian, the Ising model contains the Zeeman

term, but for the more complex magnetism and intralayer interactions, concurrent

in LuFe2O4 an additional term is also required, namely the demagnetizing field, the

latter also present in ferromagnets. For example, when a ferromagnetic material is

magnetized by an applied field, magnetic poles are formed at the opposite ends of

the specimen. These poles cause, within the sample magnetic fields in the oppo-

site direction to the applied field. The demagnetizing field is given by Hd=NM .

The demagnetizing factor N is representative of the shape of the sample, this is

often a complex correction, and in most simplified cases is calculated in terms of a

sphere or ellipsoid. These combined with the Zeeman term allows one to view not

only superexchange interaction in one bilayer, but also the interactions to that of

neighbouring bilayers. The final Ising Hamiltonian can be given as:

Ĥ = −1

2

∑

〈ij〉

JSz
i · Sz

j + gµB

∑

j

Sj ·HdB −D

N
∑

〈i〉

(Sz
i )

2 (1.12)

The following section describes the main types of magnetic orders based on spin

interactions discussed in this section.

1.3 Types of magnetic ordering

The four main types of collinear magnetism are sketched in Fig. 1.2. For the rare

earth ferrite compounds of concern in this thesis, both antiferromagnetic and fer-

rimagnetic collinear orderings occur. However, there are a number of additional
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magnetic phenomena [17] which can reside in complex correlated electron systems

such as; helical magnetic order [28, 29], superparamagnetism [30], itinerant mag-

netism and Pauli paramagnetism [31] to name a few, but these are not relevant for

this thesis and therefore omitted from discussion.

Figure 1.2: A basic set of diagrams including the four main types of magnetism: (a) paramag-
netism, (b) ferromagnetism, (c) antiferromagnetism and lastly (d) ferrimagnetism

• Paramagnetism: at sufficiently high temperature materials containing ions

with partially filled d or f shells, exhibit a paramagnetic state (see Fig. 1.2

(a)). The individual atoms or ions have magnetic moments but these are

fluctuating and the arrangement is one of complete disorder in zero magnetic

field. However, upon cooling to a critical temperature an ordering of the spins

can develop.

• Ferromagnetism: this type magnetic ordering shown in (b) of Fig. 1.2

favours a parallel alignment of spins since the exchange interaction between

neighbouring spins is Sij>0 (see Sec. 1.2.1), and as a result yields a very high

net magnetization [8]. A ferromagnet also has a spontaneous magnetization,

which occurs without the need of an externally applied magnetic field, making

ferromagnetic materials prime candidates for use in future electronic devices.

The temperature at which a ferromagnetic material ceases to exhibit a spon-

taneous magnetization is called the Curie temperature TC.

• Antiferromagnetism: in the case of an antiferromagnetic material, adja-

cent spins lie antiparallel as depicted in Fig. 1.2 (c). Contrary to ferromag-

netism, the exchange interaction between the neighbouring spins is negative

with Sij<0, and the resulting arrangement can be considered as two inter-

penetrating sub-lattices, one with the spins pointing up and the other the

spins point down. Ordering of this type of magnetism occurs below a critical

Néel temperature TN, where one set of spins will order spontaneously at this

temperature the other sub-lattice is magnetized in the same way but with

the spins pointing in the opposite direction. Heating above this temperature

will lead to a paramagnetic state. These features make this type of magnetic

ordering in some systems very complex.

• Ferrimagnetism: this type of magnetic ordering is a special case of antifer-

romagnetic ordering, the spins also prefer an anti-parallel alignment, with a

negative exchange interaction Sij<0. The primary difference is the existence

of a net moment, which for example could be due to inequivalent spins e.g. on

different elements or valence states, a simplified model is given in Fig. 1.2 (d).

However, in more complex structures, such as RFe2O4 (R=rare earth) the net

magnetization is determined by the different number of spins pointing in the

same direction, arising from spin frustration [25,32,33] (see Chapter. 7).
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1.3.1 Spin frustration and spin glass states

Spin frustration and the occurrence of spin glass states in materials often come hand

in hand. The term spin frustration comes originally from the work by [34, 35] and

exists when spin interactions are not fulfilled. The typical example of geometric

frustration resides on a 2D triangular lattice, where the neighbouring atoms have

an antiferromagnetic exchange interaction and presents three spins at each apex of

the triangle [36], graphically shown for an Ising system in Fig. 1.3 (left).

Figure 1.3: The concept of spin frustration vs charge frustration on a 2D triangular lattice. Left:
Ising spins in an anti/ferrimagnetic configuration, 2 spins ↑ and ↓ with third site unfulfilled due to
spin ordering. Right: the same situation but in the case of ion/valence charge distribution of an
anti/ferrimagnet. Taken from [36] and adapted.

In this particular case only two of the three spins in this configuration can be si-

multaneously aligned anti-parallel, according to the antiferromagnetic spin exchange

interaction. The third spin, by taking either and up or a down configuration when

considering an Ising spin model is not permitted. This can cause a ‘spin freez-

ing’ from geometric frustration leading to exotic ground states, in particular spin

glasses [37, 38], where the spins freeze in unusual patterns [39, 40] preventing long-

range order. The mixed interaction of spins are often characterized by random, but

cooperative, freezing of spins at a well defined temperature (Tf ). Below this transi-

tion a metastable frozen state appears without the typical long-range order [17,41].

This phenomena occurs in systems with frustrated interactions, a prime example

being oxygen vacancies in transition metal oxides. This particular feature is of great

importance within the context of YbFe2O4 (see Sec. 4.2.1) and the other rare earths

in this series, which exhibits spin freezing and competition between ferri and antifer-

romagnetic orders [32, 33, 42, 43]. The same consideration can also be made for the

relative charge arrangements of the individual ions on a triangular lattice, depicted

in Fig. 1.3 (right).

1.4 Charge ordering

We have now discussed the ordering phenomena of spins and the different types

of magnetic order which arises from this. One may have to consider also in many
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complex correlated electron systems that charge ordering as well as magnetic order-

ing may take place. A prime example and the main focus of this thesis is that of

charge ordering through valence electrons in compounds with the chemical formula

RFe2O4, where R3+ is a candidate rare earth material. However, for it to follow

suit and provide overall chemical neutrality, the iron atoms in the system would

theoretically take Fe2.5+ valence, which supports the Lu/Yb3+ and O2−. Therefore

the localized electrons in the system form a mixed valency of Fe2+ and Fe3+. It is

this mixed valency that gives rise to both fM and AFM order, via intricate superex-

change interaction and complex coordination of the 3d orbitals (and how the orbitals

are filled) in this series of multiferroic compounds. The mixed valency not only leads

to complex magnetic orders but simultaneously produces charge ordering in the sys-

tem. Charge ordering, often classified by a first or second order phase transition and

largely inherent in transition metal oxides or organic molecular solids [44], develops

in part from the strong interaction between electrons, which can in special cases

localize the charges on different sites leading to a disproportionation and ordered

sub-lattice [18, 45,46].

There are special conditions in which ferroelectricity from charge ordering can arise,

i.e CO is non-centrosymmetric. One example of CO is site centered charge ordering,

in this case the sites become inequivalent but do not break spatial inversion symme-

try, as there has been no shift of the site charges forming a net dipole moment [18].

A second type of charge ordering is bond centered, also known as dimerization, for

this case the sites are equivalent but the bonds between the sites are not and thus

the strong and weak bonds alternate. The third case of charge ordering is one that

combines the first two types of charge order; site centered and bond-centered. The

situation with simultaneous site and bond-centered charge ordering breaks spatial

inversion symmetry, and as a result each molecule develops a net dipole moment

sometimes resulting in a ferroelectric state, when all dipoles point in the same di-

rection. However, in more complex electronic systems, the polarized state does not

always result in ferroelectricity, in fact there are a number of systems which exhibit

antiferroelectricity. This type of mechanism, in terms of charge ordering is the op-

posite to ferroelectricity, in which one set of electric dipoles will constitute in a net

polarization in one direction to an adjacent set of dipoles that are oriented in the

opposite direction (antiparallel), resulting in no net polarization. (see Sec. 1.8 and

Chapter 6 of this thesis). In this case, antiferroelectric materials could potentially

be tuned via the application of an external electric field to a ferroelectric state [47],

or by other mechanisms like strain [11]. The localization of charges which were once

on an equivalent site through charge ordering will lead to a disproportionation and

super lattice due to the lowering of symmetry. This type of CO has been observed

in LuFe2O4 where the CO super-structure reduces the symmetry from R3̄m to at

least C2/m [48]. In systems which exhibit CO it is likely that there is also a cou-

pled magnetic order. For ferroelectricity to arise in such materials both spatial and

time inversion symmetry must be broken, this in some cases can lead to a coupling

between each order. These are known today as multiferroics.

1.5 Orbital ordering

We have discussed magnetic ordering and charge ordering, but one final consider-

ation is that of orbital ordering. This particular degree of freedom indicates the
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emergence of a broken symmetry state in which localized orbitals form a regular

pattern, in a similar way as spins do in magnetically ordered structures. A clear

example of this is shown in Fig. 1.4, on La0.5Sr1.5MnO4 [49], more specifically the

MnO2 planes. In this projection, one can see spin, charge and orbital ordering. The

solid line is representative of the I4/mmm unit cell. The red dotted line repre-

sents the CO superstructure cell and the largest cell (blue dotted line) presents the

Jahn-Teller2 [50] orbital order unit cell. This is quite a complex system, but can be

compared in terms of LuFe2O4 and YbFe2O4, as both exhibit a CO superstructure

cell and complex magnetic ordering. The CO in this case is based of the Fe2+/3+ va-

lence, for the example provided here the CO stems from the Mn3+/4+ valencies. To

observe orbital order directly, the most common method is the use of soft resonant

x-ray diffraction, and for this case, probing the manganese LIII and LII edges [51].

Figure 1.4: The MnO2 plane of La0.5Sr1.5MnO4

showing charge, orbital and spin ordering. The
black solid line represents I4/mmm original unit
cell. The unit cell describing the CO superstruc-
ture is marked by the red dotted line. The larger
orbitally ordered cell is given by blue dotted line.
Adapted from [49].

The difficulty in understanding or-

bital order arises from the prerequisite

information of the structure, so depend-

ing on what environment a transition

metal forms with neighbouring oxygen

atoms will dictate the type of crystal

field splitting. For example a paper by

[52], considers a transition metal oxide

in a perovskite structure, surrounded

by 6 O−2 atoms. The arrangement of

oxygen atoms alone will create a crys-

tal field splitting of the d-orbitals and

as a result hinder the free rotation of

the electrons, quenching the orbital an-

gular momentum. These factors alone,

can make determination of how the or-

bital order effects the system complex,

but necessary as it allows one to bet-

ter understand metal-insulator transi-

tions as well as; high temperature super-

conductivity and colossal magnetoresis-

tance [52]. For the rare earth ferrites,

the orbitals of main concern are those

given in Fig. 1.5 (left). For a 3d transi-

tion metal there are 5 possible orbitals,

which can be sub-categorized into 2 eg orbitals; 3z2−r2, x2−y2 and 3 t2g orbitals; zx,
yz, and xy. These two classes of orbitals are better known as crystal field splitting

and differ strongly depending on the environment the orbitals occupy; octahedral,

tetragonal or pyramidal. For the case of an Fe2+ atom, which has the electronic con-

figuration 3d6, in general, the lowest t2g levels will be filled before the higher energy eg
orbitals. However, the order to which the orbitals are filled can be far more complex

and depends on; the competition between crystal field energy, Coulomb energy and

the pairing energy P , which is the energy required to place two electrons in the same

2Jahn-Teller theorem: whenever there is a non-linear molecule with a spatially degenerate
electronic ground state, it will undergo a geometrical distortion that removes the degeneracy,
because the distortion lowers the overall energy of the species.
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orbital. If the crystal field energy is lower than the pairing energy, each electron will

fill each orbital singly before any orbital becomes doubly occupied. This is known

as the weak field case and shown in Fig. 1.5 (right, (a)). The second possibility is

when the crystal field energy is higher than the pairing energy, the electrons will

doubly occupy the lower energy orbitals before attempting to fill the higher energy

level orbitals (eg), and known as the high field case Fig. 1.5 (right, (b)). This is of

course a more simplistic example of crystal field splitting, more complicated orbital

environments can occur e.g phenomena such as Jahn-Teller distortions [50,53]. This

degree of freedom has been pondered for LuFe2O4 theoretically [54–56], which in

this case has a trigonal-bipyramidal rather than a octahedral crystal field environ-

ment, and suggests a strong likelihood for orbital order. However, as there have been

large discrepancies in the suggested and refined CO structures from experimental

data, it is difficult to say if the predicted and theorized orbital order is correct, out-

side the low temperature phase. X-ray Magnetic circular Dichroism (XMCD) data

shows there is no orbital order [48], but below this phase it is yet to be elucidated

experimentally.

Figure 1.5: 3d transition metal orbitals and spin configuration. Left: the shapes of the 5 possible
3d orbitals, Image adapted from [52]. Right: an example of (a) high-spin (S=2, weak-field) and
(b) low-spin (S=0, strong field) electronic configurations for a 3d6 ion (e.g Fe2+). Image adapted
from [17].

1.6 Multiferroics

The term multiferroic, describes the coexistence of more than one ferroic order for

example; ferroelectricity and ferromagnetism, if these are coupled, the magnetism is

switchable with an externally applied electric field and vice versa. For a much more

detailed view of the types of multiferroics, and what classifies them as proper and

improper please refer to [9, 12, 26, 57]. However, the basics will be briefly outlined

in the following subsections. The general difficulty with this class of materials is

the coupling of a magnetic order and ferroelectricity. Magnetic materials require a
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partially filled outer electron shell to allow for electron transfer and exchange seen in

metallics and semi-conducting compounds. Materials that exhibit ferroelectricity are

commonly ceramic materials, and transition metal oxides but in this case require an

empty d orbital. The traditional mechanism of ferroelectricity sees a collective shift

of cations and anions inside a periodic crystal induce a bulk electric polarization,

in which the mechanism of covalent bonding or electron pairing provides a virtual

hopping of electrons, from one filled oxygen shell to and empty d shell of a transition

metal ion. In this process the material as a result is typically insulating [58]. From

these two very opposite classes of material, how can a coupling occur between these

two ferroic orders?.

Figure 1.6: Multiferroic overlap. The diagram shows the two main types of ferroic order. Left:
Ferromagnetism, the control of sample magnetization M which occurs spontaneously and of course
with an externally applied field H. Right: Ferroelectricity where the polarization P is controlled
with an externally applied electric field. The overlapped section shows the coexistence of both
ferroic orders, and in particular a magnetoelectric material which can use an external magnetic
field to electrically polarize the sample and vice versa. Concepts taken from [7,26] and adapted.

In the well known case of magnetoelectric materials, which allows one to use an

externally applied magnetic field to electrically polarize a sample and vice versa (il-

lustrated in Fig. 1.6), the symmetry of spatial inversion is broken when ferroelectrics

develop their electric dipole moment, and time reversal is broken when ferromag-

nets become magnetic. The are a number of different mechanisms that allow for

this required symmetry breaking, the main examples are covered in the following

section.

1.7 Classes of multiferroics

There are four types of ferroic order, ferromagnetism, ferroelectricity, ferroelasticity

and ferrotoroidicity and of these mechanisms their exist two classes of multiferroics:
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proper and improper which, form Type I and Type II multiferroics. The ques-

tion then is, what are the definitions of these different classes? the answer lies in

the driving force (the primary order parameters) that lead to ferroelectricity. The

general definition of a proper mulitferroic is one who’s primary order parameter is

ferroelectric distortion. The classification of improper multiferroic materials stem

from non-conventional ferroelectric induction in which electron pairing is the main

driving force of the transition. Improper multiferroic materials induce ferroelectric-

ity from some complex structural change or magnetic ordering. These days, it is

common to include all types of magnetism in to the definition of multiferroic. It

was, for some time more limited to ferromagnetism (with spontaneous magnetism)

which is the best primary order candidate. However, a large majority of compounds

which exhibit a coupling of more than one ferroic order are not ferromagnetic but

rather antiferromagnetic (not classed as a ferroic order), but the definition has been

expanded to include non-primary order parameters.

1.7.1 Proper Multiferroics (Type I)

Figure 1.7: Schematic view of each Type I multiferroic mechanism: charge ordering showing two
bilayers of LuFe2O4 with driven polarization for Fe3+ to Fe2+. Design concept taken from [18].
Lone-pairs: example of BiFeO3 stereo-chemically active Bi3+ lone pair (blue) and Fe-O environment
(grey/yellow) where a resultant hybridization of the Bi and O ultimately results in ferroelectricity,
concept taken from [57, 59]. Geometric frustration in the case of YMnO3, which stems from close
packing of MnO5 polyhedra (grey (a)) that lie between the Y layers. The bucking of the polyhedra
influences long-range dipole-dipole interaction, causing the oxygen atoms to generate a stable
ferroelectric state (b). Taken from [57,60] and adapted.

Charge ordering

At a charge ordering transition T
CO

, the system undergoes a symmetry breaking

process, where a single crystallographic metal site above this transition has an aver-

age charge (valence state), below this critical temperature, two or more inequivalent

sites with different charges are observed. Furthermore, the distinction of the differ-

ent charge sites can be obtained through bond valence sum (BVS) analysis [61]. As

described earlier in Sec. 1.4, there are different types of charge ordering a system

can exhibit, for example site centered or bond centered charge ordering, the former

in some complex crystal structures can lead to a ferroelectric state, but it is usually

a combination of these two mechanisms which results in ferroelectricity. There are a

number of systems that exhibit charge ordering for example: half doped manganites

AxB1−xMnO3 [49] where A is a trivalent ion (Bi, La, Pr, Sm, Y) and B is a divalent

alkaline rare-earth element, and Fe2OBO3 [62]. Unfortunately none have currently

lead to the desired result of ferroelectricity, at least in terms of experimental obser-

vation. Another, but rather prime example is that of multiferroic LuFe2O4. Once
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considered to be the first compound to exhibit ferroelectricity through charge order-

ing [63], it was suspected that based on the mixed Fe valency of the bilayers would

drive a net polarization. For this to occur, each identical bilayer would consist of

one layer with majority Fe2+ and the other Fe3+, this charge coordination would

of course result in a net polarization inducing ferroelectricity. A sketch of this is

shown in Fig. 1.7 (left panel). However, as with many transition metal oxides, sto-

ichiometry is a key factor and by itself strongly dictates the intrinsic properties of

the system.

Lone-pair Multiferroics

A good example of a lone-pair multiferroic compound is the very well knows BiFeO3

[64] which remarkably is ferroelectric, ferroelastic and weakly ferromagnetic [11]. In

this particular mechanism, the Bi3+ (A-cation) has a stereochemically active 6s2

lone pair (a local electronic dipole). The A-cation drives a displacement of the

B-anion site, which in this case is Fe3+, and contributes to the magnetism in the

system (see Fig. 1.7 middle panel). The ferroelectricity in the system stems from

the active 6s2 lone pair that causes the Bi 6p (empty) orbital to come much closer in

energy to the oxygen O 2p orbitals. In the process a resultant hybridization of the

Bi and O orbitals drives an off-centering of the cations towards neighbouring anions

thus carrying an electric dipole moment driving a net polarization that induces

ferroelectricity [11].

Geometrically frustrated Multiferroics

Materials which possess ferroelectricity from geometric frustration through various

atomic positioning is still largely under investigation. The candidate compound,

hexagonal-type YMnO3 has been well studied over the years [65, 66] and its com-

plex structure provides a basis for the onset of ferroelectricity through net electric

polarization. Its hexagonal structure consists of MnO5 trigonal bipyramids which

are separated by monolayers of Y3+ (see Fig. 1.7 right panel (a)). For this system

to form an energy favorable state, a distinct close-packing of the MnO5 polyhedra

between the Y3+ layers occur. This close-packing results in a structural distortion or

rather buckling of the polyhedra and as a result influences long-range dipole-dipole

interaction, where rotation of the oxygen atoms generate a stable ferroelectric state

(shown in 1.7 right panel (b)).

1.7.2 Improper Multiferroics (Type II)

Spiral magnetic structures

The first common case of this type of ferroelectricity (which is a non-conventional) is

spin-spiral magnetic structures, and a solid example of this is seen in the perovskite-

type RMnO3 series [9]. The effect of spiral magnetic ordering originates from

exchange-striction, described as lattice relaxation in a magnetically ordered state.

A typical mechanism which promotes the ferroelectricity in such systems is the

Dzyaloshinskii-Moriya (DM) interaction [67] shown in Fig. 1.8 (left panel (a)), where

the exchange between the spins of a transition metal ion, is in the majority of cases
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mediated by the surrounding ligands (typically oxygen atoms). In a chain of spi-

ral spins, depending on the exchange-striction between each DM interaction, the

negative oxygen ions form in one specific direction, perpendicular to the positively

charged magnetic spin-chain and a result induces ferroelectricity shown in Fig. 1.8

(left panel (b)).

Figure 1.8: Schematic view of each Type 2 multiferroic mechanism: spiral magnetic order (left
panel) in (a) the Dzyaloshinskii-Moriya interaction between two spins in a chain and oxygen ligand.
The shift in x forms the exchange-striction between S1 and S2. In (b) this effect is shown for a
set of spins in a chain, for the compound RMn2O5 [9] where the exchange-striction due to the DM
effect induces a net ferroelectric polarization, P. Collinear magnetic order: (right panel), in this
diagram a set of collinear spins that exhibit nearest neighbour ferromagnetic exchange (j>0) and
next-nearest neighbour antiferromagnetic exchange (j<0).

Collinear magnetic structures

Another type of improper muliferroic, is one where the ferroelectricity originates

from a collinear magnetic structure. This type of magnetic ordering may for exam-

ple originate from highly frustrated Ising spins with a ground state co-ordination

↑↑↓↓ on alternating ions [9], see Fig. 1.8 (right panel). As a result of this spin order-

ing, there is nearest neighbour ferromagnetic ordering and next-nearest neighbour

antiferromagnetic interaction, which leads to a net dipole moment (depicted in red

of Fig. 1.8, right panel). This is a prime example of polarization induced by site cen-

tered charge and spin orders, where the ions are shifted away from centrosymmetric

positions by exchange-striction, breaking spatial inversion symmetry and inducing

a ferroelectric polarization, an example can be seen in YMnO5 [68].

1.8 Antiferroelectrics

The topic of antiferroelectrics [3, 69–71] is sometimes dismissed, when a compound

deemed multiferroic does not turn out to exhibit ferromagnetism coupled with ferro-

electricity. However, as it happens there are substantially more cases of antiferroelec-

tricity, often due to the complex nature of the magnetism and charge distributions.

An antiferroelectric material consists of an ordered array of electric dipoles but with

adjacent dipoles oriented in the opposite direction, zero net polarization. This is the

16



1.8. ANTIFERROELECTRICS

opposite to ferroelectricity, where all dipoles align along the same direction. There

may be ways to tune an antiferroelectric state to a ferroelectric state via strain

induced engineering in thin films [11], or by electric-field induced switching [72].

These mechanisms provide a positive outlook for non-conventional multiferroics, as

so few materials exhibit the desired ferromagnetism and ferroelectricity as primary

order. The possibility of being able to switch part of the sample polarization with

the application of a steady electric field, expands the potential for future use in

electronics.
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2 | The RFe2O4 family

2.1 A short timeline of events

The compounds of the RFe2O4 family each contain a rare earth ion, R3+ with

possible candidates: Y, Ho, Er, Yb, Lu, and In. The initial synthesis and structural

clarification of Ho, Er, Tm, Yb and LuFe2O4 in theR3̄m space group was successfully

achieved in 1974 by Kimizuka et al. [73] (later again by [74]), with more detailed

crystal growth studies on YbFe2O4 [75] and YFe2O4 [76] published soon after.

Figure 2.1: The high temperature RFe2O4

(R=rare earth) crystal structure in the R3̄m
space group. Shown, is doubly stacked iron trian-
gular layers (Fe-bilayer) separated by single rare-
earth triangular layers (R3+-layer).

The oxygen content in these sys-

tems is variable, and synthesis was per-

formed using a mixed CO2/H2 partial

pressure atmosphere to control the sto-

ichiometry, using an optimum tempera-

ture 1200◦C. Several years after the dis-

covery of this perplexing series, focus

was then placed on LuFe2O4, YbFe2O4

and YFe2O4, most likely due to the eas-

ier stabilization of synthesis. For ex-

ample InFe2O4 to date has reports only

on powder samples, which often have

large Fe3O4 impurities, greatly obscur-

ing the intrinsic properties [77]. Efforts

were then made to fine tune the syn-

thesis and crystal growth of Y, Yb and

LuFe2O4 and thus establishing accurate

phase equilibria diagrams [76, 78, 79].

This was followed shortly by publica-

tions of the first macroscopic measure-

ments investigating the magnetic prop-

erties of the systems [80–84] and the

first successful structural refinement of

LuFe2O4 by [85]. The compounded in-

terest in LuFe2O4 and establishment of

the phase equilibria diagrams opened up the idea that oxygen stoichiometry plays

a large role in the properties of the system. Experimentation with synthesis condi-

tions as a result, provided a number of magnetization curves indicating variations

in transitions and temperature onset [82–84]. Different forms of scattering tech-

niques [86, 87], which uncovered strong Bragg peaks along ( 1
3
, 1

3
, ℓ), suggested that

LuFe2O4 has a"
√
3×

√
3" type superstructure [88]. The first hint of charge freezing
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in LuFe2O4 was obtained by early Mössbauer experiments [89], which are however

not sensitive to the distinction between long-range ordering and disordered freezing.

All of this aided the revelation of not only ferri and antiferromagnetism but also

frustrated magnetism [36], where in the most stoichiometric samples a ferrimagnetic

phase at TN ∼220K was classified. In high magnetic field measurements at low

temperatures, the observed saturation moment suggested a 2:1 ferrimagnetic spin

structure with giant coercive fields of up to ∼10T [83, 84], in order to switch the

magnetization direction. This expansion of knowledge was not limited to LuFe2O4

at this point, but studies into the magnetic phases present in YFe2O4 [80, 89–95]

and YbFe2O4 [84, 87, 89, 96, 97] were prominent, some of which also described the

occurrence of super-structure reflections. It was not until the late 90’s, when the

concept of incommensurate charge ordering in the mixed valence system LuFe2O4

was presented by Ikeda et al. [98], shortly after the term multiferroic was founded

in 1994 by Schmid [99]. From this point the remaining rare earth candidates in this

series were put to one side as many focused their efforts on the race to see if the

charge order and magnetism of the system couple, which would lead to the first claim

of ferroelectricity via charge ordering in LuFe2O4. The concept of ferroelectricity in

this system was based on the structure which contains mono-layers of R-O separated

by bilayers of Fe-O. Investigators then speculated that a charge distribution of the

iron valency could occur in such a way, that one layer of each bilayer would contain

a majority of Fe3+ ions and the other majority of Fe2+ ions, ultimately driving a net

polarization across the sample (refer back to Sec. 1.7.1 and Fig. 1.7, left).

It was further experimentation with electron microscopy and x-ray/neutron scat-

tering on LuFe2O4 [88, 98, 100–103] that provided solid evidence of charge order

superstructure reflections in the hhℓ plane when cooling through TCO=320K, and

situated at positions (N
3
, N

3
, ℓ), where N=integer. In 2005, Ikeda et al. [63] pub-

lished an influential Nature paper, declaring LuFe2O4 to be the first compound to

exhibit ferroelectricity, arising from charge ordering. Ferroelectricity appeared to

be confirmed in this paper by a pyro-electric current measurement indicating that a

spontaneous polarization could be switched via the application of an electric field.

However, speculation arose when no definitive proof of the actual charge configu-

ration, and thus how the polarization in different Fe double layers is stacked was

obtained. This paper and its implications led to a long line of detailed studies on

LuFe2O4, conducted to not only investigate the charge configuration in the sample,

but to find the correct one. As described above the tricky aspect, and one which

has hidden the true intrinsic properties of LuFe2O4 and the remaining compounds

in the series is the effect of oxygen off-stoichiometry. From the late 2000’s and

today emphasis was placed on creating the right conditions for the production of

highly stoichiometric LuFe2O4, often characterized by simple magnetization curves,

broad peak=bad, sharp peak=good at TN. For example a lower temperature phase

TLT was only clearly identified in highly stoichiometric samples where the observed

intensity on superstructure reflections is suppressed, and accompanied by strong

diffuse magnetic scattering along the (1
3
, 1

3
, ℓ) [104,105]. Despite early classification

of both charge and magnetic orders present in LuFe2O4 by [102], the proposed polar

bilayers led to intense research of each already established phase transition, since

it would be the first observation of ferroelectricity through electronic origin. The

current status at this time on the magnetism was as perplexing as that of the charge
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order, studies by Angst et al. [106] provided analysis of the 2D diffuse scattering

above TCO which uncovered broad and strongly overlapping peaks corresponding to

a propagation vector (1
3
, 1

3
, 0). However, upon actual ordering below TCO, CO with

the propagation vector (1
3
, 1

3
, 3

2
) occurs. Interestingly, these strong but short range

correlations under representation analysis resulted in ferroelectric correlations be-

tween the neighbouring bilayers consistent with this propagation vector. Symmetry

analysis (assuming a single mode, see Sec. 6.6) led to two possible charge ordered

states with polar bilayers: ferroelectric (FE) stacking corresponding to (1
3
, 1
3
, 0) and

antiferroelectric (AFE) stacking corresponding to the propagation vector (1
3
, 1

3
, 3

2
).

The latter of which according to DFT calculations are almost degenerate, and as a

bi-product effects the stacking sequence of the charge distribution and thus the bi-

layers net polarization. It is therefore imaginable that, ferroelectric charge ordering

could be established by cooling the sample in a high electric field, making the spon-

taneous ferroelectricity observed in the pyro-electric current measurement by [63]

feasible. Further measurements, later conducted with the application of an E-field

showed that it was not possible to induce a ferroelectric state [26, 107]. The tuning

of synthesis led to the establishment of clear transitions temperatures in LuFe2O4,

where the Néel temperature resides anywhere between 220K and 240K. The two

magnetic ions Fe2+ and Fe3+ in LuFe2O4, with respective electronic configurations
3d6 and 3d5, contribute differently to the spin order in the system. The Fe3+ occupies

all 5 orbitals singly meaning there is no orbital degree of freedom. However, due to

the additional free electron of the Fe2+ ion, this extra spin can go to an orbital of the

doubly-degenerate lowest level and as a result has an unquenched orbital momentum.

From this there is a large magnetic anisotropy and the Fe spins in this system prefer

to align ||chex, which comes from the establishment of a orbital magnetic moment,

making it a model Ising system [33]. The second magnetic transition in LuFe2O4 is

TLT, and has been described by several physical phenomena due to the lack of 3D

ordering below this temperature, such as; a ferrimagnetic cluster state [87,104,108]

and a spin glass state [109], the latter was obtained from the frequency dependence

observed in AC susceptibility measurements. The most recent neutron experiments

at this time also provided new insight into the 3D magnetic spin structure, which

could be described with symmetry equivalent propagation vectors (1
3
, 1

3
, 0), (-2

3
, 1

3
,

0) and (1
3
, -2

3
, 0) in the temperature range TLT < T < TN . This then led to a

refinement of the H=0 spin structure, which from representation analysis in the

parent R3̄m space group, is built up of three magnetic domains with 120◦ rotational

symmetry [104]. After this point, many researchers obtained a regained interest in

the remaining rare earth compounds in this series, to see if the same applied for

the isostructural neighbors of LuFe2O4. A prime example is that of YFe2O4, which

due to the much larger Y3+ ion size [33] and on highly stoichiometric samples two

different CO patterns were observed [110,111]. A 4-fold propagation charge order at

160K described by the vector (1
4
, 1

4
, 3

4
) and a symmetry reduction from R3̄m to P 1̄.

The second 7-fold propagation charge order described by the vector (1
7
, 1

7
, 9

7
) and

higher harmonics (2
7
, 2

7
, 3

7
, also refined in the lower symmetry triclinic space group

P 1̄ [110,111]. One thing however, was missing which would bring all the information

obtained over the many years together and this was the lack of structural refinement

on charge ordered LuFe2O4, which incorporated all of the extra super-structure re-

flections observed. This changed in 2012 with the work completed by de Groot et
al. [26, 32,48] and discussed in the following section.
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2.2 The current understanding of LuFe2O4

The current understanding of LuFe2O4, is rather different to the above conceptions.

In 2012 research conducted by de Groot et al. [32,48] provided a new and refreshing

take on both the magnetic and charge order super-structure observed, which are in

general non-conformant with the literature previously published and discussed in the

section above. Although published articles in 2008 by Christianson et al. [104] and

Angst et al. [106] proposed 3D models of both charge and spin orders, full refinements

were not given. In the case of the spin order a notable magnetic intensity at (1
3
, 1

3
,

n
2
) (n=integer) reflections were omitted from modeling (assumed to be decoration

by the CO). In the case of the CO no refinement was performed, but symmetry

analysis provided suitable sub-group structures, which could potentially describe

the reflections. At this point there were still pieces of the puzzle missing with

regards to an exhaustive structural refinement and full comprehension of each phase

transition. The following two subsections will detail both the magnetic and charge

ordering which is currently understood in this system.

2.2.1 The magnetic structure

The ferrimagnetic spin structure proposed by Christianson et al. [104], for the time

was the most comprehensive assessment of the spin ordering in LuFe2O4. However,

there were a number of problems based on incorrect assumptions which ultimately

lead to the wrong spin model, and described in following.

• The occurrence of a net magnetic moment in zero field; this alone contradicts

the suggestion of an antiferromagnetic state observed in magnetization mea-

surements in low fields. This at the time was assumed to be a consequence of

domain formation.

• The presence of significant magnetic intensity on (1
3
, 1

3
, half-integer) positions

was not predicted by the model. At the time, it was assumed to be the result

of a decoration by the not considered charge order.

• In later neutron diffraction and resonant x-ray diffraction experiments by de

Groot et al. [32], on the same sample used by [104], found magnetic intensity

on (0, 0, 3
2
)-type positions. These reflections were also not considered in the

spin model and not explainable by the CO decoration.

The temperature dependent neutron diffraction experiments which were per-

formed later by [32] in H=0 and applied fields saw a drastic effect of H on several

reflections, which included a decrease of intensity on the (1
3
, 1

3
, integer) and an

increase of intensity of (1
3
, 1

3
, half-integer) reflections. Not only this but further

intensity was also observed on structural reflections (1 0 -5), (1 0 7) and (1 1 3). All

of these factors plus a step feature seen in the MvsH at low fields around 240K lead

to the presence of a distinctive coherent effect, which was described in this case as

a metamagnetic transition between two spin structures. In the refinement provided

by [32], improvements were made from the spin model proposed by [104].
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2.2. THE CURRENT UNDERSTANDING OF LUFE2O4

Figure 2.2: The final two refined spin structures in the C2/m cell [48] which exist in LuFe2O4,
left: the AFM phase, right: fM phase. Figure taken from [32].

Firstly, the CO was disregarded and the spin model assumed a single magnetic

propagation vector per magnetic domain with no higher harmonics. An explanation

of all the reflections observed in neutron diffraction, requires either the superposi-

tion of additional magnetic propagations ( 1
3
, 1

3
, 3

2
), (0, 0, 3

2
) or the CO supercell

rather than the high temperature R3̄m cell. The previous magnetic refinement

by [104] used representation analysis based on the parent group R3̄m, which was

the only structure to that point considered for LuFe2O4. This high symmetry cell

does not take into account the CO superstructure reflections and only considers a

single Fe site, which would make the clearly defined metamagnetic transition pro-

posed by [48] very doubtful. Therefore, in a paper published shortly before the new

structural refinement of highly stoichiometric LuFe2O4 [48] (covered in the next sec-

tion), a magnetic refinement was performed in a 6× larger monoclinic C2/m CO

cell that could potentially account for all the extra reflections observed. In the mag-

netic refinement with H=0 an initially very large approach was taken which ignored

symmetry and as a result considered 312 possible spin configurations of 12 Fe sing

spins.

Figure 2.3: The magnetic phase diagram of
LuFe2O4, which exhibits; paramagnetism (pm),
antiferromagnetism AFM, ferrimagnetism fM and
a hysteresis region where either fM or AFM states
can be stabilized (hatched area). Arrows indi-
cate what direction the measurement was per-
formed (heating and cooling). Figure was taken
from [32].

The next step was reducing these

down to one. The first reduction was

made by simply considering structures

which yielded the same relative intensi-

ties at (1
3
, 1

3
, integer) positions. From

here further restrictions were put in

place, for example the relative magnetic

contribution from structural+(0, 0, 3
2
)

reflections and an upper limit of the (1
3
,

1
3
, integer) and structural+(0, 0, 0) re-

flections [48]. From these restrictions

a resultant 7 candidate spin configura-

tions were consistent with the observed

magnetic diffraction in zero field. A re-

finement of these 7 models, which in-

cluded fitting domain populations and a

Debye waller factor, 6 in this case were rejected due to a large χ2 value. The re-
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maining spin structure is a solution for the AFM phase in zero field and shown in

Fig. 2.2 (left). The same approach was also taken for the ferrimagnetic H-field spin

structure, but the contrast between the two spin structures lies in the Ising spins

of one Fe-O bilayer, which flip sign giving a 2:1 configuration (see Fig. 2.2 (right)).

The respective magnetic phase diagram including pM, fM and AFM transitions is

provided in Fig. 2.3. The hatched area relates to the region where either fM or

AFM states can be stabilized [32]. The mixed valency in the system and relative

spin directions can not be resolved through neutron diffraction due to insufficient

contrast between the two moments, the solution to this problem is discussed in the

following section.

2.2.2 The new proposed structure and charge order

Figure 2.4: A composite precess-on image of a highly stoichiometric LuFe2O4 single crystal (hhℓ
plane). Left: 3D incommensurate CO superstructural pattern measured at 300K, just below the
main ordering temperature. Right: same crystal measured above TinCO at 350 K. Only 2D CO
correlations are observed. Image taken from [26].

The absence of a definitive structural refinement taking into account all the extra

superstructure reflections observed in scattering experiments, limited the under-

standing of LuFe2O4. However, studies on a highly stoichiometric LuFe2O4 crystal

by de Groot et al. [48], provided a revised view of the LuFe2O4 structure. Single

crystal refinement was performed on data obtained, at various temperatures, from

the Oxford diffraction in-house SuperNova diffractometer using Mo-Kα radiation.

By measuring a large volume of reciprocal space, over 1000 unique reflections were

obtained and allowed for detailed refinements. Below TCO at ∼320K, the system

goes from a 2D diffuse to 3D charge ordered state, and refinements in the already

established R3̄m cell no longer provides a solution for these extra reflections.

The natural progression at this point is to go from the high symmetry R3̄m
parent group to a symmetry subgroup. As mentioned in the previous section, the

superstructure reflections originate from three individual CO domains corresponding

to a 120◦ twinning with (1
3
, 1

3
, 3

2
) and symmetry equivalent (1

3
, −2

3
, 3

2
) and (−2

3
, 1

3
,

3
2
) propagation vectors. From representation analysis of the hexagonal cell with
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2.2. THE CURRENT UNDERSTANDING OF LUFE2O4

propagation vector (1
3
, 1

3
, 3

2
) two irreducible representations were obtained and both

of which lowered the space group to C2/m, but each with a different origin (i.e.

inversion centres).

Figure 2.5: The refined monoclinic C2/m struc-
ture of LuFe2O4 at 210 K with lattice parameters
a=5.95 , b=10.30 , c=16.96, β=96.72◦. The high-
field ferrimagnetic spin order is given by arrows
and the Fe2+ and Fe3+ charge order are repre-
sented by red and yellow atoms, respectively. Fig-
ure was taken from [48].

One of the origins lies at (0, 0, 0),

the position of Lu. This would result

in a charge distribution with antiferro-

electrically stacked polar bilayers, pos-

tulated previously [106]. The second

case has the inversion centre at (0, 0,
1
2
) between the two Fe layers of a bi-

layer and corresponds to bilayers with

a net charge (non-polar). Of the two

refinements, the solution with the in-

version at (0, 0, 1
2
) provided the best

refinement statistics. The final struc-

ture obtained for LuFe2O4 in the mon-

oclinic space group at 210K is shown

in Fig. 2.5. The incommensurate CO

reflections at (0, 0, 3
2
) and (1

3
, 1

3
, 0)

were considered as a discommensura-

tion, and the structure solution and re-

finement was therefore based on an com-

mensurate approximation. In this re-

finement it is highly possible that due

to this incommensuration, some of the

intensity may well have been lost in the

peak integration, in particular, reflec-

tions of the type N
3
±τ , N

3
∓2τ , 0) (in-

dicated by red circles in Fig. 2.5) and

(±τ , ±τ , 3
2
), leading to potential sys-

tematic errors. The commensurate ap-

proximation taken with this structural

refinement will be addressed in Chapter. 6 when comparing the results obtained in

this work.

With the structure established, the Fe valences were determined by the bond va-

lence sum method (BVS) (see Sec. 3.8.3), the result from BVS is shown in Fig. 2.5.

The spin order observed in neutron diffraction and the CO seen in x-ray diffrac-

tion/BVS open a relation between the two orders, x-ray magnetic circular dichroism

(XMCD) can therefore be used to address this. XMCD was performed on LuFe2O4, a

measurement performed at 120 K in shown in Fig. 2.6 [48]. The XMCD signal (green

curves in Fig. 2.6) were calculated from the difference between the x-ray absorption

edge (XAS) for left and right circularly polarized light (µ+ and µ−) measured with

total electron yield (for more detail on the experimental procedure see [112–114]).

The prominent peaks seen in the L3 region of the XAS spectra relates to the well

identified chemically shifted Fe2+ and Fe3+ white lines [48, 115, 116]. The implica-

tions of this measurement suggest that with the large peak at the Fe2+ position and

the smaller upward peak at the Fe3+ position, the net moment of the Fe2+ is in the

field directions and a smaller net moment of the Fe3+ is in the opposite direction to
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the field.

Figure 2.6: Highly stoichiometric LuFe2O4 XMCD spectra measured across the Fe L2/3 edge at
120 K and 260 K (inset). For this measurement the XAS spectra with an applied field H parallel and
antiparallel to the incoming beam by changed photon polarization, were averaged by subtraction
from each other. Figure taken from [48].

Furthermore, when combining this data with the spin model obtained in [32] due

to the difference in peak size for each iron valence it suggests that all of the Fe2+

moments and an additional 1
3

of the Fe3+ moments all align in the H direction (up)

and the remaining 2
3

Fe3+ spins point in the opposite direction to H (spin down).

Figure 2.7: Temperature dependence of the lat-
tice parameters obtained for LuFe2O4 in two
monoclinic settings. The filled symbols and open
symbols correspond to data gathered from high
resolution measurements and data acquired ev-
ery 5min on cooling (0.5K min−1 ramp), respec-
tively. Figure taken from [117].

The same result was also deter-

mined from the two previously pub-

lished XMCD studies on LuFe2O4 [115,

116], interestingly the samples used in

these studies were off-stoichiometric, so

the spin configuration, in terms of the

high field ferrimagnetic phase is identi-

cal to that of highly stoichiometric sam-

ples. Combining the refined ferrimag-

netic spin structure (Fig. 2.2, right) with

the local spin-charge configuration from

XMCD, it is inconsistent with any fer-

roelectric or antiferroelectric charge or-

dering that preserves mirror symmetry

(such as the one proposed in [106]). The

only CO preserving the mirror symme-

try in this case and consistent with the

combination of neutron diffraction and

XMCD is the one with charged bilayers

(Fig. 2.5), deduced from x-ray diffrac-

tion and thus provide independent ver-

ification. However, as mentioned in [48], there are a further 27 CO configurations

that are consistent with both the spin order of Fig. 2.2 (right) and the XMCD re-

sults (Fig. 2.6), although they all break mirror symmetry. The therefore deduced

coupled spin-charge order is shown in Fig. 2.5 and represents the current status quo

for LuFe2O4. Several open questions, do however exist for this result. Firstly, as

remarked in [32], the spin order cannot be described in terms of one of the appropri-
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ate magnetic space groups (C2/m, C2/m′, C2′/m or C2′/m). This situation alone

is highly unusual and may be suggestive of a lower “real” symmetry, meaning reduc-

tion further to another subgroup symmetry. Secondly, as pointed out in [33] the CO

with charged bilayers does not minimize electron-electron Coulomb repulsion and

requires long distance electron transfer. Lastly, and perhaps more pressing are the

lingering doubt with regards to the apparently incommensurate nature of the CO

observed in LuFe2O4.

A more recent paper published in 2014 by Blasco et al. [117] covered temperature

dependent powder diffraction studies on RFe2O4. It concluded the same R3̄m struc-

ture for YbFe2O4 at 400 300 and 80K, however discovered a peak splitting of the

LuFe2O4 data at lower temperatures, indicating that LuFe2O4 goes through three

structural transitions as plotted in Fig. 2.7. The question now is, does the C2/m
structure provide the right solution for highly stoichiometric YbFe2O4 as it did for

the current understanding of LuFe2O4, or is the data published by [117], which

describes a lower symmetry structural solution closer to the truth? This question

is answered over the following sections and chapters, at times being reaffirmed for

clarity.

2.3 A brief history of YbFe2O4

Figure 2.8: Magnetization as a function of temperature of various YbFe2O4 samples. Left: M (T )
measured on ZFC and FC in 1000Oe and thermoremanent magnetization, figure taken from [118].
Right: M (T ) measured in 100Oe showing field cooled cooling FCC (blue curve) and two field
cooled heating curves which, were measured with an electric current of density J=0.05 (red curve)
and J=0 (black curve). Figure taken from [119].

With YbFe2O4 being isostructural to LuFe2O4, it stands to good reason that the

magnetic and charge order properties uncovered in highly stoichiometric LuFe2O4

should not be so different, given the similar ion size of Lu3+ and Yb3+ [33], but

perhaps some differences in magnetic ordering temperatures etc can be expected.

Unlike the extensively studied LuFe2O4, which has a multitude of publications ex-

hibiting a wide range of varying magnetic characteristics, there are only a handful

on YbFe2O4. This is attributed to the first claim of ferroelectricity via charge order-

ing in the well know nature publication by [63], and as a result effort was focused
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almost solely on LuFe2O4, to see if this claim was reproducible as the technolog-

ical implications would be great. A regained interest in the remaining rare earth

ferrites originated from the revision of intrinsic properties of highly stoichiometric

LuFe2O4 which led to charged bilayers [48], a continued search for ferroelectricity in

the remaining compounds in this series is a primary focus.

Figure 2.9: Charge ordering in YbFe2O4. (a) Electron diffraction from TEM of the hhℓ plane at
295 K. Figure taken from [120]. (b) and (c) reciprocal space images from high resolution synchrotron
data measured at 150K and 360 K, respectively. Figures taken from [121].

It is well known that the topic of oxygen stoichiometry and its effects on these

systems played a large part in understanding the true intrinsic charge and spin or-

der, and when taken seriously, the conditions for growth by careful tuning of the

atmosphere resulted in highly stoichiometric crystals exhibiting these sharp tran-

sitions in the magnetization M (T ) [32]. However, the few magnetization studies

at present on YbFe2O4 [118,122–124] provide curves with only smeared transitions,

some examples are given in Fig. 2.8 (left, right). These curves are also similar to

that shown in our off-stoichiometric data (see Chapter. 4 Fig. 4.5), and comparable

to LuFe2O4 curves now classed as off-stoichiometric [87,125–128].

Figure 2.10: Top: LuFe2O4 TEM image of the hhℓ plane measured at 299K. Arrows show 2D
CO along (N

3
, N

3
, ℓ). Bottom: relative M (T ) curve representative of sample quality, measured on

ZFC and FC in 300Oe. Figures taken from [129].

The charge order in YbFe2O4 has been investigated by energy-filtered Transmis-
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sion Electron Microscopy (TEM) [120, 130] and high resolution x-ray diffraction at

a synchrotron source [121]. The work done by both Murakami et al. [120] and Hear-

mon et al. [121] uncovered 2D-diffuse CO correlations which are typically defined

as charge density waves. The data shown in Fig. 2.9 of the hhℓ plane from a TEM

measurement at 295K (a) and two reciprocal space maps from x-ray diffraction (b)

at 150K and 360K (c) each show low dimensional CO with no 3D peak intensity.

A similar case also showing the hhℓ plane in a TEM measurement on what is now

classed as off-stoichiometric LuFe2O4 [129], is given in Fig. 2.10 (left). The right part

of the panel in Fig. 2.10 shows the relative magnetization of the sample, showing

only one very broad feature at TN. The second TEM study published by Matsumoto

et al. [130] provided the first glimpse of 3D peak intensity seen in an image of the

hhℓ plane, given in Fig. 2.11. Although there is a background of 2D diffuse CO,

clear peak intensity at half-integer positions along ℓ are seen and described by the

propagation vector q=(1
3
, 1

3
, 1

2
), consistent with the strongest super-structure re-

flections found in LuFe2O4 [48, 106]. A few studies on YbFe2O4 also address; the

dielectric properties [131], electronic tunability [132] and AC susceptibility response

for multiglass states [123].

Figure 2.11: Electron diffraction study on
YbFe2O4. TEM image of hhℓ plane measured at
298 K, which exhibits 3D peak intensity described
by propagation vector q=(1

3
, 1

3
, 1

2
). Figure taken

from [130].

A comprehensive study, like that

conducted on LuFe2O4 regarding both

the structure and magnetism on a

highly stoichiometric sample is lacking

for YbFe2O4. Interestingly, on two sep-

arate occasions, YbFe2O4 has been dis-

tinctively classed as a system which ex-

hibits only low dimensional order, once

based on a very early Mössbauer and

neutron study [97], claiming this sys-

tem was a 2D antiferromagnetic on a tri-

angular lattice. Neutron diffraction at

low temperatures also presented in this

paper exhibited magnetic Bragg lines

rather than spots, which along with the

Mössbauer spectra led to the assump-

tion of a low dimensional model to de-

scribe this system. The second publication by Hearmon et al. [121], containing high

resolution x-ray synchrotron data on YbFe2O4, again presents 2D diffuse CO rather

than individual 3D peak intensity. It was concluded that the CO in this system is

described by an incommensurate charge density wave. Furthermore, analysis shows

that it cannot be ferroelectric, as the electrical dipole moments are also incommen-

surately modulated.

With a limited resources and dedication into this compound, a large majority

of the publications describe samples which are all likely off-stoichiometric, and as

a result the true intrinsic nature of YbFe2O4 remains hidden. With the regained

interest in the rare earth series more studies on the effects of oxygen off-stoichiometry

are being conducted, for example a recent publication in 2017 by Nicoud et al
[133]. presented a comprehensive study of oxygen storage in YbFe2O4−x (x≤0.5),

performing powder refinement at RT on YbFe2O4 and YbFe2O4.5. Due to the two
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different oxygen stoichiometries a refinement on each compound yielded an R3̄m and

P3̄ space group, respectively. Moreover the recent work by us [43] highlighting for

the first time sharp transitions at both the fM and AFM phase with the addition of a

strongly defined low temperature transition, a long-overdue revision for the current

understanding of YbFe2O4 is now in reach. The motivation of this thesis was to try

and prove long-range order exists in YbFe2O4, and just like the case of LuFe2O4,

control of the oxygen partial pressure used during single crystal growth is key, to

obtain the right conditions for the production of highly stoichiometric YbFe2O4.
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3 | Experimental methods
and theory

3.1 Powder synthesis

Polycrystalline samples of YbFe2O4−δ were synthesized via soild state reaction [76]

using high purity powders of Yb2O3 (Alfa Aeser 99.9%) and Fe2O3 (Alfa Aeser

99.99%). The individual quantities were ground together thoroughly using an agate

mortar and heated in a single grade tube furnace (see Fig. 3.1, left). For all powder

syntheses an oxygen partial pressure atmosphere of CO:CO2 was used. The starting

powders are heated in a CO:CO2 gas flow at 1200◦ C for 48 hours, followed by an

intermediate removal and regrinding of the powder to promote homogeneity and

aid solid-state synthesis, after which a final heating was performed for 24 hours

under the same conditions. The synthesized powder was then compressed into rods

ranging from 6-8 cm in length and 6-8mm in diameter via isostatic compression. In

this method the polycrystalline powder is slowly and incrementally packed into a

long shaped balloon using a flat ended plastic rod. On completion it is sealed tightly

with two knots and placed into a press and isostatically compressed in water at high

pressure >150 kg/cm2, to form rods for single crystal growth. Lastly the rods were

sintered for 12-24 h in the same conditions used for initial synthesis.

3.2 Single crystal growth

All single crystals grown for both my master thesis [57] and during the course of

this PhD thesis were done so using the traveling floating zone technique [134] on a

Crystal Systems Inc. F-ZT-10000-H-IV-VPS four mirror furnace [135]. This partic-

ular method of crystal growth requires two sintered polycrystalline rods; a feed rod

(typically 6-10 cm long) and a seed rod (around 1-2 cm long). The seed rod chosen

for crystal growth can either be polycrystalline (quite typical for the crystal growth

of new compounds) or single crystal boule saved from a previous growth. The latter

is chosen for crystal growth improvements, whereby using a single crystal as a seed

can promote crystallographic orientation and large grains during growth. Further-

more, the crystal seed does not need to be the same exact compound as that being

grown, but an isostructural neighbour containing elements which melt congruently

can also be used. This methodology was employed for some of the YbFe2O4 crystal

growths using the isostructural LuFe2O4 as a single crystal seed. When mounting

both rods, the seed is fixed at the bottom of the crystal growth shaft with nickel

chrome wire and the feed rod is suspended above using platinum wire. The spe-
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cific choice of platinum wire is based on two physical properties; the high melting

point (∼1770◦C) which prevents it weakening when the growth is coming to an end

and the fact that it is inert which avoids contamination during growth. The wire

suspension of the feed rod allows for accurate positioning above the seed rod, once

complete a thick quartz tube is then inserted around the mounting area, which not

only protects the mirrors and provides safety during growth but enables the use of

specific gas environments and pressures required for the successful growth of many

compounds. A molten zone is formed between the feed and seed rod by the halogen

lights surrounding the quartz tube at right angles to each other and focused by four

ellipsoidal mirrors (see Fig. 3.1, right). Temperature control of the directed heat is

done so by input power of the lamps, where zone stability is primarily controlled

with power input and zone length; the latter can be altered by moving the upper

shaft up or down. To allow for a homogeneous distribution of heat during growth

both the upper and lower shaft rotate in opposite directions (see [57, 134] for more

information). To crystallize the whole feed rod, the mirrors move up relative to

both feed and seed rods, and thus in the process moving the focus of the molten

zone through the feed rod. The material left behind on the seed rod crystallizes

on cooling, during which time the crystal growth can be monitored via a live video

feed. Lastly, in order to obtain the best chances of achieving the right composition

and high crystal quality a number of variables should be considered:

Feed/seed rod production: The formation of powder in to a cylindrical rod

is a very delicate procedure, one which requires patience and time, however if done

successfully, can ease the difficulties faced during crystal growth. In order to make

the rod, small amounts (small spatula full) of powder must be placed into the balloon

at any one time, and then gently press, not hammered, with a long blunt plastic

rod. When done in such tiny increments, the powder is far more homogeneously

distributed, which means, it will melt more congruently during crystal growth, re-

sulting in a more stable molten zone.

The growth rate: This is the speed at which the mirrors move and thus the

molten zone through the feed rod. Some crystal compounds require fast growth

rates of 10mm/h others, for example YbFe2O4 was grown at 1mm/h. This partic-

ular variable can largely increase the chances of obtaining larger single crystals in

the boule, but a slower growth rate doesn’t always mean a better crystal as some

compounds crystallize very quickly or decompose on cooling.

Gas flow: The atmosphere used during crystal growth is vital for instance in

compounds which exhibit sensitivity to oxygen stoichiometry. In some cases the

gas mixture is fixed and kept at a constant pressure in the quartz tube (often from

premixed CO:CO2 gas cylinders) others have a constant flow, where the individual

flow rates of each gas component can be tuned carefully.

Gas pressure: Some crystal growths require ambient room pressure, however

some more complicated compounds need high pressure to form single crystals. This

can largely affect not only the stability of growth (when pressure is required) but

also the intrinsic properties of the system can be explored with varying the pressure

for each growth.
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Power input: As the molten zone is produced from focused halogen lamps, the

heat is stabilized in terms of power input to the lamps. This is one of the most

sensitive and vital variables for growth, in principle once should always increase the

power slowly, closely monitoring any changes in the feed rod (commonly the feed rod

is positioned in the zone at the start of the experiment, then the seed is lifted into

the zone when the feed tip is molten). The difference between a couple of percent in

power input can vastly change the stability and size of the molten zone, these two

factors of which, after joining both seed and feed rods, should be relatively stable

for the entire growth. Constant changes will affect the size of the single crystals

produced and the quality (e.g stoichiometry).

Figure 3.1: Experimental set-up for polycrystalline synthesis and single crystal growth. Left:
single grade tube furnace with gas flow from pre-mixed gas cylinder. Right: schematic of crystal
growth set-up.

3.3 Magnetometry

3.3.1 DC magnetization

To measure the magnetic response of samples as a function of temperature, the

magnetization in a sample is extracted by Direct Current (DC) magnetic measure-

ments. The sample is magnetized by a constant magnetic field (for example M (T )

measurement at 100 Oe between 10-300K) and the magnetic moment of the sample

is then measured as a function of temperature T or the applied magnetic field H.

The magnetic hysteresis M (H ) of a sample can also be placed in the category of DC

magnetization, as the changes in increasing or decreasing field are small enough to

prevent large changes in the magnetization process.

3.3.2 SQUID option at the MPMS

The Magnetic Properties Measurement System (MPMS) uses a SQUID (Supercon-

ducting Quantum Interference Device) magnetometer to measure the magnetic re-

sponse of the sample in a temperature range of 4 to 400K and magnetic field range
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0-7T. The advantage of using a SQUID magnetometer for certain measurements

is its great sensitivity to low magnetic fields. The SQUID superconducting chip

consists of two superconductors separated by thin insulating layers which form two

parallel Josephson junctions. These parallel Josephson junctions create an indefinite

current flow without any applied voltage, known as the Josephson effect [136]. A

current flowing through the two junctions results in a voltage, which also very sen-

sitively depends on the magnetic flux encompassed by the junctions. The SQUID is

attached to the pick-up coils, that are positioned inside the superconducting mag-

net. This forms a second order gradiometer, primarily sensitive to the flux difference

between the inner and the outer coils (Fig. 3.2, left). The magnetic response of the

sample is then determined by the SQUID magnetometer which measures the current

generated in the pick-up coils by moving the sample in a series of 32 steps. The

current is induced by the magnetic moment of the sample. In the process of moving

the sample through the coils a characteristic response curve is produced and can be

fitted for the sample magnetic moment. There are a multitude of ways in in which

to mount a sample for measurement, most commonly the sample is glued with GE

(General Electric) varnish to a non-magnetic Tufnol sample holder. The GE varnish

can be easily removed with the use of acetone for reorientation of the sample for

magnetic anisotropy measurements or complete removal from the holder.

There are two different ways of measuring the magnetization with the SQUID

option, DC magnetization or Reciprocating Sample Option (RSO). The main dif-

ference between the two measurement techniques are time, the DC option has high

sensitivity with regards to the magnetic moment as it moves the sample sequen-

tially (as stated previously) in small steps upward through the superconducting

coil. This process is much slower than the RSO measurement method, which moves

with a typical amplitude of 5mm through the pick-up coils. This particular method

is used when fast M vsH measurements are required and the typical sensitivity is

∼5·10−9 emu. To remove a remanent field from the superconducting magnet a de-

gauss macro can be used. In this process a short macro which applies positive

and negative fields ranging from the maximum field to the lowest field and then

zero removes any remanent field from a previous measurement. This is specifically

important for samples very sensitive to small applied fields, such as YbFe2O4.

3.3.3 PPMS/Dynacool VSM option

The Vibrating Sample Magnetometer (VSM) option was used on both a Physical

Properties Measurement System (PPMS) and PPMS Dynacool. This basic magneti-

zation measurement is achieved by oscillating the sample near a detection (pick-up)

coil and synchronously detects the voltage induced (Faraday’s law), see Fig. 3.2

(right) for VSM schematic. To obtain a sufficient resolution of the magnetization, a

compact gradiometer 1 is used, which provides a relatively large oscillation amplitude

(1-3mm peak) and a frequency of 40 Hz, allowing the system to resolve magneti-

zation changes in the order of 10−6 emu (two orders of magnitude worse than the

SQUID). The main advantage of using the VSM option over MPMS magnetization

is the speed. For general purpose M(T ) up to fields of 14T, higher than those

1In essence, measures the direction and magnitude of magnetic fields, commonly composed of
two magnetometers placed in series and the device records the difference in magnetic flux.
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Figure 3.2: Left: schematic of SQUID magnetometer, image taken from [137] and adapted. Right:
basic schematic of VSM set-up, image taken from [138] and adapted.

achievable with the MPMS, measurements can be performed quickly and efficiently.

The PPMS Dynacool is practically the same as the PPMS, but uses a closed cycle

cryostat instead of the constant need to refill helium and nitrogen, however it only

has a maximum field of 9T. The other major disadvantage with the PPMS and

Dynacool is the absence of a low field option, this will affect the ability to start off

in a demagnetized state (0 emu) for magnetic hysteresis, which is important for the

careful mapping of magnetic phase diagrams.

3.4 AC susceptibility

Some systems exhibit time delayed behavior due to dynamical effects such as slow

alignment of the magnetic moments or states where the spins are ‘frozen’ for ex-

ample in spin glass systems, where the spins experience random interactions with

one another [139]. Although time-delayed responses to the magnetic moment are

not limited to this particular type of phenomena, it is not possible to probe it

with DC magnetization (the applied moment is constant for the duration of the

measurement). Instead an alternate measurement method called AC susceptibility

is used. In AC measurements a small oscillating magnetic field typically around

HAC=10Oe, (the AC drive field) is super imposed on the DC field causing a time

dependent moment in the sample (generally a moment oscillating with the same fre-

quency). The field of the time-dependent moment induces a current in the pick-up

coils, allowing measurement of the sample without the need of sample movement.

AC susceptibility measurements were performed using the Quantum Design PPMS

ACMS option, and the operating frequencies available range between 1 and 10 kHz

(taking it well out of the DC magnetism range which can be compared to 0 or very

low frequencies applied [140]), with externally applied magnetic fields up to 7T.

Two important quantities are obtained from an AC measurement, the magnitude of

the susceptibility, χ, and the phase shift, ϕ, due to dynamical effects in the sample.

Alternatively, this can be written in terms of an in-phase component χ′ (real part)

and an out-of-phase component χ′′ (imaginary part). The two representations are

related by; χ′=χcosϕ, χ′′=χsinϕ and therefore χ2=χ′2+χ′′2.
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3.5 PPMS Heat Capacity

The Quantum Design PPMS heat capacity option measures the heat capacity at

constant pressure, with a temperature range of 1.9-400K for standard heat capacity

and 0.4-400K with 3He dilution option. A schematic of the heat capacity set-up

is shown in Fig. 3.3 (top). To set up the measurement, the calorimeter puck is

inserted into the bottom of sample chamber followed by a contact baffle, this is

to allow thermal contact with the isothermal region of the sample chamber (just

above the puck), which helps to create a more uniform thermal environment for the

puck. This feature is necessary when the hi-vac option is enabled, which reduces the

amount of thermal exchange gas in the sample chamber. For the actual measurement

heat is applied to the puck and the time dependent temperature rise is measured.
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Figure 3.3: Top: vertical slice through PPMS puck and calorimeter platform. Bottom: birdseye
view of puck, detailing calorimeter chip comprised of a Cernox thermometer and RuO heater.

3.5.1 The calorimeter puck

In essence the calorimeter puck contains a resistive platform heater, platform ther-

mometer and puck thermometer. The platform heater (RuO Heater) and thermome-

ter (Cernox Thermometer) are attached to the bottom of the calorimeter chip, which

functions as the sample platform (see Fig. 3.3, bottom). The puck thermometer is

buried within the puck itself. The platform thermometer measures the temperature

of the puck, which serves as the calorimeters thermal bath. Eight wires (4 each

side) of the calorimeter chip, which suspend it centrally above the puck, serve as

both an electrical connection to the platform heater and thermometer as well as

thermal connection between the platform and puck frame. When heat is applied to

the puck, what is measured is the modification of the platforms thermal response

due to the presence of the sample. In order to measure the sample heat capacity

correctly a two step process is required. Firstly an addenda measurement (empty

puck) is measured, with Apiezon grease, which allows thermal contact of the sample

to the calorimeter chip. This is measured for the whole temperature range required
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for the sample measurement, however not as many data points are required as the

software used, interpolates between the points. It is essential to measure the grease

alone as it contributes to the total heat capacity, and must be subtracted from the

measured sample heat capacity. In the temperature range available for heat capacity

measurements, two types of grease are required, a low temperature (N) grease used

in the range of base temperature up to 300K and above this a high temperature (H)

grease is used. The H grease will begin to crystallize at low temperatures and will

cause movement or decoupling of the sample, the N grease starts to melt at higher

temperatures, it is for this reason that the two types of grease are used. Following

the addenda measurement the sample is placed on the puck to measure the total

heat capacity of the sample+addenda. The sample heat capacity is obtained by

subtracting the addenda heat capacity.

3.6 The basics of scattering

The aim of this section is to provide the required information on each scattering

technique used, where only a very brief overview of both powder and Laue x-ray

diffraction will be discussed, based on their generic use in this line of work. Any

further information required by the reader can be obtained from some recommended

texts [141–145] or my masters thesis [57].

3.6.1 Scattering theory

Scattering of x-rays and neutrons have become one of the most valuable tools for

probing matter and understanding the fundamental physics of a variety of complex

systems [145]. To understand the experimental part of this work, scattering theory

is briefly summarized. The account given is valid for neutron scattering, although

the final result in Eqn. 3.9 holds for x-rays as well, for an appropriate potential,

V (r). In quantum mechanics, focus is placed on the state of a system at a given

time (time dependent) described by a complex wave function. If we assume, firstly,

that all the in-going particles are represented by wave-packets of the same shape

and size, the time-dependent Schrödinger equation can be used. For such a wave

packet the key is to find the probability amplitude (ψ(r, t)) for the out-going waves

in various directions, some time after the scattering process has taken place.

Hψ(r, t) =

[

− ~2

2m
∆+ V (r)

]

ψ(r, t) (3.1)

In Eqn. 3.1, H is the Hamiltonian operator, ψ the wave function, and ~, is

Planck’s constant. ψ(r, t) is the amplitude of probability that a particle will be

present with respect to the position r in (x, y, z) and at time, t. m is the mass

of the particle and V (r) is the potential of the target during the scattering pro-

cess [146]. This consideration is fine for a basic scenario with an incoming flux of

particles with wave packets of the same energy, however in the case where the inci-

dent beam of particles is switched on for a time, longer than the time it would take a

particle to cross the interaction region, steady-state conditions apply. Furthermore,

if we assume that the incoming wave packet has a well-defined energy (and hence

momentum) of many wavelengths long it can be considered a plane wave. In terms
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of describing this with the Schrödinger equation, we set ψ(r, t)=ψ(r)e−iEt/~ and look

for solutions of ψ(r) using the time-independent Schrödinger equation:

Eψ(r) =

[

− ~2

2m
∇2 + V (r)

]

ψ(r) (3.2)

This is subject to the boundary condition that the incoming component of the

wave function is a plane wave eik·r. The energy of the incoming flux of particles E
is given as E = p2/2m = ~k2/2m.

With this in mind, a model to describe such a scattering process can be done so

by using Eqn. 3.1 in combination with Green’s function to reach the so called Born

approximation. We picture a beam of particles moving along the negative z axis

towards the origin. When the particle is scattered by the potential V (r) and goes off

as an out-going spherical wave, the wave function must satisfy the time independent

Schrödinger equation (Eqn. 3.2). Using the substitution 2mE/~2 = k2 we obtain

the following:

∇2ψ(r) + k2ψ(r) = −
[

−2m

~2
V (r)ψ(r)

]

(3.3)

As the particle scatters from a potential, a solution with an asymptotic form is

needed, the wave function is then given as

ψ(r) ∼ eik0·r + fk(θ, ϕ)
eikr

r
(3.4)

Here eik0·r is the incident plane wave with propagation vector k0, the subscript 0

is used to indicate that the direction of propagation is in the θ=0 (z-axis) direction.

The magnitude of both k and k0 are equal, eikr/r is the outgoing spherical wave

with an angular dependent amplitude factor denoted as fk(θ, ϕ). The differential

probability dσ/dΩ is the scattering cross section per unit solid angle and can also

be given by |fk(θ, ϕ)|2. By using the time independent Schrödinger equation given

in Eqn. 3.3 [−(2m/~2)V (r)ψ(r)] and the standard Green’s function G(r1, r2) for a

point source potential −δ(r1 − r2) we obtain the following expression for the wave

function:

ψ(r1) = eik0·r1 +

∫

2m

~2
V (r2)ψ(r2)G(r1, r2)d

3r2 (3.5)

where r1 is the potential away from the origin and the charge at r2. When the

term for the incident plane wave eik0·r1 is left out of equation Eqn. 3.3 it no longer

provides the required asymptotic form for the scattering process. Given that the

Green’s function we have used above is the function of G = ∇2 + k2 (see Eqn. 3.1),

the standard result for the calculated integral in 3-dimensions is as follows:

G(r1, r2) =
eik|r1−r2|

4π|r1 − r2|
(3.6)

By substituting in Eqn. 3.4 into the given expression for the wave function shown

in Eqn. 3.3 and using ψ0(r1) = eik0·r1 , gives the final derived form for the Born
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approximation:

ψ(r1) = ψ0(r1) +
2m

~2

∫

G(r1, r2)V (r2)ψ(r2) (3.7)

Eqn. 3.7 can be further formalized to ψ1(r)) = ψ0

∫

GV ψ0 and is known as the

first Born approximation when solved for he incident wave ψ0 as the first approxi-

mation. It works for the assumption that it takes the incident field rather than the

total field as the driving force at each point scatterer. The approximation is more

accurate when the scattered field is smaller than the incident field on the scatterer

(weak scattering potential, V(r)) in a small scattering volume. These assumptions

reduce the likelihood of multiple scattering. For example, in neutron diffraction the

Born approximation often holds for not too large samples, except for neutron optical

phenomena such as total internal reflection in a neutron guide, or Grazing Incidence

Small Angle Scattering (GISAS) [147]. In a scattering experiment, when the size

of the sample R is much smaller than the distance away from the detector for the

scattered wave (r2) R = |r1 − r2| (almost always fulfilled in a typical scattering

experiment) the far field or Frauenhofer approximation can be included. Eqn. 3.7

can extended for incorporating the case that the distance between the sample and

the scattered wave is much larger than the sample, by substituting for R we obtain

the following for the far field approximation

ψ1(R) = eik·R +
eik·R

2π~2

∫

V (r2)e
iQ·r2d3r2 (3.8)

The first term on the right hand side represents the incoming plane wave, the

second relates to the amplitude of the scattered wave. The second term is propor-

tional to the Fourier transform of the scattering potential. The scattering vector

Q = kf − ki, discussed in more detail in the following section, depends on the

incoming plane wave ki and the scattered plane wave kf . Now that we have the

amplitude of the scattered wave, the final point of call is to find the final form for the

intensity. The intensity I(Q) is calculated using the square of the absolute value for

the scattering amplitude F (Q); I(Q) ∝ |F (Q)|2. Therefore, given that the square

of the scattering amplitude is directly proportional to the observed intensity, it also

follows that the observed intensity is proportional to the Fourier transformation of

the scattering potential |F [V (r1)]|2 and written as:

|F[V (r1)](Q)|2 =
∣

∣

∣

∣

m

2π~2

∫

V (r2)e
iQ·r2d3r2

∣

∣

∣

∣

2

(3.9)

The following sections will include the different types of scattering used in this

thesis, which are based on the result obtained in Eqn. 3.9.
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3.6.2 Diffraction by crystalline materials

Figure 3.4: (a) Bragg’s law of diffraction. Constructive interference occurs only when the path
difference is equal to an integer number of wavelengths. (b) Ewald construction showing intersection
of (101) reflection with Ewald sphere and thus meeting the Bragg condition. Q is the scattering
vector, calculated from k and k′, incident and diffracted wave vector, respectively.

In this section we will look at the scattering process from a periodic arrangement

of atoms. In a crystal structure, the atoms are arranged in a specific pattern. This

pattern is defined by various symmetry operations which, in crystallography terms

is built up of 14 conventional Bravais lattices and of these 14 different structure

types, can be further sub-categorized into 230 space groups [148] from low to high

symmetry. High symmetry refers to atomic arrangements that can be identified with

a multitude of symmetry operations for example N o 166 is R3̄m the rhombohedral

cell, and for this particular space group the given letters and symbols represent the

symmetry of the structure. In this case there is 3-fold rotational symmetry and

mirror symmetry. The lowest symmetry space group is that of P1, with no symme-

try elements. When scattering from a periodic arrangement of atoms, constructive

interference occurs when the path difference for elastically scattered waves is a mul-

tiple integer n of their own wavelength (illustrated in Fig. 3.4, left) and given in

basic terms as

2πn = d · (kf − ki) (3.10)

The scattering vector Q = kf −ki for a given crystal structure with constructive

interference in 3D describes the relationship between the wave vector of the incident

ki and diffracted particle beam, kf . This construction is known as the Ewald sphere

and shown in Fig. 3.4. For a periodic arrangement of atoms in a crystal, the positions

of constructive interference are calculated via the Fourier transform of its lattice

vectors a∗, b∗ and c∗ with respective h, k, ℓ integers.

Q = ha∗ + kb∗ + ℓc∗ (3.11)

The h, k, ℓ integers, also known as Miller indices [148] denote the family of planes

orthogonal to the basis of the reciprocal lattice vector. The individual reciprocal

space lattice vectors can be calculated using the following relations:

a∗ =
2π(b × c)

a · (b × c)
, b∗ =

2π(c × a)

b · (c × a)
, c∗ =

2π(a × b)

c · (a × b)
(3.12)
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Continuing from the above notions, the angle of diffraction with respect to the

scattering planes as depicted in Fig. 3.4 (left) is described by Bragg’s law:

nλ = 2d(hkl)sinθ with d(hkl) =
2π

|Q(hkl)| (3.13)

In Eqn. 3.13, d(hkl) is the spacing between lattice planes. The Bragg equation

allows one to ascertain information about the d-spacing, and with various substi-

tutions, reciprocal lattice vectors. Based on the research conducted in this thesis

regarding the single crystal refinements conducted on YbFe2O4, our interest is fo-

cused around the hexagonal and monoclinic lattice types described by the following

relations:

Hexagonal relation:

1

d2hkl
=

4

3

(

h2 + hk + k2

a2

)

+
l2

c2
(3.14)

Monoclinic relation:

1

d2hkl
=

1

sin2β

(

h2

a2
+
k2sin2β

b2
+
l2

c2
− 2hlcosβ

ac

)

(3.15)

The Bragg equation does not account for the atomic distribution inside a crystal

therefore one must refer to the atomic form factor fj(Q), which depends on the scat-

tering amplitude of the individual atoms, the Bragg angle and the type of radiation

involved. If Rn=ma+nb+oc are the lattice vectors that define the lattice and rj
the position of the atoms with respect to any one particular lattice site, then the

position of any atom in the crystal is given by Rn+rj. It therefore follows that for

the scattering amplitude for the crystal factorizes into the product of two terms and

written as:

F (Q) =
∑

j

fj(Q)ei·Q·rj (3.16)

3.6.3 X-ray scattering

In an x-ray diffraction experiment, the incoming x-ray beam is directed from a source

onto a given sample. The x-rays, unlike neutrons (see Sec. 3.6.4) only have the ability

to interact with the electron cloud surrounding the nucleus of an atom. The scattered

rays are collected on a detector, and intensities are read as a function of 2θ. The

interaction of an x-ray incident on the electron cloud creates spherical waves, in most

cases these waves interfere destructively. However, when they constructively add

(difference between the paths is an integer number of wavelengths) in a few specific

directions the process can be described by Braggs law (Eqn. 3.13) and illustrated

in Fig. 3.4. The scattering process of a beam of photons is described classically by

Thomson scattering: in essence the scattering of electromagnetic radiation by a free

non-relativistic charged particle. It is also classed as the low-energy limit of Compton

scattering: this describes the scattering of a photon by a charged particle (often an

electron), in this case however it results in a decrease of energy (increase wavelength)

of the photon called the Compton effect. Part of the photon energy is transferred to

41



CHAPTER 3. EXPERIMENTAL METHODS

AND THEORY

the recoiling electron and thus known as an inelastic process, compared to Thomson

scattering, which is elastic. In Thomson scattering it is the electric field of the

incident wave which accelerates the charged particle, causing it to emit radiation

at the same frequency as the incident wave, thus scattering the wave. For x-rays

scattering off a densely populated electron cloud surrounding the nucleus, there is

an increase of destructive interference, along with the constructive interference, the

latter resulting in reflections. As a result this promotes a decay of the atomic form

factor for increasing angle. Since the atomic form factor is element-specific, it relies

on the Fourier transform of the spatial electron density distribution ρj(rj) of the

element in question.

fj(Q) =

∫

Vj

ρj(rj)e
i·Q.r’jd3r′ (3.17)

The scattering vector Q can be recalled from Eqn. 3.13, and r′ is the position

vector of the scattered wave.

3.6.4 Neutron scattering

Neutron scattering is a very important tool when investigating both the atomic

and magnetic structure of compounds. Although they are neutral in charge, the

constituent quarks which make up a neutron, namely one up and two down quarks,

give the neutron a magnetic moment, and thus allows them to interact with the

magnetization in the system. The large magnetic moment of neutrons (-1.91µB)

as a result make them an excellent and sensitive probe for the determination of

magnetic structures. The scattering potential Vn(r) of a neutron is made of two

parts; the nuclear VN and magnetic VM scattering [143] which is described by the

following equation:

Vn(r) = VN + VM(r) (3.18)

The inter-atomic distances for crystals are in the range of Å. A neutron will need

an energy of approximately 25meV to achieve a wavelength of 1Å.

Nuclear scattering

With the already established energy requirements described above to probe an

atomic structure with neutrons, the next step is to understand how the neutron

interacts with a system. Unlike x-rays (see Sec. 3.6.3) which impinge off the elec-

tron cloud surrounding atoms, neutrons interact with the atoms nucleus via the

strong force. As the neutrons force is short-range and the nuclei are very small

compared to the wavelengths used, the interaction potential VN(r) is approximated

by a delta function δ(r). This is formulated by using the Fermi pseudo potential

which assumes a delta potential δ(r) and describes the scattering of free neutrons

by a nucleus. The general form then given for the potential of a neutron scattering

process is:

VN(r) =
2π~2

mn

biδ(r − r′) (3.19)

42



3.6. THE BASICS OF SCATTERING

The new term bi is the scattering length, and in terms of the structure factor,

N(Q), is very similar to that of the atomic form factor of x-ray scattering, but

independent of the scattering vector Q and defined as:

N(Q) =
∑

j

bje
iQrj (3.20)

Now, bi varies greatly for different elements and respective isotopes, which are

often not seen in normal x-ray diffraction since it depends strongly on the nuclei-

neutron interaction. Therefore in order to ascertain the correct result of a nuclear

scattering process, one must take into consideration the large variation of the scat-

tering length. The variation in scattering lengths is due to the randomness of isotope

distribution. This is resolved by averaging over the whole isotope distribution and

shown in Eqn. 3.21.

dσ

dΩ
= 〈b2〉

∑

i,j

e−Q·(Ri−Rj) +
(

〈b2〉 − 〈b〉2
)

N (3.21)

There are two contributing factors to the nuclear scattering, the left term on

the right hand side of Eqn. 3.21 relates to the coherent scattering, dependent of the

direction of the scattering vector Q (refer back to Sec. 3.6.1) and contains the phase

information. The right term denotes the incoherent scattering which is uniform

in all directions and gives rise to an isotropic background in experiments. N=the

number of atoms in the scattering system.

Magnetic scattering

Figure 3.5: Neutron magnetic form factors of
both spin and their orbital contributions, given
for the different Fe2+ and Fe3+ valences. Figure
taken from [26], original data from [149].

The neutron, based on its constituent

building blocks has an intrinsic mag-

netic moment µµµn. The magnetic part of

neutron scattering results from the in-

teraction of the magnetic moments of

the neutron, with the magnetic fields

arising from the spin and orbital mo-

mentum of the unpaired electrons in the

sample. The magnetic scattering poten-

tial of a neutron in simplistic terms is

given as Vn = −µµµn · B [150]. Since

the neutrons scattered are dependent on

both the spin BS and unquenched or-

bital contributions BL, one can expand

this potential into the following:

Vn = −µµµn · (BS + BL) (3.22)

Here BS = ∇× µe×r

r3
and BL = − e.ve×r

c·r3
[17]. The neutron interaction potential

(Eqn. 3.22), for a scattering process in which a neutron changes its wave vector and

the projection of the spin moment from the quantization axis z; from σz to σ′
z, can

be expressed in the first Born approximation (see Sec. 3.6.1). The quantization axis

in neutron scattering is often designated via a small guide field, which orientates the
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neutron spins in a specific alignment incident on a sample. The magnetic scattering

of neutrons can be used to elucidate the spin configuration in a magnetic material.

The general form [151,152] given to describe the scattering cross section of a neutron

is:

dσ

dΩ
= γn

2r0
2

∣

∣

∣

∣

− 1

2µB

〈

σ′
z

∣

∣

∣

∣

σ̂ · M⊥(Q)

∣

∣

∣

∣

σz

〉∣

∣

∣

∣

2

(3.23)

Here the terms γn=-1.913 and r0 = e2

mec2
are the qyromagnetic ratio for the

neutron and classical electron radius, respectively. The σ symbol is representative

of the neutron spin operator [150]. Here M(Q) is defined as

M(Q) =

∫ ∞

−∞

M(r)e(iQ·r)dR (3.24)

R, i.e the Fourier transform of the magnetization density. The M⊥ term in

Eqn. 3.23 means that only magnetization components perpendicular to the scatter-

ing vector Q can be measured

M⊥(Q) = Q × M(Q)× Q (3.25)

When viewing equations Eqn. 3.24 and Eqn. 3.25 one can see that M⊥ is the

perpendicular component to the scattering plane of the Fourier transformed mag-

netic moment M(Q) [150]. The last important aspect of the magnetic scattering

which needs to be taken into consideration, which does not occur in the nuclear

scattering, is the presence of the magnetic form factor. As described above there are

two main aspects to the magnetic scattering, spin and orbital order. However, the

form factor is best described when using solely the pure spin scattering. Referring

back to Eqn. 3.24 the macroscopic magnetic moment M(Q) can be split into two

separate components, each atom and the surrounding electrons with spin moments

si, this then gives a new form of Eqn. 3.24 in terms of each contribution.

M(Q) = −2µB · fm(Q) ·
∑

i

eiQ·r · Si (3.26)

Here fm is the magnetic form factor, and it is given in terms of the Fourier

transform of the spin density distribution of a single atom:

fm(Q) =

∫

atom

ρs(r)e
iQ·rd3r (3.27)

As the magnetic scattering takes places in the electron cloud of the atom, inter-

action is only possible with electrons, and thus comparable to the atomic form factor

for x-rays. But as it is only unpaired electrons in the outer shell which contribute to

the magnetic moment, a resultant much stronger decrease in the scattering vector

Q is observed compared to that seen in x-ray scattering [149]. The magnetic form

factor describing the Q-dependence of the magnetic neutron cross section of a single

magnetic ion can be determined using the following

Fmag = 〈j0〉(k) +
(

1− 2

g

)

〈j2〉(k) (3.28)
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The different coefficients which approximate (k) of 〈j0〉 〈j2〉 are determined ex-

perimentally [149] and the gyromagnetic ratio can given as g = 2, for the case of

spin-only scattering. The next section will highlight the slightly more complex case

of polarization analysis, which can be a very powerful tool for unveiling complex

magnetic structures in a system.

Polarization analysis

The use of x, y, z polarized neutron scattering has been a key tool in determin-

ing complex magnetic structures. The technique allows for the simultaneous and

unambiguous separation of the nuclear, magnetic, and nuclear spin-incoherent con-

tributions to the scattering. The total scattering process which consists of several

possible factors, simplistically nuclear and magnetic, more specifically can be broken

down into coherent and incoherent scattering (see [153–155]). From the combined

contributions of nuclear and magnetic scattering, when there is no polarization,

P = 0, the only terms remaining are each type of nuclear scattering and the mag-

netic component |M⊥
Q|2. When polarization analysis does take place and P 6= 0 we

can use a set of special rules in which: the neutron polarization P direction will be

reversed (spin-flip) if the polarization is P||M⊥, and not reversed (non-spin flip) if

P⊥M⊥. For the special case P||Q, all magnetic scattering is spin-flip (by definition

of M⊥). For the polarized neutron measurements performed in this thesis, only the

x and z polarization channels were measured, with both spin flip and non-spin flip

scattering, to view the magnetic correlations in the hhℓ plane.

3.7 Experimental scattering techniques and instru-

ments used

3.7.1 Powder x-ray diffraction

Powder x-ray diffraction works on the principle of an x-ray source, powdered sample

and detector. For a powder sample every possible crystalline orientation is repre-

sented equally, classed as isotropic texturing, compared to the case of a single crystal

(see Sec. 3.7.3) which is classed as anisotropic (often with a specific orientation, un-

less twinned or multi-grain, and no longer a single crystal at that point). When

the x-ray hits the random arrangement of the powder the sample itself in this case

acts as a diffraction grating and will produce bright spots, reflections on the detec-

tor. The spacing of the spots can be determined using Bragg’s law (See Eqn. 3.13).

As powder represents a random orientation of the crystalline particle, a significant

number of each plane of the crystal structure will be in the correct orientation to

diffract the x-rays, however in some cases, it is necessary to rotate the sample to

eliminate effects of texturing (preferential orientation of the crystallites).

The use of powder x-ray diffraction became a very standardized procedure for

phase purity analysis of YbFe2O4 powder batches. A short powder diffraction mea-

surement was also conducted on a section cut from the end of the crystal growth.

This was to provide an initial indication of phase purity and whether it remained

upon melting, due to the different gas atmospheres used for single crystal growth
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compared to the same CO:CO2=1:3 used for each powder synthesis. Powder diffrac-

tion was performed using a Huber Guinier D670, Philips PW1720 X-ray diffractome-

ter and Bruker D5005.

3.7.2 Laue diffraction

Contrary to normal x-ray diffraction which uses a monochromatic beam, typically

Cu-Kα or Mo-Kα, Laue diffraction uses a beam of white x-rays, otherwise known as

Bremsstrahlung radiation, which is built up of many different wavelengths. When a

thin, pencil-like beam of x-rays is allowed to impinge on a crystal, those of certain

wavelengths will be oriented at just the correct angle to a group of atomic planes

so that they will combine in phase to produce intense, regularly spaced spots on a

film or detector plate. The use of Laue diffraction is fundamental, when primarily

checking for crystal quality and later selecting parts of a boule which exhibit the

same Laue pattern, often indicating a single crystal. In the set-up used for this

work, back reflection Laue diffraction was used: in this method, the detector is

placed between the x-ray source and the crystal, the beams which are diffracted in

a backward direction are recorded. During the course of this PhD thesis all crystals

were oriented using a MWL120 real time Laue system from Multiwire Laboratories

Ltd., which has a 30x30 cm proportional wire chamber area detector. This particular

set-up also includes a camera system in combination with a mirror that can be used

to align the sample on the goniometer and to capture pictures of the crystal on a

sample holder. The 3-axis goniometer allows the user to orient the sample during

live feed back from the camera, as well as the continually updated Laue image. For

more information on this technique, a more detailed overview is given in my masters

thesis [57].

3.7.3 Single crystal x-ray diffractometer Supernova

Single crystal x-ray diffraction is an important and powerful experimental approach

to uncover valuable structural information on a specific compound. It allows one the

possibility to search for temperature dependent phase transitions with more sharp

and clear reflections than those observed in powder diffraction (attributed to the

texturing discussed in Sec.3.7.1). For the course of this thesis in-house single crystal

x-ray diffraction, from sample allocation to the final data set for refinement were

all conducted on a Rigaku Oxford diffraction SuperNova with both Cu-Kα and Mo-

Kα radiation. For the vast majority of experiments the choice of MoKα radiation

over the generic CuKα is of strategic use. The heavy rare earth elements in this

series of compounds e.g Yb (Z=70) and Lu (Z=71), leads to a very large absorption.

However by using Mokα radiation with a smaller wavelength of λ=0.709Å over the

choice of Cukα with a wavelength λ=1.540Å, greatly reduces the absorption. Addi-

tionally the second disadvantage of using Cukα radiation is the close relation of the

absorption edges, the Cu K-edge is 8.04 keV and in close range to the Fe-absorption

edge (7.11 keV), and as a result would add a strong florescence background [156]. A

schematic of the experimental set-up is shown in Fig. 3.6. The x-rays are generated

by a micro-focus sealed tube Fig. 3.6(1), which is mounted on the goniometer and

powered by a high voltage x-ray generator. To better focus the beam, focusing op-

tics and a collimator are used. The sample holder and goniometer head, shown in
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Fig. 3.6(7), can be viewed through the video microscope, Fig. 3.6(8). This is pri-

marily used to provide visual aid whilst centering the sample, but also, importantly

records a short video at the beginning of a full experiment for face indexing the

crystal and absorption correction [157]. For temperature dependent measurements

a Cryojet (Fig. 3.6(9)), which constantly blows cold N2 gas on the sample is used,

and controlled via a Lakeshore temperature controller. The CCD (Charge Coupled

Device) area detector works on the principle that the incoming x-rays enter the de-

tector through a Beryllium window, Fig. 3.6(6), to a vacuum sealed detector unit.

A scintillation screen absorbs the incident x-ray photons and re-emits the energy

in the form of light, which is then conducted via a fibre optic reduction taper [158]

towards the scientific grade CCD chip. The CCD signal is then digitalized to an

18-bit resolution by a correlated double sampling circuit [159] with an analogue-to-

digital converter located in the detector head. The final data transfer is done so via

a gigabit Ethernet link to the PC, where the control program stores the data for

further analysis to the hard disk [157].

Figure 3.6: Image of general SuperNova experimental set-up taken from [157] and adapted.

Crystal selection and mounting

The selection of a suitable crystal for in-house single crystal diffraction, is perhaps

one of the most important steps and also the most time consuming. In order to

give an experiment the best chance of success, good crystal selection is a necessity.

For in-house single crystal measurements small crystals in the range of 100 microns

are commonly used [160](pp.35). Ideally, the best shape for a crystal with regards

to better absorption correction (See Sec. 3.8.1) is that of a sphere, however, when

working with such small crystals, this task becomes very difficult if not impossible

to achieve. Fortunately, with the advanced standard of crystallography software,

absorption correction of a variety of differently shaped crystals can be done success-

fully [144]. So, the question remains, what is a good crystal?
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Figure 3.7: Optical extinction observed
between crossed polars.

To obtain a selection of small crystals from

a larger crystal sample, it is usual to smash the

piece carefully, and to then place the small frag-

ments into a plastic or thin glass petri dish. For

analysis of the crystals a microscope with a po-

larizing attachment (which is actually a birefrin-

gent lens with light) and at least x40 magni-

fication is required. The samples can then be

placed on the microscope illuminating the crys-

tals. The first step is to look for crystals that

have a nice cubed or rectangular platelet-like

shape. If the crystal selected transmits polarized

light, on turning the sample through angles of

90 ◦, the light should be extinguished (the crys-

tal turns dark), a clear example of this effect is shown in Fig. 3.7 (a,b). If on rotating

the sample a section of the crystal remains illuminated, it is not a single crystal,

and most likely contains a twin or an aggregate of smaller crystals [160](pp.35) [161]

this crystal can then be removed as a possible candidate (see Fig. 3.7 (c,d)).

On the successful selection of a crystal following the previous criteria, it is

mounted. There are a number of techniques which can be used depending on the

size and shape of the selected crystal, some of these examples are shown in Fig. 3.8.

The three methods used for the single crystal investigations in this research were

techniques (a, b and e). I shall now explain briefly the pros and cons of each of these

three sample mounting techniques.

Figure 3.8: Various methods of mounting crys-
tals: a) on a glass fibre; b) on a two-stage fibre; c)
on a single fibre topped with several short pieces
of glass wool; d) within a capillary tube and e) in
a solvent loop.

Method (a): Glass fibre and ad-
hesive:- this technique is by far one

of the best methods of crystal mount-

ing, once a good crystal has been ac-

quired. For crystal scanning (which will

be explained in the next section) type

(e) sample mounting should be used ini-

tially. A glass fibre of ∼0.05mm thick-

ness and 5mm length is attached to the

pip with a two component glue. Once

this has dried a second batch of this glue

is made, to secure the sample on the

end of the glass rod, ensuring that when

dipping the other end of the glass fibre

into the glue, removing any excess be-

fore contacting it with the crystal. It is

necessary to hold it steady against the

desired edge of the crystal, where the

largest surface area should be exposed

to the incoming x-ray beam, shown in

Fig. 3.8a. After a few minutes it will be ready to mount on the goniometer for

a measurement. The tricky aspect of this mounting is that it is incredibly easy,
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especially if its a thin platelet, for the crystal to flip over on to the fibre, attaching

itself in the completely wrong orientation. Sometimes the use of a special crystal

handling tool (often a deer hair on the end of a metal handle, or a very thin metal

probe) can be used to fix the crystal position. However if this is unsuccessful, both

the pip and crystal mounting on the fibre glass will need to be submerged in ethanol

or acetone to dissolve the glue and try again. With the mounting difficulty being

the only main disadvantage, the advantages supersede, the absorption correction is

much easier as a clearer profile of the crystal is obtained, often this can be hidden

with the loop method (e), where the crystal can be obscured in the movie for face

indexing absorption correction by the grease. Also, the sample will not move, or

if so with only small wobbles due to the goniometer movement, which can be cor-

rected for if needed by the CrysAlisPro software. This is a mounting method for an

established good quality crystal, in which longer more detailed measurements are

required.

Method (b): Two staged glass fibre :- this method, in principle is identi-

cal to (a), the only difference being that the glass fibre is necked. This can be

achieved when making the thin glass fibres, and done by taking two larger glass

rods, ∼3-4mm in thickness and heating one side of each tip up, until melted and

bringing them together. At which point turning them in the flame, then when ho-

mogeneously melted moving the combined rods out of the flame and pulling them

apart, such that a thin string is produced. This is a type of glass fibre used for

crystal mounting. With particularly small samples it may be necessary to heat a

thick rod with a candle to thin the top part, so its affixed more easily (see Fig. 3.8b).

Method (e): Grease and loop:- this is one of the common sample mounting

types, commercially available (costing about 5 Euros each) and attached magneti-

cally to the goniometer head (see Fig. 3.8e). This is one of the easiest methods of

crystal mounting, a small loop with a diameter of a few microns is dipped in a very

small amount of vacuum grease, contact is then made by simply touching the loop

on the selected crystal. The nice aspect with this method of sample mounting is the

crystal can be moved more easily and freely around the loop to position it as desired.

As shown in Fig. 3.8e, the crystal is fixed to the inside edge of the crystal, such that

the largest area of the crystal will be hit by the incoming x-rays. It is also important

to avoid using too much grease when it comes to absorption correction in the data

analysis. The major disadvantage for this method, is that the sample can move in

the grease after long measurement times (particularly at room temperature). The

CrysAlisPro software for data handling can account for ‘significant sample wobble’

in the data reduction stage (see Sec. 3.8.1) but not for large movement. Therefore,

this method is particularly useful for; crystal scanning, where several samples are

checked for crystal quality, twins which have evaded you during the microscope pro-

cess, which is highly possible if the twins are only a few degrees apart, or a large

factor discussed in this thesis, the sample is off-stoichiometric and shows short range

CO.

Crystal Screening and pre-experiments

The process of crystal screening and pre-experiments is perhaps one of the most

important in determining the overall success of the experiment. A large majority
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of the poor crystal candidates can be eradicated using the birefringent lens on the

microscope, and intuition when looking at the shape and size. It is more beneficial

to find 4-5 crystals (optimum size for SuperNova; crystal radius ≤0.3mm [157])

and mount them on loop sample holders, Fig. 3.8e, performing back to back short

pre-experiments to speed up the screening process. A pre-experiment allows one

to cover a small section of reciprocal space in a short amount of time. Firstly, the

crystal selected and mounted on the holder is placed on the 4-axis Kappa goniomter,

shown in Fig. 3.6(2). The video camera shown in Fig. 3.6(8) is then used to bring

the sample into the centre of rotation of the diffractometer. A small key allows one

to move goniometers degrees of freedom. Once the sample is positioned such that

the sample centre is always on the cross (indicated on the sample mounting option of

the Crysalis software using the video feed), the experimental parameters for a short

pre-experiment can be input and started. Screening measurements are performed at

room temperature. In some cases a short pre-experiment of 5 minutes will not yield a

sufficient number of reflections, giving little information to the quality of the crystal.

However, sometimes with YbFe2O4 the observation of diffuse CO, even with the

limited data collected was enough to deem the crystal of poor quality. In many pre-

screening scenarios, an advised estimated measurement time of 30 minutes, should

yield enough information to decide whether or not the sample is worth keeping for

further measurements.

Long measurements and temperature dependence

For measuring particular phase transitions on warming and cooling the SuperNova

is set-up with a Cryojet, which continuously blows hot or cold nitrogen directly

on the sample during a measurement (see Fig. 3.6 (9)). The temperature range

that the Cryojet uses is between ∼90-490K [162]. Often, once a pre-experiment

is completed, one can index the few reflections to the correct cell. These lattice

parameters are then saved when using the CrysalisPro software [163] and can be

used for the programming of longer experiment. A good data set is needed for

refinement of all possible structural solutions obtained from symmetry analysis,

which ultimately requires a long experiment. The inclusion of video capture, can

be set before the main experiment starts or after, but it is essential for the face

indexing necessary for a numerical absorption correction in the later stages of data

analysis. The video camera will take anything from 60 frames of the oriented crystal

which, is mounted on the goniometer head. Table 3.1 gives a brief overview of the

experimental parameters used to maximize the coverage of reciprocal space and times

allocated to specific theta positions, to pick up both the weaker reflections and ones

that are in the outer most resolution shells. Typically the measurements conducted

in this manner for final structural refinement run over 4 days, in this case 163 hrs.

Of course, trial and error is a big part of performing such long measurements, and

the ones stated in the table are those which provided optimal results. The detector

distance is vital when considering both the reflection coverage and also the type

of radiation used for the experiments. All final experiments used for the structure

refinements reported in this thesis employed Mo-Kα (λ=0.709). This is due to its

shorter wavelength compared to Cu-Kα, allowing more reflections to be collected.

50



3.7. EXPERIMENTAL SCATTERING TECHNIQUES AND INSTRUMENTS

USED

Expo Param. Given value

Resolution 0.355Å−1

Laue group 1

Detector distance 70 mm

Complete redu. data Yes

Lattice type P (primitive)

Scan width 1.0◦

Θ (◦):- 34.21 to 34.21 20 s

Θ (◦):- 92 to 99.50 60 s

Redundancy 14

No runs 87

Total frames 10388

Table 3.1: Typical parameters used for long measurements on the SuperNova single crystal diffrac-
tometer, which provided the best reciprocal space coverage and data quality.

3.7.4 High energy x-ray diffraction at the APS 6ID-D beam-
line

Figure 3.9: Experimental set-up at the beamline 6-ID-D. Left: image of goniometer and sample
environment. Right: lead masking used for strong Bragg reflections, where over saturation on the
MAR345 imaging plate will cause permanent damage.

High energy x-ray diffraction was performed at the Advanced Photon Source (APS)

on the beamline 6-ID-D. The experimental set-up uses a 4 circle goniometor for

single crystal diffraction with the added ability of low temperature measures with a

Displex cryostat. The scattered x-rays are collected on a MAR345 imaging plate (di-

ameter 345mm) which has a sensitivity to a broad range of x-ray incident energies;

4 keV(3 Å) up to 100 keV(0.1236Å) (the latter was used for all APS measurements

provided in this thesis) and 10µm2 pixel size. Readout times range from 9 s for a

180mm diameter, to 30 s for an area of 345mm. For high energy x-rays, that have

much smaller wavelengths (λ = hc/E, c=speed of light and h=Planck’s constant),

resulting in a larger radius of the Ewald sphere ki and making detection of whole
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reciprocal planes possible on the MAR detector, with just a small rocking of the

crystal [26]. Measurements were performed by driving the vertical and horizontal

tilting angles in a circular motion. The absence of rocking curves make the inten-

sities obtained in this method unreliable. Typically, exposure times were usually in

the order of some several seconds. However, longer scans can be performed to col-

lect weaker reflection and/or weak diffuse scattering. To observe the weaker charge

ordering peaks, the stronger more intense structural reflections were masked with

3mm thick lead pieces, as shown in Fig 3.9 (left).

The lead masking also prevents over saturation and damage of the imaging

plate [26]. An issue was encountered during measurements on cooling. The sample

is mounted on a copper pin (∼3mm diameter 20 mm in length), due to the ex-

pansion and contraction of copper when heated and cooled, the z vertical position

of the sample changed, and thus no longer always in the direct beam. This was

counteracted by performing scans at each desired temperature in 3 or 4 different z
positions, to make sure that the crystal was measured when directly in the beam at

temperatures down to 10K.

3.7.5 Diffuse neutron scattering at MLZ, beamline DNS

The first neutron measurement was performed at the Heinz Maier-Leibnitz Zen-

trum (MLZ) in Garching, beamline DNS, which is a diffuse scattering cold neutron

time-of-flight spectrometer with polarization analysis. This instrument is capable

of successfully measuring smaller samples even of the order 3.5mg, as shown by a

YbFe2O4 sample discussed in Sec. 5.1 (S2-sample). This particular type of experi-

ment, as discussed in the previous section, not only provides specific details about

the various types of scattering and information obtained for both magnetic and nu-

clear contributions, it also allows one to map much broader region of reciprocal space

compared to some of the other more standard neutron diffraction experiments. It

is the use of a PG(002) double focusing monochromator which provides the large

wavelength range of 2.4 < λ < 6.0 . An initial correction using a vanadium stan-

dard sample 1 was conducted before measuring the sample that was mounted on an

aluminum holder.

DNS usesXY Z Helmholtz coils, which have the capability to generate a magnetic

field pointing in any direction and thus change the incoming neutron polarization

in the same direction. The instrument is equipped with 24 3He detector tubes, each

filled with helium gas, and perhaps one of the most efficient ways of collecting neu-

trons with a polarization rate of 96% in such a set-up [164]. In order to perform

the polarization analysis the detectors are equipped with m=3 Schärpf bender-type

focusing supermirrors, where a polarized neutron flux as high as 5×106 n/(s·cm2)

1Each detector sees a different amount of solid angle and each with varying efficiency, further-
more each analyzer has a different transmission. In order to make the appropriate correction, an
initial run (experiment) is usually made with a standard vanadium sample. Vanadium is a purely
incoherent scatterer and incoherent scattering is by definition isotropic. The scattering intensity
seen in each detector is a measurement of detector efficiency, solid angle and analyzer transmission.
If there are intensities picked up using the vanadium standard sample, then it typically means the
instrument will need calibrating, and as the neutron cross section of vanadium is well known, it
provides a systematic check of the experimental set-up.
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is achievable at 4.74Å. A neutron guide field preserves the neutron polarization

between the polarizing supermirror benders and the sample. For time-of-flight spec-

troscopy the more recent installation of 128 position sensitive 3He tubes each 1m in

height and 0.5 in diameter provide an increase of solid angle coverage [164]. Mea-

surements conducted on the samples in this work were done so using the z and x
(x||Q̄) polarization channel with a neutron wavelength (4.2Å). For each experiment

the cryostat was cooled to base temperature (∼3.5K) and the specific temperatures

of interest were measured on warming, typically 3.5, 100, 200 and 250K. Information

regarding both the magnetic spin-flip (SF) and nuclear non-spin-flip (NSF) contri-

butions were obtained. Unfortunately, DNS provides only a vertical magnet for

applied field experiments, as opposed to the horizontal magnet needed to probe the

hhℓ plane in YbFe2O4 and LuFe2O4 with a magnetic field applied in the c-direction,

therefore the remaining neutron experiments covered in the following were conducted

at neutron beamlines with an applicable horizontal magnet. In polarization mea-

surements the most convenient and standard choice of an x, y, z-coordinate system

for the setting of the polarization P, is to have one axis, for instance x parallel to

Q, with the axes y and z perpendicular to Q pointing in- and out-of the scattering

plane, respectively. However, with many polarized neutron experiments, most use

a multi-detector system, in this case P can be set ideally parallel to Q only for a

single detector.

3.7.6 Cold neutron diffraction at PSI, beamline DMC

Neutron diffraction in applied fields were performed at the Paul Scherrer Institut,

Villigen on the beamline DMC. Although this beamline is primarily adept at per-

forming powder neutron experiments, it is also possible to mount the crystal on an

aluminum holder and perform rocking curves. This particular beamline is equipped

with a linear position sensitive detector [165] and oscillating radial collimator sys-

tem which suppresses peaks from the various sample environments. The optimized

shielding reduces the effects from instrumental background. Since it is a cold neu-

tron source the available wavelengths range between 2.3Å and 5Å. Measurements

on ZFC and FC were performed in fields of 0T and 1.8 T, the latter being the max-

imum field possible with the cryo-mag MA02 horizontal magnet, and operable in

the temperature range 1.8-300 K. The temperatures of interest based on the initial

magnetization measurements were focused at 200, 100 and 1.5 K. At a particular

temperature and field, reciprocal space maps of the hhℓ plane were measured, and

2D line integrals were taken of the magnetic peak intensity along (1
3
, 1

3
, ℓ) and (2

3
,

2
3
, ℓ).

3.7.7 Neutron diffraction at BER II, beamline E4

The E4 2-axis diffractometer is primarily used for magnetic structure determina-

tion. Like DNS, this beamline also uses a super mirror bender and a π-flipper, but

rather than a multi-detector, the use of a 2D detector (200×200mm2) with vari-

able distance (640-900 mm) is used to detect the outgoing neutrons. The maximum

magnetic field obtainable for the required horizontal magnet is <6 T, much higher

than that obtainable at DMC, and thus provided a sound basis for further field and

temperature dependent studies on YbFe2O4. There are two wavelengths accessible
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depending on which monochromater is used, for a PG(002) (Pyrolytic Graphite)

2.44Å or 1.2Å with a Ge(113) (Gemanium) double focusing monochromator. As in

all cases the sample was mounted using an aluminum holder, where several scans

were done in the beginning to establish the dark angles of the horizontal magnet.

Once achieved, the remaining theta positions can be used to reach specific reflec-

tions of interest; structural and magnetic. Both theta and omega rocking scans

were performed about each selected reflection, during a field dependent measure-

ment. Typical field increments of 0.02T were used to carefully map the magnetic

hysteresis at 200K on both FC and ZFC. In principle, the experiment was very

similar to those performed at DMC, the major differences being that this is more

equipped for single crystals and the neutron flux is much lower than that provided

at PSI. This means that the scanning times of each measurement take far longer,

such that enough neutrons at each theta or omega angle are obtained.

3.8 Processing of diffraction data

3.8.1 Data reduction and absorption correction in CrysAl-
isPro

Figure 3.10: Face indexing image of YbFe2O4 sin-
gle crystal. The faces can be manually added if
one knows the orientation of the crystal. Alter-
natively there are two methods to highlight each
face with either drag or point marking. If the
sample holder is not straight, on rotation of the
crystal during the experiment it will move about
an axis, this can also be corrected for in the soft-
ware.

There are a few important steps re-

quired that fill the void between data ac-

quisition and structure refinement. For

long measurements, the data sets are

large, the first point of call is to check

the data using the peak finding option in

the CrysalisPro software, there is also a

smart peak hunting option, more sensi-

tive to weaker reflections but as a result

slightly slower. From the peaks found,

a matching cell can be deduced in an-

other module of the software. If the

cell selected by the software is not fit-

ting, perhaps a lower symmetry cell has

to be tested, the possibility to search

for a different cell manually is available.

It is possible to also find twin compo-

nents in the data using the “Ewald ex-

plorer" [163], such as actual twins due

to lost symmetry elements going from a

higher symmetry cell to a lower symme-

try subgroup, or twins which occur from

different grains of a mosaic crystal. The

remaining steps after peak and cell find-

ing confirmation are the peak integration and re-finalization of the data. but more

importantly the choice to search for a different cell manually or automated via

the software. The peak integration is performed at the reciprocal lattice position

corresponding to the correctly found cell and processed in an output hkl file, the
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completion time is dependent on the amount of runs/frames measured during the

experiment but in most cases takes ∼30 minutes for a large data set. Before starting

the peak integration, the software provides a number of options which allows one to

improve the data set e.g, by correcting a potential sample wobble. After the peak

integration is complete, the next step is re-finalization, and allows the user to incor-

porate appropriate absorption corrections and to determine a space group search (if

desired) for the ideal space group for the final output file. The absorption correction

option provided in the CrysalisPro software gives several analytical corrections for

the data, a combination of empirical and numerical correction give the best outcome.

In absorption correction, two corrections are to be made, the absorption of the

incoming beam and the diffracted beam. The amount of correction is dependent on:

the shape, size of the crystal and its orientation. If a correction is not performed

the intensity of reflections will not be accurate. Exact methods such as empirical

corrections works on the principle analysis of spherical or cylindrical shaped crystals

uses using a number of spherical harmonics in a least squares procedure. Where

possible, for complete accuracy the sample can be shaped into a sphere or cylinder for

an exact correction to be applied. Numerical correction on the other hand requires

a description of the crystals in terms of its faces and their size, preferably well

defined faces with clear outline of each will benefit the correction. The best result

is obtained when a combination of both types of absorption correction are used.

An image of the face indexing of YbFe2O4 is shown in Fig. 3.10, the face indexing

can also be completed in Jana2006 if the user so chooses. Once the refinalization

step is complete, a window with the final Rσ (signal to noise ratio) values for each

resolution shell are given. The resolution shells are the reflections obtained from low

to high angle in θ. The two important terms which one must consider before refining

data is the Rσ and Rint values, which are obtained during the data reduction (peak

integration, absorption correction) before a final output file is created. Software

dependent, the user should have a clear idea as to the quality of the data before

loading it into a refinement program, and is represented by these two experimental

R-values. The Rσ value is the estimated standard deviation and Rint, the internal

residual. Each are defined in the following;

Rσ =

∑

i σ(Fi)
∑

Fi

(3.29)

The standard deviation Rσ in Eqn. 3.29 uses the sum of all independent re-

flections i and in terms of internal R-factor, the additional term j us a sum of all

equivalent reflections.

Rint =
∑

i

∑

j

Ij − 〈Ii〉
〈Ii〉

or Rint =
∑

i

∑

j

F 2
j − 〈F 2

i 〉
〈F 2

i 〉
(3.30)

If these values are reasonable after the refinalization step the data can be used

directly in a refinement program, if not the refinalization step can be repeated,

perhaps making changes to the space group or absorption correction.
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3.8.2 Structure solution and refinement

For refinement of any single crystal data, the first step before structural solution is

merging of the reflections, including space group determination and merging statis-

tics. From here structure solution is implemented, via superflip [166] and the elec-

tron density map or with a direct method using SIR2014 [167]. The latter was used

in each structural solution represented in this thesis. This is a complex program,

using many algorithms to provide the best statistics for a structural solution, an

example of one of the algorithms is the SPACE algorithm. This defines the Laue

groups compatible with the space group symmetry and geometry of the unit cell

and assigns a specific probability value to each of them, by analyzing the symme-

try equivalent diffraction intensities. Following this and several more complicated

algoritims a final structure solution is provided, giving a number of atoms which

represent the unit cell of choice. There are some occasions, for complex structures,

that the number of atoms given by SIR2014, are not correct, where the molecular

density of the compound is short often by the lighter atoms in the compound. This

can sometimes be remedied either by a recalculation of the structure solution via

SIR2014 (running the program again) or by manually selecting the atoms that are

obtained from the superflip program. This works on the basis that there can be

nowhere a negative electron density, a reverse Fourier transform is used to calculate

the random phases which obey Friedel’s law. For each negative density, the charge

is flipped [168] and the charge densities calculated this way relate to a specific atom.

The larger electron densities will relate to the heavier atoms, and thus smaller val-

ues for lighter atoms. From here the structure solution can also be obtained, or aid

that which has already been evaluated using SIR2014. The software JANA2006 was

used for the final structural refinement. Refinement itself is improving the agree-

ment between observed and calculated data, by the adjustment of parameters such

as atomic positions, aiming for, in the process to minimize M given in Eqn. 3.31.

In many refinement programs there is the option to refine in terms of either the

structure factor, F or the structure factor squared F 2 [169]. Each one is equally

applicable, however there are some small advantages to refining in terms of the F 2.

The refinement based on F is given as;

M =
∑

w
(

|Fo| − |Fc|
)2

where w =
1

σ2
(

|Fo|
)

+
(

uF0

)2 (3.31)

Here Fo and Fc are the observed and calculated structure factors, respectively.

The weighting factor denoted as w, is defined on the right of Eqn. 3.31, where σ is

the estimated standard deviation. The instability factor u, is typically set to 0.01,

as was the case with all the refinements presented in this thesis. The value set

should remain for all data obtained under the same conditions. Similarly, the same

variables apply for the structure factor in terms of F 2:

M =
∑

w
(

F 2
o−F 2

c

)2
where w′ =

w

4F 2
o

=
1

4F 2
o · σ2

((

|Fo|
)

+
(

uFo

)2) (3.32)

The only difference here is the weighting factor w′ for the structure factor of F 2

is derived from the weighting factor w of the refinement based on F . The question
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still remains, which one is better and why? In the past, crystallographers performed

refinements against F , however in order to minimize this function (Eqn. 3.31). This

involves the extraction of a root (one must recall that I ≅ |F |2,) which ultimately

leads to mathematical problems with very weak reflections or reflections with neg-

ative intensities. To combat this issue with refinements against F , the negative

measurements must be set to zero, or to an arbitrary small positive value. Such

an approach already creates bias, as weak reflections, despite the lack of intensity

do provide important information with regards to the final crystal structure deter-

mination. Another con of using a refinement against F stems in the difficulty of

estimating σ(F ) values from σ(F 2), the latter of which is determined during data

reduction [169]. This follows through, since the least-squares method is sensitive to

the weights applied to each reflection in the summation given above in Eqn. 3.31,

problems will therein lie in the σ estimation leading to inaccuracies in the refine-

ment. Refinements, however, against F 2 avoids all of these ambiguities, moreover

aiding the overall refinement with advantages such as the refinement of twinned

structures are mathematically simpler and refinement of these structure factors are

less likely to settle in local minima [170, 171]. For this thesis all refinements were

performed against F 2. The next point of call, after the establishment of the type of

basis for the refinement, is to judge the quality of the structural refinement, this is

done by the various types of R-values.

There are three final residual R-factors that are essential during structural re-

finement, each of these can be based against refinements of either F or F 2. The

first two are termed R1 and R2, respectively, and each of which having a related

weighted R factor wR and wR2. The R1 and wR factors are defined as

R1 =

∑

j ||Fo| − |Fc||
∑

j |Fo|
and wR =

√

∑

j w(|Fo| − |Fc|)2
∑

j w(Fo)2
(3.33)

The R2 and respective wR2 factor is given by

R2 =

∑

j F
2
o − F 2

c
∑

j F
2
o

and wR2 =

√

∑

j w(F
2
o − F 2

c )
2

∑

j w(F
2
o )

2
(3.34)

Unlike the refinement against F , the values obtained for R2 and wR2 are often

3 times larger, but based on the least squared method it gives a direct weighted and

normed deviation as a result, which is far more accurate than that of R1. Lastly,

the final quality indicator is the goodness of fit, written as GooF or GoF and for

refinements against both F and F 2 is written as

GoF =

√

∑

j w(|Fo| − |Fc|)2
NR −NP

and GoF2 =

√

∑

j w(F
2
o − F 2

c )
2

NR −NP

(3.35)

In these equations NR is the number of unique (i.e merged) reflections and NP

the number of refined parameters. Theoretically, for an adjusted weighting scheme

this value should be as close as possible to 1, however when manipulating or rescal-

ing the weights, w, artificial improvement of this value may result. If the weights are

altered early on in a refinement as the number of parameters influence strongly the
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overall GoF. This should really be done if necessary near the end of the refinement.

Values of GoF < 1 indicates over fitting; using too many fit parameters given the

amount of reflections, or bad absorption correction. The latter is really one aspect

of structure refinement, which can most largely effect the final result. The wrong

choice of space group may also lead to an underestimated goodness of fit.

The end goal of the refinement is to minimize all of these values, where ideally

the final R-value should be within the realms of 1 or 2%. However, depending

on the complexity of the structure and the number of parameters and variables

which can effect data sets, values below R=5% are often considered seriously when

clear scientific argument is made. A final point of call is the Hamilton test [172]

also known as the R-factor ratio test which checks whether or not the increase of

parameters lead to a significant improvement of the model.

3.8.3 Bond Valence Sum (BVS) analysis

The different valences of atoms in chemical structures can usually not be determined

directly by in-house x-ray diffraction. In the more complex cases like YbFe2O4,

which has a mixed valence state of Fe2+ and Fe3+, the atomic form factors are far

too closely related to be easily distinguished. The Bond Valence Sum (BVS) is

determined using a number of basic assumptions when calculating the bond length

between neighboring atoms. There are two primary assumptions that are used to

describe the BVS. Firstly, the bond between two atoms is formed by the pairing of

electron density in the region where the valence shell of two or more atoms overlap,

and secondly each atom contributes the same number of valence electrons to the

bond [61]. In an ionic picture for example taking a transition metal ion, Fe, which

is surrounded by O2− ions with an equilibrium bond length. If an extra electron is

added to the Fe ion (reducing the valency from Fe3+ to Fe2+) the constant repulsion

between this electron and the O2− will push the O2− away, resulting in a longer

bond length; away from its equilibrium. The valence of an atom is described by the

BVS in the following equation:

Vij =
∑

exp
R0 −Rij

b
(3.36)

Here Vij is the bond valence of the neighbouring atoms i and j, and the bond

length between the two atoms is given by Rij. The final two parameters in the

equation are b=0.37, the universal constant and R0 the bond valence parameter, the

latter of which only depends on the chemical identity of the atom and determined

empirically [173, 174]. This tabulated bond length is determined from pre-existing

experimental structures [61,175] and since Rij depends largely on the valence state

of the particular ion and its environment, it is as a result not an exact parameter.

BVS analysis can encounter a charge disproportionation issue, stemming from the

inconsistencies in the BVS tabulated parameter. This requires further investigation

to reduce ambiguity with, for example complex charge ordered structures [107,176].

The experimental determinations of the characteristic bond lengths R0 from litera-

ture are shown in Table. 3.2 for; Fe2+, Fe3+ and Yb3+, and all determined empirically.
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Literature R0 (Fe2+) R0 (Fe3+) Literature R0 (Yb3+)

[174] 1.734 1.759 [174] 1.985

[177] 1.7 1.765 [178] 1.969

[179] 1.713 1.751

Mean 1.7156 1.7583 Mean 1.977

Table 3.2: The characteristic bond lengths R0 from published literature of; Fe2+, Fe3+ and Yb3+.
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4 | Oxygen stoichiometry
and optimization in YbFe2O4

The first section will provide a brief overview of the steps taken to produce single

crystals of YbFe2O4, from initial powder synthesis via solid state reaction to crystal

growth via traveling floating zone method (for further detail on the specifics of this

technique please refer to both Sec. 3.1 and 3.2 as well as [180] [181] (pp.244-246).

The remaining parts of the chapter will be focused on comparisons between sam-

ples of different stoichiometry and their relative macroscopic characteristics. From

the different mixed gas ratios used, synthesis was optimized using CO:CO2=1:2.5.

Many crystals from this batch exhibited sharp magnetic transitions in magnetiza-

tion measurements; indicative of a more stoichiometric crystal.

4.1 Synthesis and crystal growth

Figure 4.1: Top: crystals grown via optical
floating zone in different oxygen partial pressures;
CO:CO2=1:5 and CO:CO2=1:2.5. Bottom: im-
age of YbFe2O4 single crystal mounted on real
time Laue camera (left), Laue image along c-
direction (right).

For powder synthesis, commercial pow-

ders of Yb2O3 and Fe2O3 were used.

All powder mixtures were heated in a

CO:CO2=1:3 gas flow, based on previ-

ous successful synthesis and single crys-

tal growth of isostructural LuFe2O4,

using gas ratios between CO:CO2=1:5

and 1:2.5 [27, 74, 104]. For single crys-

tal growth of YbFe2O4 four different

gas ratios were used: CO:CO2=1:5,

1:3.5, 1:3 and 1:2.5, where the typi-

cal pressure used during each crystal

growth was set at a specific value in the

range of 1.25-1.75 bar [43] (see Sec. 3.1

and Sec. 3.2 for experimental details).

The CO:CO2=1:5 atmosphere was first

selected and used for crystal growth,

based on a previous successful growth

of a stoichiometric LuFe2O4 single crys-

tal in this atmosphere [27]. The resul-

tant crystal boule was about 5 cm in

length and 5-6 mm in diameter, shown

in Fig. 4.1 (top). The rod was a dull
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silver colour with multiple small lines running up its length. A small section of the

rod was cut and the colour inside was light brown and powdery in texture. Pow-

der x-ray diffraction (see Sec. 3.7.1) indicated multiple phases including; Yb2O3,

Fe2O3, YbFe2O4, Yb2Fe3O7 and Yb3Fe5O12. These phases are seen clearly in the

phase diagram of Fe-Fe2O3-Yb2O3 [78], indicating a too high oxygen partial pres-

sure. Further growths in lower oxygen partial pressure atmospheres yielded single

phase YbFe2O4, e.g. the crystal grown in CO:CO2=1:2.5, given in Fig. 4.1 (top

panel). The growths with lower oxygen partial pressure were much more stable

than that of the CO:CO2=1:5, requiring only minor adjustments in input power for

stability. Single crystals of YbFe2O4 show a strong tendency to cleave along facets

perpendicular to the c direction, which is similar to the behavior in LuFe2O4 [26,32].

Fig. 4.1 (bottom left) shows an image of the more stoichiometric GS sample (with

magnetization comparable to the S1 sample, see in Fig. 4.3) mounted on a real time

Laue set-up with dimensions 3x2x1 mm.

Figure 4.2: Left: powder diffraction of YbFe2O4 on: 1:3.5 Powdered Crystal (PC), 1:3 (PC),
1:2.5 Powdered Stoichiometric single Crystal (PSC) and 1:2.5 Powdered Non-Stoichiometric single
Crystals (PNSC) with background subtracted. Arrows indicate peaks from mylar foil used for the
powder diffraction measurement, which occurs strongly in the (PSC) due to the smaller mass of
powder obtained from the 20.8 mg, more stoichiometric single crystal. The reflection positions of
the R3̄m structure were taken from [75]. Right: FC magnetization measured on a Stoichiometric
single Crystal (SC) (blue curve), and Non-Stoichiometric single Crystal (Brown curve) scaled by
x4, both grown in CO:CO2=1:2.5, and later ground for powder diffraction and named PSC and
PNSC, respectively.

Here the flat shiny facet is perpendicular to the c direction where the respective

Laue image is shown in Fig. 4.1 (bottom right). Powder diffraction was performed

using a Huber Guinier D670 diffractometer on four different samples: powdered

crystal (PC) from a 1:3.5 growth, PC from a 1:3 growth and lastly two powdered

single crystals from the 1:2.5 growth a Powdered Stoichiometric single Crystal (PSC)

and a Powdered Non-Stoichiometric single Crystal (PNSC) (see Fig. 4.2, left). The

relative FC magnetization curves of the PSC and PNSC samples before being pow-

dered are provided in Fig. 4.2 (right). All samples grown in oxygen partial pressures

between CO:CO2=1:3.5 and 1:2.5 yielded single phase YbFe2O4 [75], indicating that

under these conditions YbFe2O4 is stable. A Le Bail fit of both the PSC and PNSC

grown in CO:CO2=1:2.5 gave lattice parameters; a=3.4578(3), c=25.1285(9) and

a=3.4604(3), c=25.1320(5), with final refinement values of Rp=1.51% and 1.58%,

respectively. There is only a small variation in lattice parameters between PSC

and PNSC, which we can consider to not be statistically significant [43], despite of
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the very different magnetization curves (Fig. 4.2, right), suggesting different oxygen

stoichiometry.

4.2 Variations of intrinsic properties based on off-

stoichiometry

This section will highlight the variations seen in both the magnetic and charge order-

ing properties in samples with off-stoichiometry, indicated by shifts or broadening of

transitions and low dimensional ordering strongly related to the broadness of each

respective transition. These effects are all accountable to either too much or too

little oxygen during crystal growth, where as shown in Fig. 4.2 (right), sample to

sample dependence can occur strongly even in one crystal growth. Such crystal to

crystal variation within one batch were noted for LuFe2O4 [26,32]. The largest chal-

lenge in this work was to optimize the gas ratio used, as the intrinsic behavior can

only be elucidated on highly stoichiometric samples with long-range spin and charge

order, as clearly observed in LuFe2O4 [32, 33, 48]. This chapter covers the data and

overall comparison of samples of different oxygen content, before heading into the

final results obtained on the most stoichiometric crystals in the following chapters.

4.2.1 Off-stoichiometry and its effects on magnetic properties
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Figure 4.3: Field cooled magnetization measured on three different single crystals grown in three
CO:CO2 gas ratios: CO:CO2=1:2.5 Sample 1 (S1) (black curve), CO:CO2=1:3 (S2) (red curve)
and CO:CO2-1:3.5 (S3) (blue curve). Figure from own work [43].

The investigations on YbFe2O4 for the focus of this thesis have uncovered a wide

range of magnetic and charge order transitions, largely similar to those observed

in LuFe2O4 [26, 27, 32, 33, 82, 87, 182]. During the crystal growth of YbFe2O4, four

different gas ratios were used: CO:CO2=1:5, 1:3.5, 1:3 and 1:2.5 (see Sec. 4.1 for

details). Due to the strong Ising nature of this system, the Fe spins prefer to align

parallel to the c direction, therefore, in all DC and AC measurements, the fields

were applied along this easy axis. Our magnetization studies on field cooling (FC)

from 300-10K on three YbFe2O4 single crystals grown in CO:CO2=1:2.5 Sample 1

(S1) (black curve), 1:3 (S2) (red curve) and 1:3.5 (S3) (blue curve) are provided in

Fig. 4.3, with masses m=32mg, 4.5mg and 3.5mg, respectively. The crystals S2
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and S3 grown in the more oxidizing conditions, the CO:CO2= 1:3 and 1:3.5, only

exhibit smeared features and shifts in transition temperatures. It is immediately

clear that on reducing the oxygen content, going from CO:CO2=1:3.5 to 1:3, the

transitions become slightly sharper. These two M (T ) curves are almost identical

to those published by Yoshii et al. [119] on single crystal YbFe2O4, which provided

the most stoichiometric curves to date. Unfortunately, there was no mention of

which gas ratio was used during the single crystal growth, and therefore no compar-

ison can be made with our data, in terms of growth conditions. The vast majority

of published magnetization data provide curves with broad transitions such as that

shown in Fig. 4.5, and also grown in the CO:CO2:=1:3.5 (a clear observation of sam-

ple to sample dependence) and very similar to previously published magnetization

curves on both single crystal YbFe2O4 and LuFe2O4 [13,123,127,129,183] and poly-

crystalline samples [81, 84, 118, 124, 127]. The presence of these broad transitions

in off-stoichiometric RFe2O4 (R=Yb, Y, Lu... etc) samples often indicate glassy

features, inherent of low dimensional (i.e, limited to the a-b plane) magnetic order-

ing, [80,84,87,91]. A sweet point was reached in terms of the CO:CO2=1:2.5 gas ratio

used during growth, the S1 sample, as shown in Fig. 4.3 (black curve), exhibits sharp

clearly defined transitions at Tc= 256 K, TAFM=216K and lastly TLT=139K [43].

These magnetic phase transitions are discussed in detail in Chapter. 5.

Figure 4.4: Real part of the AC susceptibility with 5 different driving frequencies ranging from
13-9010Hz. Top: highly stoichiometric GS sample. Bottom: off-stoichiometric S3 sample. The
black curve in each panel represents the relative FC magnetization for each sample measured in
an applied field of 100 Oe.

Another way to simply probe the magnetic correlations macroscopically is with

AC susceptibility (see Sec. 3.4 for experimental details), primarily used to identify

spin glass transitions based upon frequency dependence, due to delayed magnetic

response. The real part of the AC susceptibility measured at 5 different driving fre-

quencies is given in Fig. 4.4, on the highly stoichiometric GS sample (CO:CO2=1:2.5)
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(top) and the off-stoichiometric S3 sample (bottom) (CO:CO2=1:3.5). The funda-

mental difference between the two data sets is the clear frequency dependence seen

in the off-stoichiometric S3 sample at 243 K, which on decreasing driving frequency

results in a peak shift to lower temperatures, very similar to those published by Sun

et al. [123] on a single crystal of similar quality. This is not seen in the GS sample at

Tc= 260K, the transition in AC susceptibility is taken at the top of the peak, con-

trary to the magnetization which is slightly lower at 256K (also shown in Fig. 4.4,

black curve (top)), as it is taken at the mid point of the slope. The Tc transition

is pinpointed far more accurately in the AC susceptibility than in M (T ), where it

is seen as a broad hump, making it far more difficult to isolate the exact transition

temperature. The frequency dependence is a clear example of reduced magnetic or-

der at Tc in the off-stoichiometric sample (See Fig. 4.4 black curve (bottom)), where

not all magnetic moments are ordered, quite opposite to the GS sample, where the

lack of frequency dependence at this temperature indicates a well ordered state. In-

terestingly, on further cooling to TAFM (ferrimagnetic phase to the antiferromagnetic

phase) [32,43] (see Chapter. 5), the responses to different driving frequencies of the

GS sample begin to split, suggesting that the latter magnetic phase is less well or-

dered with smaller domains. This frequency dependence continues beyond the lower

temperature TLT, but becomes uniform once again below ∼100K. This frequency

dependence is not surprising as it is going from one type of magnetically ordered

to state to another, but the line spread of the different driving frequencies becomes

more narrow when fully in the AFM phase at 222K. The increase in frequency

dependence beyond this point for both samples is attributed to the low temper-

ature TLT transition, also observed in LuFe2O4 and classed as a glassy re-entrant

phase [33]. This low temperature transition can be stabilized in either an AFM or

fM phase, depending on which starting conditions are used for the magnetization

measurement. A comparison to the only published AC susceptibility data from Sun

et al [123], shows large similarities with the 1:3.5 data, whereby taking the transition

point to be the midpoint of the drop of the large peak, in our data the transition

occurs around 237K, analogous to that seen in [123]. Frequency dependence in the

GS sample occurs only after the drop into TAFM, in slight contrast to that observed

in the 1:3.5 sample, where frequency dependence starts at around T=256 K. Al-

though it is clear that the GS sample provides clearly sharper transitions, frequency

dependence is still a large feature on cooling beyond the AFM transition, this was

not the case in highly stoichiometric LuFe2O4 [26], which in there highest quality

sample, saw no frequency dependence on cooling. A number of intrinsic physical

properties can constitute such features in an AC susceptibility measurement. Off-

stoichiometry of a sample, which typically exhibit only low dimensional magnetic

ordering, will show a frequency dependence due to weakened magnetic correlations

concomitant with glassiness or parasitic ferrimagnetism (PS) [26,90,184].

4.2.2 Neutron scattering in zero field

The first neutron scattering experiments used to exploit the magnetic ordering

in YbFe2O4 was done so at the beamline DNS (Diffuse Neutron Scattering) (see

Sec. 3.7.5) at the MLZ (Heinz Maier-Leibnitz Zentrum), Garching. Our first single

crystal large enough for neutron measurements was a 60mg sample obtained from

the crystal growth in the CO:CO2=1:3.5 atmosphere. Although the FC magneti-
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zation shown in Fig. 4.5 (top left) exhibits only smeared transitions, with a poorly

defined TAFM and TLT transition, no neutron investigations were published at all

on YbFe2O4. Therefore an initial glimpse would provide invaluable information as

to the type of magnetic ordering (long or short range correlations) on such a qual-

ity crystal and the onset of the main ordering temperature. The DNS instrument

was operated in the neutron spin-flip configuration, where the neutron scattering

process is sensitive to the pure magnetic scattering [150, 185]. The z-polarization

spin-flip scattering was measured at 200 and 3.5K and given in Fig. 4.5 (left). For

all measurements performed at DNS the crystal was pre-mounted on an aluminum

holder using Laue diffraction and oriented such that both −→c and 110 directions are

in the horizontal scattering plane. All measurements were corrected by a vanadium

standard measurement (see Chapter. 3, Sec. 3.7.5 for more details).

Figure 4.5: Field cooled magnetization and reciprocal space maps of the spin-flip (SF) scattering
measured in the hhℓ plane, at 3 different temperatures on two YbFe2O4 single crystals grown in
the CO:CO2=1:3.5 atmosphere. Left panel: 60 mg sample. Right panel: the S3 sample.

The two reciprocal space maps measured on the 60 mg sample, were done so

on cooling to 200K and 3.5K, each exhibiting diffuse intensity along ( 1
3
, 1

3
, ℓ), see

Fig. 4.5 (left). On cooling to 200K the intensity become much stronger at ∼ 200 ct/s.

The further increase in intensity of ∼ 400 ct/s at 3.5K, below TLT is a direct effect

of the competing AFM and fM orders. This particular diffuse magnetic behavior

seen along (1
3
, 1

3
, ℓ) strongly indicates an inability of the magnetic spins to align

along the c axis, where magnetic correlations in this case are primarily limited to

the a-b plane and stems from off-stoichiometry, i.e an excess or too little oxygen.

A later neutron experiment performed on the S3 sample (3.5mg) is also shown

in Fig. 4.5 (right panel), with corresponding FC magnetization. When first con-

sidering the FC M (T ) measured on each sample, one would ascertain that neither

sample are of good stoichiometric quality, with the S3 sample exhibiting a few more

smeared transitions than that of the 60mg sample. However, despite of this, DNS

measurements performed at the same temperatures as before but on warming from
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3.5K show the clear development of 3D magnetic peaks along ( 1
3
, 1

3
, ℓ) at 200K.

There is a slight diffuse aspect seen at 200K, in the neutron data, which increases

on cooling down to 3.5K along with the peak intensity. The 2D diffuse background

comes from a combination of three factors; (1) 3.5 K is well below TLT, which in

LuFe2O4 is classed as a re-entrant glass phase. Strong diffuse scattering below this

transition was also observed in LuFe2O4 [26]. Increased diffused scattering below

TLT stems from competing domains ordered both anti and ferrimagnetically. (2)

the broadness of the transition seen in the magnetization data implies that not all

spins are strongly correlated along the c direction. (3) As seen in neutron diffraction

of LuFe2O4 [26, 32], 2D line scans along ( 1
3
, 1

3
, ℓ) in both 0T and 2.5T show that

there is a small diffuse component at 220K even with an applied field. This effect

is also clearly seen in the highly stoichiometric YbFe2O4 GS sample, where similar

neutron diffraction measurements (see chapter 7 Sec. 7.2 for detailed analysis) show

that even with the application of higher fields (>1.8T), a diffuse background still re-

mains, indicating that the system is not fully ordered in the AFM phase. This effect

was also seen in LuFe2O4 [32]. The magnetization in 100 Oe of the 60mg sample is

a factor 100 less than that of the 3.5mg sample, which is not only surprising based

on the relative sizes of the crystals, but could be a primary reason as to why there

is only 2D magnetic order present in the 60mg sample, the overall lower magnetic

moment is a result of very short range correlations in the sample.

4.2.3 Off-stoichiometry and its effects on charge order

The currently limited number of publications on YbFe2O4 (see Chapter. 2, Sec. 2.3),

show mostly samples that exhibit off-stoichiometry when compared to the closely

related LuFe2O4, in terms of the CO only 2D diffuse correlations have been ob-

served [120, 121], except for two publications by Matsumoto et al. [130] and the

other by Matsuo et al. [186], both using electron diffraction. They observe clear

commensurate peak intensity in the hhℓ plane, along (n
3
, n

3
, ℓ) at τ=(1

3
, 1

3
, 3

2
) posi-

tions. The two TEM images (Tunneling Electron Microscope) from [130] and [186]

are shown in Fig. 4.6, left and right, respectively. The image from [130] is coupled

with diffuse scattering along ℓ, an indication of some short range ordering, which is

not present in the imaged published by [186]. The clear intense CO spots indicate

a highly stoichiometric crystal, however electron diffraction focuses on very small

areas of a single crystal, and as a result long-range ordering may not have been

present in the entire sample. Interestingly, there have been no observation of the

3D incommensurate CO in YbFe2O4, which occurs in highly stoichiometric LuFe2O4

below TCO=320K and remains down to low temperature [48]. This may be due to

the lack of sufficiently stoichiometric crystals or due to commensurate CO existing

in YbFe2O4. The investigation of the CO in YbFe2O4 for this work using different

gas ratios for crystal growth, highlighted that the occurrence of 3D CO in samples

produced in the more oxidizing gas ratios was limited, and provided in most cases

2D diffuse CO at all temperatures (see Chapter. 6).
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Figure 4.6: Tunneling Electron Microscopy (TEM) images of YbFe2O4 in the hhℓ plane at room
temperature. Left: image taken from [130] and adapted. Right: image taken from [186] and
adapted.

This type of low dimensional CO is classed as Type 1 CO in this thesis as shown

in Fig. 4.7. The remaining two types of CO also observed in this work are that

of Type 2 (Fig. 4.7, middle panel) seen in the S1 sample using high energy x-ray

diffraction, and exhibits for the first time identical 3D incommensurate CO at RT as

in LuFe2O4 [48,106]. Contrary to LuFe2O4, on cooling below 280K (see Chapter. 6)

the CO merges forming a commensurate phase, with an early onset at 287K seen

in the heat capacity (see Fig. 4.8 (red curve)).

Figure 4.7: The three types of CO observed in YbFe2O4 at 300 and 90K. Type 1: shows reciprocal
space maps in the (hhℓ) plane from a single crystal grown in the CO:CO2=1:3.5 gas ratio, measured
on the in-house SuperNova single crystal diffractometer. Type 2: was obtained from the highly
stoichiometric S1 sample at the APS using high energy x-ray scattering and a MAR imaging plate.
Lastly, Type 3: also observed on a single crystal from the CO:CO2=1:2.5 growth, and measured
using the same technique as Type 1.

In the final example of CO, Type 3, purely commensurate CO is seen at RT and
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on cooling. This type of 3D commensurate CO has never been observed in LuFe2O4.

Of these three types of CO observed in YbFe2O4, the type 3 is the most closely re-

lated to those previously published by [130, 186]. The analysis of the CO in this

system, detailed in Chapter 6 uses a mono-domain-like sample (see Fig. 6.11) with

commensurate CO peaks distributed almost identically to that published by [186].

The heat capacity data on the highly stoichiometric GS sample and the off-

stoichiometric S3 sample (relative M (T ) shown in Fig. 4.4 and Fig. 4.3, respectively)

is given in Fig. 4.8. The onset of TCO ≈305K in YbFe2O4 is lower than that of

LuFe2O4 [48] (TCO ≈320K) and seen in crystals of varying quality. Of course, in

the S3 sample, the peak is far less sharp than that of the GS sample, furthermore

the GS sample exhibits a secondary peak in the heat capacity at ≈287K, which

stems from the system going from an incommensurate to commensurate CO phase

(see Chapter. 6, Sec. 6.1.1) and not evident in the S3 sample. Based on previous

investigations during my masters work [57], the S3 sample results in a Type 1 CO,

and the GS sample as described previously relates to Type 2 CO. The question is

where does the Type 3 CO lie in relation to the other two types? The Type 3

CO on cooling exhibits an increased number of CO domains, likely attributed to

these peaks at room temperature being too weak, but on further cooling past the

transition onset, increasing in intensity. When comparing these types of CO to the

3D charge order observed in highly stoichiometric LuFe2O4, type 2 seems to be the

closest in comparison, besides the emergence of the commensurate phase. The Type

3 charge order has never been observed before, in any published data on YbFe2O4

or LuFe2O4.
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Figure 4.8: Specfic heat capacity measured
on warming of; the GS sample grown in the
CO:CO2=1:2.5 gas ratio (red dotted curve) and
the S3 sample grown in the CO:CO2=1:3.5 gas
ratio (black dotted curve).

Although emphasis in this thesis was

placed on the type 2 CO, a further

study, screening for crystals exhibiting

this type of CO and performing an even-

tual refinement may be a next step in

understanding how the stoichiometry af-

fects the CO in these system. A re-

cent paper [187] providing evidence of

Fe vacancy in YbFe2O4, due to evapo-

ration during crystal growth, may lead

to an explanation. As there is sample

to sample dependence from one crystal

growth, which in YbFe2O4 is attributed

to the atmosphere used during growth,

like LuFe2O4, effects from the Fe evap-

oration during growth may count as an

additional variable for the charge order-

ing. However, from the refinements dis-

cussed in Chapter. 6 there were no in-

dications of less than fully occupied Fe

sites, making it an unlikely variable af-

fecting the CO. The CO in LuFe2O4 is similar to the one of YbFe2O4 as the R3+

radius is in close relation, but compared to the other rare earth elements such as Y3+,

much larger in comparison, and as a result provides a different CO pattern [110,111].
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The neutron experiment performed at DNS, given in Sec.4.2.2 also measured

the non-spin-flip (nsf) channel of the two samples at 200K and 3.5 K, given in

Fig. 4.9. The smaller 3.5mg sample does show peak intensity along ( 1
3
, 1

3
, ℓ) at

each temperature. However, when comparing the intensity distribution from the sf

(Fig. 4.5) channel and nsf channel they are the same. Indicating that this is in fact

bleed through from the sf channel and spin order rather than definitive observation

of CO, due to sample size. There is important information to be taken from the nsf

data shown in Fig. 4.9 (left) of the more off-stoichiometric 60mg sample. The much

lower intensity, I0/10 from the nsf channel compared to I0/50 for the sf, means that

the diffuse scattering seen is due to CO correlations. At ℓ=5.5 there is distinct peak

intensity, visible at both temperatures, but more clearly at 3.5 K. Previous neutron

diffraction on LuFe2O4 [104]; measurements done using larger values of momentum

transfer, Q, indicate that the peaks are not magnetic, and in accordance with [102]

are attributed to the onset of 3D charge order. The line scan along ℓ (see Fig. 4.9,

bottom) does show an intense peak at ℓ=5.5, the exact position of the peak observed

in the nsf scattering in this work. This indicates that even in more off-stoichiometric

samples there is still some long-range CO while having no long-range SO, meaning

the SO is far more fragile than the CO in the system.

Figure 4.9: Reciprocal space maps of the non-spin flip (nsf) scattering in the hhℓ plane, shown
at 200 K and 3.5K, cut specifically to show the ( 1

3
, 1

3
, ℓ) line intensity. Left: the 60 mg sample.

Right: the S3 3.5 mg sample. Bottom: 2D line scans along ( 1
3
, 1

3
, ℓ) at different temperature. The

large arrow indicates ℓ=5.5, the smaller black arrows indicate peaks contaminated by aluminum
background scattering. The blue line, representing the magnetic diffuse scattering was fit using
the scattering form factor, a Debye Waller factor and polarization factor. Taken from [104] and
adapted.
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The sensitivity of oxygen stoichiometry after heating the S1 sample

The S1 sample, being the highest quality sample we have isolated thus far, was

used for a high energy x-ray diffraction measurement performed at the Advanced

photon source (APS), to view the charge order in this system. Unlike the LuFe2O4,

which in previous work [26] was heated to 360K to look at the diffuse scattering

above the main charge ordering transition, YbFe2O4 was far more sensitive to heat-

induced changes. As a result of heating to 360K in vacuum, the stoichiometry of

the crystal changed and although 3D ordering was still strongly present, this was

newly accompanied by a large diffuse aspect, indicating that (probably the outer

most) parts of the crystal became oxygen deficient.

Figure 4.10: The S1 sample before and after heating to 360 K during the APS high energy x-ray
experiment. Left: FC magnetization before heating (black circles and after (black line), measured
in 100 Oe. Right: comparison of the CO observed at 300K before and after heat to 360K.

A remeasure of the ZFC, FC, FW magnetization conducted later after the exper-

iment at the APS led to a clear insight of the changes which occurred in the sample

after heating. Here, the main ferrimagnetic ordering temperature, at Tc is almost

the same as that seen in the S1 sample before heating, also still appearing at 256K.

However the drop into the AFM phase no longer has the long straight drop before

going into the low temperature phase, it is much shorter. The contrast continues,

primarily with the difference in the TLT transition which is very broad and similar

to that observed in the S3 FC magnetization.

The vast majority of single crystals exhibiting long-range order observed in the

form of Type 2 and Type 3 CO were obtained from the more reducing CO:CO2=1:2.5

gas ratio. This atmosphere produced by far the largest content of crystals exhibiting

long-range correlations in both the magnetism and CO, and is therefore considered

close to optimal. The more oxidizing the oxygen partial pressure, for example the

CO:CO2=1:3 and 1:3.5 provided no single crystals with intrinsic properties com-

parable to that obtained from the CO:CO2=1:2.5. On further increasing the gas

ratio to 1:5, a complete phase break down occurs, where the single phase polycrys-

talline powder synthesized in in the 1:3 gas ratio, with the added oxygen of the

1:5 ratio during crystal growth results in several phases within one boule. Further

investigation into lower oxygen partial pressures or further tuning growth using the

CO:CO2=1:2.5 may lead to larger single crystals of the same stoichiometry to that

as the S1 and GS sample. This would be ideal for neutron inelastic measurements

to probe the lattice dynamics of the system. It was interesting to see that the CO

correlations in an off-stoichiometric sample (60mg) were stronger than that of the

spin order, where distinct peak intensity is seen in the nsf channel at ℓ=5.5 (Fig. 4.9,
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left). Unfortunately due to the size of the 3.5mg crystal no quantitative informa-

tion of the CO could be ascertained from the DNS experiment. However, from the

wide range of crystals studied using in-house x-ray diffraction, it was confirmed that

the three types of CO which can occur due to stoichiometry were all reproducible.

Furthermore, the evidence of a a new commensurate phase in YbFe2O4, has never

been observed in any samples of LuFe2O4. The type 2 sample is the most similar to

that observed in LuFe2O4, with an identical incommensurate CO at room tempera-

ture but on further cooling (beyond 287K see Chapter. 6) a second commensurate

CO phase emerges. The remaining chapters in this thesis will focus on the Type

2 charge order. Will this commensuration lead to the same structural solution ob-

tained for LuFe2O4 [48] (see Chapter. 2)? Or will this new phase lead to an entirely

new structural interpretation for YbFe2O4? (see Chapter. 6).
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All experiments presented in this chapter were performed on the GS sample1 ob-

tained from the crystal growth using CO:CO2=1:2.5 atmosphere. As reviewed in

Chapter. 4 this gas ratio is the only one which, provided samples that exhibit long-

range charge and magnetic order. The first half of this chapter focuses on measure-

ments in either zero or low field, with a cross comparison of macroscopic measure-

ments such as low field magnetization, heat capacity and AC susceptibility to better

highlight the multiple transitions seen in YbFe2O4. In some cases, for example the

heat capacity, a more thorough approach is taken with models being included, and

directly compared to similar results obtained on a highly stoichiometric LuFe2O4

single crystals2. The second half of the chapter investigates the intrinsic effects of

higher fields, using some of the macroscopic techniques used in the low field studies.

Before leading to the final mapping of the magnetic phase diagram for YbFe2O4.

5.1 Low field studies

5.1.1 Magnetic and charge ordered phases

As discussed in Chapter. 2, stoichiometric LuFe2O4 exhibits four phases between

room temperature (RT) and 10K in low fields; paramagnetic (pM), ferrimagnetic

(fM), antiferromagnetic (AFM) and a low temperature phase (LT). The question

is do the magnetic phases in YbFe2O4 relate closely to those seen in LuFe2O4?

Before assigning magnetic phases, a closer look at the transitions observed in various

macroscopic measurements is required. A number of features are visible between

RT and 10K in YbFe2O4 as shown in Fig. 5.1. The top panel of Fig. 5.1 shows

the M (T ) in 100Oe (black circles) and heat capacity (open pink circles) of the GS

sample. The lower two panels display the relative real and imaginary parts of the

AC susceptibility measured with 5 different frequencies. The following bullet points

discuss each transition point independently:

• The 260K transition:- The sharpest peak at this temperature is seen in the

AC susceptibility. There is no frequency dependence, which means the system

1As the intrinsic properties of the highest quality S1 sample were diminished on heating to 360 K
(see Sec. 4.2.3), the following macroscopic studies and analysis are focused on the GS sample, the
closest in comparison to the S1 sample with regards to stoichiometry.

2This crystal was grown at the University of Warwick, Physics department by Dr. R. Mckinnon,
under the supervision of Dr G. Balakrishnan. This single crystal was used for several measurements
during the course of this PhD thesis
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is in a well ordered state. In the magnetization, initially the transition point

was taken at the half way point of the broad bump seen at 256K. However,

based on the AC susceptibility, the transition point in the FC M (T ) is lo-

cated at base (just before the up turn). Similarly, in accordance with the AC

susceptibility, the onset of a small rise in the heat capacity is also present.

• The 218K transition:- The second most predominant feature, is a fairly

sharp drop in the magnetization at 218K. This is complemented by a second

small rise in the heat capacity and a peak in the AC susceptibility. The latter,

does show at this temperature a distinct frequency dependence. Indicating

that the system is not fully ordered.

• The 138K transition:- This final transition point is seen as a further drop

in magnetization. The two step feature is likely attributed to either a small

secondary grain, which cleaved off during a later neutron experiment or a

mix of differently ordered magnetic domains. At this temperature there is no

feature in the heat capacity, most likely due magnetic phase competition (see

Sec. 5.2.3). A small drop is visible at the low frequencies (13 and 110Hz) in

the AC susceptibility.

Figure 5.1: Macroscopic measurements on the highly stoichiometric YbFe2O4 GS sample. (a)
Temperature dependent magnetization (black curve) measured on FC in 100 Oe and heat capacity
measured on warming from 10 to 270K (pink curve). (b) Real part of AC susceptibility; measured
with five different driving frequencies (coloured lines) in the temperature range 260-10K on cooling.
(c) The imaginary part of the AC susceptibility measured on the GS sample shown in panel (b).
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The next question is, what do these transitions mean in terms of magnetic phases;

between 260 and 138K in the system? Firstly, the sudden upturn in magnetization

at 260K with decreasing temperature, indicates the system is going from a para-

magnetic (pM) phase to a ferro/ferrimagnetic phase (Tc). In this case the phase

is described by ferrimagnetism, as the observed magnetization is much lower than

∼10µB/f.u expected for a ferromagnet. Another prime indication of the fM nature

of this transition, is a small dip below zero in the thermoremanent magnetization

(refer to Sec. 5.2.4). The lack of frequency dependence at this temperature is a good

indication of long-range spin ordering. On further cooling, the large drop seen in

the magnetization at 218K suggests an antiferromagnetic (AFM) phase, TAFM, and

the frequency dependence seen in χ’ of the AC susceptibility, shows that the system

is not fully ordered in this phase. Furthermore, the drop seen in the magnetization

does not go to low values of µB/f.u., but just above 0.1µB/f.u. This means that the

system may have small regions still ordered in the fM phase, and the AFM order-

ing in this system is fragile. Below 138K the system goes into the low temperature

phase, TLT, the very broad drop and two step feature seen in the magnetization is an

indication of a glassy state. However, this transition in the S1 sample (see Fig. 4.3,

black curve) has a much sharper drop in magnetization. This suggests that the

sample is more ordered at this temperature in the S1 sample. Surprisingly there is

little frequency dependence in χ′, but distinct frequency splitting in χ′′. A non-zero

out-of-phase component in χ
′′

indicates the presence of an irreversibility in a spin-

glass. The upturn in χ′ below 50K stems from the ordering of Yb3+ moments [188]

(see Sec. 5.1.2). In relation to the magnetic phases present in LuFe2O4, the pM to

fM in LuFe2O4 occurs only in applied field, and does not present this broad hump

(s-shape feature) below 260K.

Figure 5.2: The AC susceptibility measured with
5 different driving frequencies, on a highly sto-
ichiometic LuFe2O4 single crystal, figure taken
from [26] and adapted.

There was no such peak in χ′ at this

temperature in LuFe2O4, but rather at

TN=240K [26] (see Fig. 5.2). The AFM

phase is very similar to that observed

in LuFe2O4, where Fig. 5.4 shows both

the magnetization and heat capacity on

YbFe2O4 (top panel) and a LuFe2O4

single crystal (bottom panel). In this

LuFe2O4 sample the drop in magnetiza-

tion is even less than that observed in

the GS sample magnetization, but this

is an effect of stoichiometry, and in the

highest quality samples, will see a drop

to lower µB/f.u., indicating it is more or-

dered in the AFM phase [26]. The sto-

ichiometry of the sample greatly effects

the stability of the AFM phase, which is

often suppressed by the fM phase when

the sample is more off-stoichiometric

(refer to Chapter. 4). The re-entrant spin glass state [33,104] observed in LuFe2O4, in

the highest quality samples occurs at TLT=∼175K, which is much lower in YbFe2O4

at 138K. There is a large diffuse component in the neutron scattering (see Fig. 4.5,

right) below this transition in YbFe2O4, that is also present below this temperature
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in LuFe2O4 and tentatively identified with the LT phase. The following section will

provide additional details obtained from a closer look at the heat capacity.

5.1.2 Heat capacity analysis

There are only four publications including heat capacity/ studies on LuFe2O4 [189–

192] and currently none for YbFe2O4. The heat capacity curves seen in [189–191]

exhibit only broad peaks at the main magnetic and charge ordering transitions and

are analogous to that shown in my earlier masters work on LuFe2O4 [57]. In par-

ticular the absence of the charge ordering transition around 315K, is an indication

of large off-stoichiometry. However, their peaks at TN are much sharper than that

shown in our off-stoichiometric LuFe2O4 sample.

Figure 5.3: Temperature dependence of the spe-
cific heat of LuFe2O4; top: below room temper-
ature and bottom: above 280K. Figure taken
from [192]

.

The more recent study published on

LuFe2O4 by Hasegawa et al. [192] pro-

vides heat capacity data on what looks

to be a highly stoichiometric sample,

with regards to the sharpness of the

transitions. However, there is a caveat.

They report several transitions between

the temperature range 100-650K (see

Fig. 5.3), yet the allocation of these

transitions with respect to the intrin-

sic physical properties is questionable.

This is based not only on our investi-

gations (see Fig. 5.4), but those previ-

ously published [26, 32, 118]. There are

five transitions seen in their data which

they attribute to; a spin glass transition

at 220K (Tg), 260K (TN) the main ferri-

magnetic ordering temperature, 305 K a

new phase in LuFe2O4, 380 K (T3CO) the

onset of 3D charge ordering and lastly

590K (T2CO) 2D diffuse charge ordering.

In the most highly stoichiometric sam-

ples of LuFe2O4 published by [32], an ac-

curate placement of the transitions were

made with both the Néel temperature

TN at 240K, through magnetic structure

refinement and magnetization, as well as

the onset of 3D CO below TCO=315K.

In accordance with much of the previ-

ously published data, their 220K tran-

sition is most likely TN, although lower than that seen in [32], variation in oxygen

stoichiometry can suppress transition temperatures. The transition at 305K, the

lambda shaped peak is most likely attributed to the onset of 3D CO in the system,

also observed in the LuFe2O4 and YbFe2O4 heat capacity data shown in Fig. 5.4, as

well as single crystal x-ray diffraction [43,48] (refer to Sec.6.1). The 380K transition,

which they ascribe to 3D charge order is not present in our LuFe2O4 data, which
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was measured up to 400K [57]. This leaves the 260 and 590K transition, the latter

of which appears to be an experimental artifact. As there is no complementary

magnetization data, a good precursor for crystal quality [32, 33], it is hard to say if

all of these features are intrinsic to the sample. Furthermore, the sample they used

was a thin platelet crystal, measured on heating from 100-650K, as mentioned in

Sec. 4.2.3, heating YbFe2O4 beyond 360K caused drastic effects in the stoichiome-

try. The same applies to LuFe2O4 beyond ∼370K the oxygen from the surface of

the crystal will evaporate. For thicker crystals it will not be largely noticeable, as

it is more a surface feature, however with a platelet crystal it will cause a complete

change in stoichiometry when heated to 650 K. This reason, as well as synthesis and

crystal growth conditions used to prepare the sample, including impurity phases,

could begin to provide an explanation as to why the heat capacity of their crystal

looks comparatively different to those published and to our own work.

Figure 5.4: Top: YbFe2O4 (GS sample) heat ca-
pacity and M (T ) measured on FC in H=100 Oe.
Bottom: the same measurements on highly stoi-
chiometric LuFe2O4. Dotted lines represent tran-
sition points for each curve

.

The research conducted in this the-

sis shows for the first time, the spe-

cific heat capacity on highly stoichio-

metric YbFe2O4. The heat capacity

as a function of temperature is plot-

ted in Fig. 5.4 on YbFe2O4 (top panel,

black open circles) and LuFe2O4 (bot-

tom panel, black open circles) along

with the relative M (T ) of each sam-

ple (black line). In correspondence to

the M (T ) curve, the transition going

from a pM to fM (Tc=260K) phase

and on further cooling a fM to AFM

(TAFM=218K), are seen as two small

discontinuous peaks in the heat capac-

ity, indicative of first order phase tran-

sitions. A peak is seen in the LuFe2O4

data at TN=233K, corresponding to the

fM to AFM phase, but no peak is seen

at 260 K for the onset of the fM phase.

This is the first distinctive difference be-

tween the two systems, regarding the

magnetic transitions of more stoichio-

metric samples. Intrinsically, the fM or-

dering temperature is much higher than

that observed in LuFe2O4, and based on

the AC susceptibility (see Fig. 5.1) the system is well ordered in this phase. Both sys-

tems, however exhibit a very similar peak in the heat capacity at TAFM/TN. The TLT
transition is not featured in the heat capacity, which is not surprising based on the

parasitic nature of the system below 140K, similar to 175K in LuFe2O4 [26,33]. At

slightly higher temperatures, beyond the magnetic transitions, there are additional

peaks that relate to the CO transitions. In LuFe2O4, there is one sharp lambda

shaped peak at TinCO=315K, the onset of 3D long-range charge order. There is

also a similar peak at TCO=305K in the YbFe2O4 data, also related to the same
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CO transition, but at lower temperature. This peak is much sharper compared to

that observed in the LuFe2O4 data, an indication of both better stoichiometry and

long-range order of the YbFe2O4 sample. The fundamental difference between the

two data sets, is the small peak at 287K. This phase transition is not present in

LuFe2O4, and only observable in the most stoichiometric samples of YbFe2O4. At

this temperature the CO goes from an incommensurate phase to a commensurate

phase TCO and discussed in detail in Chapter. 6, Sec. 6.1.1.

Although no heat capacity analysis has been published on YbFe2O4, compar-

ison can be made with a paper by Zhang et al [189] on polycrystalline LuFe2O4,

which provides a low temperature fit of the Debye approximation up to 15K, and

a final Debye temperature of ΘD=281K. The Debye model estimates the phonon

contribution to the specific heat in a solid. To see if the heat capacity curves given

in Fig. 5.4 on YbFe2O4 and LuFe2O4 provide the same or similar value for ΘD, a

Debye fit was performed using the same temperature range. To establish a Debye

temperature (ΘD) from the heat capacity curves shown in Fig. 5.4 on YbFe2O4 and

LuFe2O4, an integral form of the Debye equation, expressing the specific heat at all

temperatures of a single empirical parameter ΘD was used and given by [193]:

Cv = 9nkB

(

T 3

ΘD

)∫ ΘD/T

0

x4exdx

(ex − 1)2
(5.1)

Where Cv is the specific heat capacity, n, the number of oscillators in the system,

kB is the Boltzmann constant (1.380× 10−23 J/K), T , a given temperature range and

x = ~c/kBT . The n ·kB can be written in terms of N ·R, given that R = NA ·N and

n = N ·NA. Here R is the molar gas constant (8.31 J/mol K) and NA is Avogadro’s

constant (6.022× 1023mol−1). N , which has the unit of moles, is assumed as 1

mole= NA atom and in the case for both systems there are N=7 atoms. The

low temperature fits of the heat capacity are shown in Fig. 5.5, YbFe2O4 (left) and

LuFe2O4 (right). LuFe2O4 is fit simply with the Debye integral as shown in Eqn. 5.1,

however a broad peak is seen around 4.5K in YbFe2O4, known as a Schottky anomaly

[17, 194–196]. This feature further complements the broad up turn in χ′ of the AC

susceptibility (Fig. 5.1, middle panel) and a small hump in both the M (T ) (Fig. 5.1,

top panel) and thermoremanent magnetization (Fig.5.12) data below 50K. This

feature is attributed to the parallel alignment of the Yb3+ 4f13 electrons and the

Fe2+/Fe3+ 3d
6/3d

5 electrons sub-lattices at low temperature [188]. The Schottky

transition, in itself is highly unique and can only occur in systems with a limited

number of energy levels and seen in the specific heat capacity C = dU/dT (where

U is the internal energy), as a broad maximum close to kBT [17]. In terms of the

entropy, S, the heat capacity is then given as C = TdS/dT . For a two level system

i.e the ground state to the 1st excited state, the specific heat coming from a Schottky

anomaly has the form:

CSch = R

(

∆

T

)

e
∆

T

[

1 + e
∆

T

]2 (5.2)

Here ∆=
(

ε2−ε1
kB

)

is the energy gap between two energy levels ε1 and ε2 and

treated as the variable to be calculated from the fit. A scale factor (C) was also
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used and calculated as a variable from the fit (further fits with and without the use

of the scale factor are shown in Appendix. A.1). Of course with more discrete energy

levels, the Schottky function can be expanded to include a more complex splitting

of the energy levels beyond the ε1 and ε2 used here in this simple approximation.

This can only be achieved when the specific energies of each state are known i.e

via inelastic neutron scattering. Unfortunately, there have been no inelastic studies

on YbFe2O4, and therefore to include a more complex model such as that shown

in [196–198], for a Schottky anomaly with more discrete energy levels, further data

is required.

Figure 5.5: Low temperature heat capacity fits. Left: YbFe2O4 modeled with De-
bye+Schottky+scale factor. Right: LuFe2O4 with Debye model.

In our case the simple two energy level model used in Eqn. 5.2 for YbFe2O4,

provides a reasonable fit to the broad maximum seen at ∼4.5K, although there

is a slight deviation from the fit to the original data beyond 10K. Likewise, in

LuFe2O4, the Debye relation fits to a large majority of the data points measured in

the 1.8-15K range, except the region between ∼6 and 10K. The Debye temperatures

obtained for each heat capacity are ΘD(Lu)= 290.1K and ΘD(Y b)=273.1K. If we then

compare the Debye temperature obtained for the heat capacity on polycrystalline

LuFe2O4 by [189] with the value ΘD=281K, there is a small discrepancy to our

value of ΘD(Lu)= 290.1K, but as this is an approximation, the two values are in

good agreement. The slight difference in values could due to the poorer fit of the

temperature region 6-10K. As the temperature region for the fit is small, compared

to the full temperature range initially measured, a lack of addenda points in this

region could lead to a poor subtraction from the overall heat capacity, resulting in

such a deviation. The calculated Debye temperature for YbFe2O4 (ΘD(Y b)=273.1K),

is lower than that calculated for LuFe2O4, having no other reference for this value,

one can speculate that the lower value may stem from the Schottky anomaly. The

energy difference ∆=9.88meV calculated from the fit using Eqn. 5.2, is very close

to the energy difference ∆=10meV calculated for the Yb3+ D2 crystal field splitting

of 2f7/2 and 2f5/2 energy levels [199, 200]. This does indicate that the Schottky

anomaly can be described by a 2-level model. However, further experimentation

using resonant x-ray scattering would confirm this result. Regardless, this is the

first heat capacity analysis on a highly stoichiometric single crystal of YbFe2O4

with complementary analysis on LuFe2O4 heat capacity data, providing reasonable
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values for ΘD, the latter in line with [189]. Lastly, the newly identified Schottky

anomaly at ∼4.5K in YbFe2O4, further supports the broad features observed below

50K in a number of macroscopic measurements.

5.2 High field studies

5.2.1 Magnetization studies in higher fields

High field magnetization studies on YbFe2O4 have presented some further differences

to that of its closely related neighbour, LuFe2O4, in addition to the already new

ferrimagnetic phase, stabilized in a range of temperatures even in zero field (Sec. 5.1).

There is also no presence of the well established ‘anomalous field heating effect’ in

YbFe2O4 in low fields, which is intrinsically apparent in LuFe2O4 as shown in Fig. 5.6

(b) ( for 0.03 and 0.05T). This particular effect, first observed by Iida et al. [82]

on polycrystalline LuFe2O4, occurs only when warming in a constant field through

TLT. Based on the M (T ) curves shown in Fig 5.6 on stoichiometric YbFe2O4 (a)

and LuFe2O4 (b) [26], there is no distinctive plateau which is established on field

warming through TLT in YbFe2O4. On increasing to higher fields, the magnetization

exhibits shifts of both the T c and TAFM transition to lower temperature.

Figure 5.6: Temperature dependent magneti-
zation for difference DC magnetic fields on (a)
YbFe2O4 and (b) LuFe2O4. The latter was taken
from [26] and adapted. The arrows indicate either
field cooling (FC) or field warming (FW). Dotted
grey lines denote main transition points.

The two sets of data shown in

Fig. 5.7 provide both field cooled (FC)

(a) and field warming (FW) (b) curves

up to 4T. The sharpness of both T c
and TAFM begin to diminish above 0.1 T

(1000Oe) and they start to merge into

the high field ferrimagnetic state from

0.5T. The stabilization of the AFM

phase is maintained only in low field,

this is described in further detail in

Sec. 5.2.5 for the magnetic phase dia-

gram of YbFe2O4. The two step fea-

ture at TLT is seen only in the FC

magnetization. When coming from a

low temperature state and measuring on

warming this feature is no longer visi-

ble. This two step feature was initially

thought to be due to a small secondary

grain, which cleaved off during the latter

stages of measuring this sample. How-

ever, its absence on FW shows that it

is most likely due to inhomogeneity of

the sample, and certainly not intrinsic

to YbFe2O4, as there was no such fea-

ture in the S1 sample (see Chapter. 4,

Fig. 4.3, black curve). Due to this inho-

mogeneity there are parts of the sample

which order with a lower TLT transition,

and on FW there is a low temperature
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suppression of some the magnetic domains, correspondent to the small part of the

sample with a lower TLT transition.

Figure 5.7: Temperature dependent magnetization on YbFe2O4 for different DC magnetic fields.
(a): Field warming (FW). (b): Field cooling (FC).

This particular phase in YbFe2O4 also provides a further difference to the TLT
transition observed in LuFe2O4. Whereas in the case of YbFe2O4, the drop in mag-

netization at the TLT transition gets smaller on increasing the applied field, observed

in both FC (Fig. 5.7 (a)) and FW (Fig. 5.7 (b)) curves, this feature was not observed

in LuFe2O4 [26]. A speculation as to why this difference occurs, is that it may be

due to the varied metastable phase of each compound. The anomalous field heating

effect in LuFe2O4, discussed above, is seen only in fields up to 0.1T in LuFe2O4

(see Fig. 5.6), where some AFM order still remains. However, this effect does not

occur on further increasing the field, when the system is in a majority fM phase,

also deemed the high-field state. This is quite the contrast for YbFe2O4, where in

fields up to 2T in the FC magnetization, shows a small bump, indicating that there

are still some regions of the sample with ordered AFM domains. The complete po-

larization of the sample into the fM phase is not achieved until 2.5T.

5.2.2 Hysteretic response of Tc and TAFM

Figure 5.8: Magnetization M vs. field ||chex of
YbFe2O4 measured at temperatures though Tc,
the purple line measured at 270 K is in the para-
magnetic phase pM.

The behavior observed from the mag-

netic hysteresis, is complementary to

that shown in M (T ). The onset of Tc
below 255 K is shown in Fig. 5.8, the

purple straight line measured at 270K

indicates the system is still in the para-

magnetic phase (pM). On further cool-

ing in increments of 5 or 10K the fM or-

der becomes stronger, indicated by the

increasing size of the hysteresis loop.

These ideal fM loops are maintained

down to 225K (see Fig. 5.9 ((inset) right

panel). Below 225K the system starts

to move into the AFM phase. The plot-

ted data set shown in Fig. 5.9 (left) was
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measured such that the system for each

scan would start in the AFM phase. To achieve this, the sample was first cooled

down in zero field to 200K, where a short wait time was added and then heated

up to 255K, the first temperature measured for the onset of Tc. After each scan

was complete, the sample was heated to 300K, cooled in zero field to 200K and

warmed under the same conditions to the next desired temperature. This process

was maintained for the four temperatures measured (Fig. 5.9, left) to fully exploit

the AFM phase and more accurately establish its true temperature onset. If this

was not done, residual magnetic fields would push the system into the fM phase.

The first indication of the AFM phase is seen at 210 K (slightly below TAFM=218K),

where the measured virgin curve (green circles) deviates from the hysteresis loop at

fields beyond 0.3 T. This deviation relates to an incomplete fM to AFM transition.

In addition, the full hysteresis loops measured at 210 and 200 K are given in Fig. 5.9

(right).

Figure 5.9: Magnetization M vs. field ||chex of YbFe2O4 Left: hysteresis loops in the vicinity of Tc

and TAFM. Solid coloured lines were measured on FC. The virgin curves are indicated by coloured
circles (see text for measurement description). Right: temperatures measured below TAFM, inset
shows M vsH curves just above the onset of the AFM phase.

Figure 5.10: Magnetizations vs. field||chex of LuFe2O4. Left: FC M vsH with pM phase at 260K
(grey curve) and onset of the antiferromagnetic phase at 220 K. The data at 200 K is fully stabilized
in AFM phase, the virgin curve at 200 K is represented by the red dotted line. Right: temperature
region of TN. Arrows indicate direction of measurement. Figures taken from [32].

The shape of the loops alter to a distinct AFM response with a 2 step feature,
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whereby coming from high field the fM phase becomes unstable and (at least a large

part of the sample) goes to the AFM phase upon decreasing field. The trends of

these curves are similar to those seen in highly stoichiometric LuFe2O4 [26,32] when

specifically looking at TAFM, and considering the different temperature onsets of each

transition. A primary difference, as seen in the M (T ) is the early onset of the fM

phase at 255K, when compared to the LuFe2O4 (see fig. 5.10). LuFe2O4 is still in the

paramagnetic phase at 260K, where the the fM order is seen as a narrow hysteresis

loop at 238K (green curve), just before the onset of the AFM phase, which begins

around 236K (blue curve). The large ferrimagnetic hysteresis loops seen in the

temperature range 255K-230K is not apparent in the LuFe2O4. At 200K, YbFe2O4

is stabilized in the AFM phase, however LuFe2O4 is only in the AFM state for the

the virgin curve (up to 0.25 T), coming back from high fields the system does not

recover the AFM and is majority in the fM phase. The AFM phase is stabilized at

220K in LuFe2O4 as seen by the similar shape of the hysteresis loop to that seen

at 200K in YbFe2O4. The magnetic hysteresis, much like the M (T ) can change

drastically based on the oxygen stoichiometry and quality of the sample measured.

In terms of comparison to other magnetization studies conducted on YbFe2O4, the

work published by [123], provide two M (H ) curves measured at 200 K and 45 K,

respectively. For each of the two temperatures measured, only fM type loops are

seen, which is quite in contrast to what is seen in this work. At 200K on highly

stoichiometric YbFe2O4 the AFM phase is almost fully established, however there is

still a considerable remanent magnetization, which should not occur for a fully AFM

state. The magnetic and AC susceptibility data also provided in [123] indicates the

sample is similar to our more off-stoichiometric ones (described in Chapter. 4), in

such samples the AFM phase is almost completely suppressed by the fM phase. This

would explain why they see only fM type loops at 200K and also at 45K. The latter

temperature is far below the LT transition discussed in the following section.

5.2.3 High field saturation of a metastable phase below TLT

Figure 5.11: M vs H curves below the TLT transition. Left: YbFe2O4 at three different tem-
peratures on field cooling, the line and symbol plots represent the relative virgin curves at each
temperature. Inset: shows M vs H just above the onset of the low temperature transition. Right:
measurements below TLT of LuFe2O4 under the same conditions, figure taken from [26]. Arrows
indicate field directions.
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The proposed magneto-structural transition [42] often denoted as TLT, varies greatly

from sample to sample. When considering the most stoichiometric samples avail-

able the state at temperatures below TLT may be characterized as a metastable

phase, where the sharpness of this phase observed in both neutron and magneti-

zation data suggests that it is of 1st order, further confirmed by hysteresis in the

magnetization [104]. Discussed previously in this chapter and based on the pre-

vious work by [33, 42, 104], this particular temperature region is rather difficult to

fully comprehend. The onset of this transition in the FC M (T ) for YbFe2O4 is

seen at 138K, and 170 K in LuFe2O4, respectively. It is clear from the shape of

the M (H ) curves measured above and below this transition, shown in Fig. 5.11,

that this is a phase separated state, with instabilities in both fM and AFM orders.

The inset figure, which displays the M (H ) curves measured at 180 and 160K, still

promotes the AFM phase, the degeneracy to the metastable state occurs below,

near the onset at 140 K (Fig. 5.11, black curve). On further cooling below the tran-

sition, the hysteresis loop becomes much broader and a large difference is seen in

the saturation of the moments at lower temperature, compared to that observed in

LuFe2O4, where typically at low-T circa 60K and below, the saturation moment

of LuFe2O4 is 2.9 µB/f.u. [84, 87, 201]. However, at 100K (Fig. 5.11, left (blue

curve)) the lowest temperature measured for the magnetic hysteresis of YbFe2O4,

the saturation moment is still not reached in an applied field of 7T. There is still

an incline of the magnetic hysteresis, and the saturation moment also tends towards

2.9µB/f.u., but a larger field is still required to reach full saturation of the magnetic

moment. The virgin curves of each measurement conducted at 100, 120 and 140K

on YbFe2O4, shown in Fig. 5.11 (triangle symbols) also extend outside the M (H )

hysteresis curves after field cooling, similar to LuFe2O4, and associated with the

kinetic arrest of the first-order ferrimagnetic to antiferromagnetic transition [194].

This feature is also seen when reaching TAFM (see Fig. 5.9) and describes an in-

complete fM to AFM transition. Low temperature measurements of the magnetic

hysteresis on YbFe2O4 published by [123] at 200 K and 45K show distinctive and

well formed ferro/ferrimagnetic type curves, which do not correlate with those shown

in this work. This is likely attributed to the sample being off-stoichiometric with

large suppression of the AFM phase. With a lack of complementary virgin curves

in [123], which may have highlighted some AFM tendencies, there is only indication

that the system at all transition temperatures is still in the fM phase. Hystere-

sis measurements at 150K and 50K published by Yoshii et al. [119], do indicate

some small influence from the AFM phase, based purely on the shape of the curves,

however the absence of virgin curves makes it difficult to pin point the stability of

the phase at each temperature. From the M (T ) curves also shown in this paper,

which are almost identical to the off-stoichiometric samples described in Chapter. 4

of this thesis (refer to Fig. 4.3, red curve), it is clear that the AFM phase is greatly

suppressed, the more off-stoichiometric the sample is, and why in the few publica-

tions dedicated to YbFe2O4, exhibit only M (H ) curves with majority fM behavior.

It is only by tuning of the initial crystal growth environment, obtaining a larger

collection of stoichiometric crystals, as in the case of LuFe2O4 and this work, that

will result in samples which promote a clear AFM phase (only stable in low fields).

Detailed investigation of the LT phase, which for lower T would require higher fields,

was not the main focus of this thesis. Therefore further measurements are required

down to 5K for detailed analysis of high field state in this temperature regime, and
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comparison to that of LuFe2O4.

5.2.4 Thermo-remanent magnetization

Figure 5.12: Top: TRM of YbFe2O4 on FC in
9 T (red curve) and 1.8 T (blue curve). ZFW after
FC in 9T (grey dashes) and 1.8 T (blue dashes).
Inset: zoomed area around 256K in 0 T. Bot-
tom: LuFe2O4 measured on FC in 9T (red curve)
and TRM response on ZFW (grey dotted line).
Arrows indicate measurement direction. Figure
taken from [26] and adapted.

To measure the thermoremanent mag-

netization (TRM) of the sample and its

ability to remain in a magnetically po-

larized state once the magnetic field is

removed, measurements were performed

after cooling in two different fields.

Firstly the sample was cooled in a field

of 1.8T (blue curve) shown in Fig. 5.12

(top panel) from 300 to 10K, where

the thermoremanent response was mea-

sured on ZFW to 300K (blue dotted

curve). The same procedure was applied

for the 9T measurement also displayed

in Fig. 5.12 on FC (red curve) and ZFW

(grey curve). The two fields investigated

produce curves which are very simi-

lar, besides the higher peak intensity

in the 9T measurement around ∼28K,

due to the difference in field applied.

An identical measurement was also per-

formed on LuFe2O4 [26] and given in

Fig. 5.12 (bottom panel). The response

of YbFe2O4 is very similar to that ob-

served in LuFe2O4, in each case there is

a steep drop, below the LT transition

(see grey curves). The drop in magneti-

zation is much sharper in LuFe2O4 com-

pared to YbFe2O4 and due to sample in-

homogeneity. In YbFe2O4, the TRM disappears when the TLT transition is complete,

at which point it drops to zero. The LuFe2O4 differs slightly, as the TRM persists

beyond LT on warming. It is likely, that measuring the TRM of the YbFe2O4 S1

sample would result in a very similar response to that observed in LuFe2O4, where

the different shape of the warming curves stems from the sample dependent feature

at LT in the GS sample. The large difference between the two thermoremanent re-

sponses is attributed to the magnetic ordering (at least short range) of the Yb3+ 4f
electrons below 50K. At this temperature there is a parallel alignment of the Yb3+

magnetic sub-lattices, which contributes to the total magnetic order [188]. The other

contrasting feature between the thermoremanent response of each curve is the small

dip in the magnetization below zero at 256K in YbFe2O4. This is presented on the

inset of Fig. 5.12 (top panel) at 9T, and occurs at all fields. The horizontal green

dotted line positioned at zero highlights the notable dip into negative magnetiza-

tion, an effect which does not occur in LuFe2O4. Without the aid of temperature

dependent neutron scattering around this transition, it is not possible to provide

an accurate description as to the true nature of the magnetic ordering present here.
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One should also note, that the pM phase starts at a higher temperature (∼262K) in

the TRM (see Fig. 5.12 top panel (inset)) in contrast to the AC susceptibility and

M (T ) given in Fig. 5.1. When compounds have different sub-lattices (due to mixed

valency), in our case two, with Fe2+ and Fe3+ a disproportionation of magnetic

moments can occur, creating more complex magnetic behavior.

Figure 5.13: Left: magnetization vs temperature on heating of Li0.5Cr1.25Fe1.25O4. Curve I: the
saturation magnetization at 13.5 kOe; curve II thermoremanent magnetization; curve III sponta-
neous magnetization. The annotation TK refers to the temperature at which the compensation
point is reached and Tc the Curie temperature. Graph taken from [202] Right: M (T ) plotted for
YbFe2O4 on ZFC and FC measured with an applied magnetic field of 1000Oe. The thermorema-
nent magnetization is labeled as TRM. Bottom figure taken from [118].

A similar example of the negative dip present in YbFe2O4 around 256K is ob-

served in the magnetization measured on heating of Li0.5Fe2.5−xCrxO4 [202]. In this

case the two sub-lattices A and B are Fe3+ and Li0.5Fe1.5Crx, respectively. The sub-

lattice A contains only Fe, but B can contain either Cr or Li in the compound. The

substitution of Cr3+ on site B magnetically weakens the effect of Fe3+ at x=1.05.

At this value of x the spontaneous magnetization decreases to zero before the Curie

temperature is reached. The material then develops a spontaneous magnetization

in the opposite direction, in the process dropping below zero. At one temperature

called the compensation point, the magnetization of the two sub-lattices are exactly

balanced and the net magnetization is zero (refer to section Sec. 1.3 for more detail).

The compensation point TK, is more clearly identified in the thermoremanent mag-

netization, as shown in Fig. 5.13 (left) [202, 203], for the thermoremanent response

of Li0.5Cr1.25Fe1.25O4 (x=1.25). The compensation point in YbFe2O4 using this cri-

terion is around TK=241K (Fig. 5.12, inset). A previously published paper by [118]

also shown in Fig. 5.13, presented magnetization studies on YbFe2O4 including both

ZFC-FC magnetization and TRM measurements with an applied field of 1000Oe.

Their M (T ) curves exhibited very broad transitions, comparable to ours shown

in Fig. 4.5. Similarly, both TRM curves exhibit a broad peak around 50K, from

the magnetic ordering of the Yb moments, however on further warming their TRM

curve descends to zero at around 250K, in contrast to ours reaching zero just after

TLT. Furthermore there is clear evidence of the negative dip in the magnetization

in [118]. Based on the quality of the polycrystalline sample, many of the transitions

were smeared out in the M (T ), and also therefore in the TRM, severely obscuring

the intrinsic properties. Moreover, cooling in an applied field of 1000 Oe, may not

have been high enough to stabilize the ferrimagnetic phase fully [26,32], resulting in
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the absence of the negative dip in the magnetization at 256K seen in our data. In

the case of our YbFe2O4, without further analysis, one could speculate that the neg-

ative dip is most likely attributable to the different temperature dependence of the

Fe2+/Fe3+ sub-lattice (like Fe and Cr in [202]) which, point in opposite directions

(see Sec. 7.3.1).

5.2.5 Mapping the magnetic phase diagram

To map the magnetic phase diagram, a combination of different measurement types

were required to obtain as much information as possible about each transition. Both

M (T ) and M (H ) covered in the section above provide most of the transition points

for TAFM and TLT. However, Tc, which is seen as a broad hump in the M (T ) data,

was acquired more accurately via the AC susceptibility, seen as a sharp peak in zero

field which broadens on increasing H, as shown in Fig. 5.14. Two sets of measure-

ments were done, the first on field cooling and the second on field warming using a

single frequency of 9010Hz. The FC curves plotted in Fig. 5.14 range between 100Oe

(0.01T) to 40000Oe (4T), where the inset shows no hysteresis between heating and

cooling. The variation of the background for each peak increasing field, made a

group fit of all the curves together more challenging. Therefore to accurately pin

point the peak maximum, individual fits at each field were performed using a stan-

dard Lorentzian, the background was subtracted using a linear baseline.
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 8000 Oe
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Figure 5.14: Field dependent AC susceptibility measured on FC between 240-280 K using a single
frequency of 9010 Hz. Inset: AC susceptibility on FC and FW, at three selected fields and exhibits
no temperature hysteresis.

The AC susceptibility data given in Fig. 5.14 was used to determine the phase

boundary between the paramagnetic and ferrimagnetic transition. A collection of

M (T ) on FC and FW, as well as the up and down transitions obtained from the

magnetic hysteresis were used to establish the boundaries between the other phases,

some of which are presented in Fig. 5.10 and Fig. 5.6.
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Figure 5.15: Phase diagrams of magnetic field H and temperature T for different starting con-
ditions for YbFe2O4 (top) and LuFe2O4 (bottom). For YbFe2O4 (star symbols) represent M (T )
for the AFM phase, the transition to the pM phase was obtained from AC susceptibility measure-
ments. The remaining points were obtained by M vsH on FC and ZFC for both AFM and fM
phases (blue and black square symbols) and hysterestic hatched region (red squares). The latter
region is shaded blue and white to indicate either AFM or fM phase stabilization is possible. The
grey textured area indicates where either fM, AFM or PS (phase separated) phase can be stabi-
lized. The solid grey area is the low-T range not yet investigated. LuFe2O4 is plotted using the
same colour scheme and data taken from [26].

As a result a comprehensive magnetic phase diagram was thus established for

YbFe2O4 and displayed in Fig.5.15 (top). This phase diagram also combines hys-

teresis effects seen in the magnetization measurements, rather than separating them

into two phase diagrams (denoted by arrows). A direct comparison can be made

with the already established phase diagram of LuFe2O4 [26], also shown in Fig.5.15

(bottom), each are plotted using the same colour, field and temperature scale. On

direct observation, there is a large difference between the paramagnetic (pM) phase

to AFM phase in YbFe2O4 compared to that of LuFe2O4. The phase boundary

between these two states is connected at the onset of AFM in LuFe2O4, there is a

temperature gap in YbFe2O4 from Tc to the AFM phase, where only ferrimagnetic

order is seen in any field. Furthermore, the AFM phase extends for a longer tem-

perature range and is stabilized in slightly higher fields up to ∼0.3T. The black
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and blue lines plotted for TAFM, which contain two symbol types; square symbols

indicating points taken from M (H ) curves and star symbols for transition points

taken from M (T ), exhibit a rather large hysteresis. On the FC magnetization for

example, the onset of TAFM is 218 K, however on field warming the AFM phase is

elongated up to 240K. From both phase diagrams an extension of the AFM phase

observed in YbFe2O4 is in large contrast to that seen in LuFe2O4. The purely AFM

phase in LuFe2O4 is visible for a temperature span of ∼20K on both heating and

cooling. In YbFe2O4, this phase stems over a much larger temperature range, ap-

proximately 65K on FC and down hysteresis measurements, and 85K on FW. The

low temperature transition TLT is also phase separated (PS) in YbFe2O4 with glassy

dynamics, similar to LuFe2O4 in which it is also associated with as a structural

distortion. The red lines here indicate the FC and FW M (T ) data, which is also

divided by a substantial temperature hysteresis. A temperature difference of ap-

proximately 7K occurs between FC and FW magnetization data at TLT, which is

also distinctly different to that seen in the phase diagram of LuFe2O4. The grey

shaded area below the red line describing the field cooling of TLT has yet to be fully

investigated. As mentioned previously in Sec. 5.2, the magnetization change at the

TLT transition observed in M (T ) measurements, on application of larger magnetic

fields the transition becomes smaller, finally vanishing at 2.5T see Fig. 5.7 (left

panel, pink curve). This effect is not apparent in LuFe2O4 [26, 32,182].

5.3 Discussion

The data presented in this chapter provides a detailed look at the magnetic prop-

erties of a highly stoichiometric single crystal of YbFe2O4. Although, these tran-

sitions may not be resolvable in the majority of YbFe2O4 samples, due to oxygen

off-stoichiometry, the results given here provide a similar story to those published

on highly stoichiometric LuFe2O4 [26,32,182]. Therefore, one can say that YbFe2O4

exhibiting magnetization curves similar to those observed in both the S1 and GS

single crystals are the closest to the intrinsic behavior of ideal YbFe2O4. In samples

which exhibit only a single broad transition at TN, due to off-stoichiometry it is

natural to expect that the 3D long-range order in the system would be replaced by

2D (spin glass) ferrimagnetic order. It is the glassy freezing and 2D order that will

largely affect the weak interlayer correlations in the system. The large fM compo-

nent and low dimensional ordering, now known to be related to off-stoichiometry,

has been reported in early neutron studies on LuFe2O4 [87] and YFe2O4 [204].

The new understanding of the magnetic phases present in YbFe2O4 through

the establishment of a magnetic phase diagram, allows for the first time to see

both clearly; similarities and differences to its closely related isostructural neigh-

bour LuFe2O4, not accessible before. The main phases in YbFe2O4 are similar to

that of LuFe2O4, each going from pM to fM, then on further cooling (depending

on field) the fM to AFM can be stabilized. Cooling further below TLT each system

reaches what is known as the phase separated state (PS) [26], where either AFM or

fM orders can be stabilized strongly depending on whether the system was cooled

or heated to this phase and what field was applied. Despite exhibiting the same

phases, there are large contrasts at the phase boundaries at each transition point.
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The magnetic phase diagram for YbFe2O4 does show that the fM phase is stabilized

in H=0, this does not occur in LuFe2O4. This feature can only be addressed with

the intrinsic spin structure of the fM and AFM phases and is discussed in Chap-

ter. 7, Sec. 7.2. Furthermore, this fM stabilization in zero field is accompanied by a

compensation point [202,203], that is seen as a small dip into negative magnetization

when measuring the thermoremanent response. As this feature most likely stems

from delayed ordering of the Fe2+ and Fe3+ spins after cooling in a field, it may also

go to explain why the fM phase is stable in H=0. When the Curie temperature is

reached in such a system, the magnetic moment should be at zero, however in com-

plex ferrimagnetic systems, a sudden spontaneous magnetization can flip the spins in

the opposite direction, thus creating a negative moment, leading to a compensation

point. This phenomenon does not occur in LuFe2O4, as the system is not fM in zero

field, displayed clearly in the magnetic phase diagram (see Fig. 5.15, bottom panel).

The low field AFM phase is clearly defined in both compounds, but based on the

he magnetic phase diagram of YbFe2O4, this phase is stable in a larger temperature

range on cooling (220- ∼150K), contrary to LuFe2O4 with an AFM range of 240-

∼218K. Interestingly, the hysterestic region in LuFe2O4 where either AFM or fM

phases can be stabilized covers a higher field range than YbFe2O4 (see Fig. 5.15, top

panel). It seems, at least for YbFe2O4, that there is less ambiguity in the hysterestic

region, where only a small field range exists before going into the full fM phase. The

phase boundary for the low temperature transition in YbFe2O4 has been achieved

via M (T ) and M vsH measurements. Below TLT a tendency of competition exists

between micro domains ordering both ferri and antiferromagnetically. Stabilization

of the fM phase is only reached beyond fields of 2.5T, and seen as a field dependent

peak decrease at the transition point.

Having discussed the phases apparent in each system, it is now important to

address (where possible at this stage) why the differences in phase boundaries oc-

cur. Starting with the most complex phase TLT, this phase has not been thoroughly

investigated, besides defining the phase boundary, as it was not the main focus of

the thesis. However, this phase is often identified with a possible magneto-structural

transition or re-entrant spin glass, one could speculate that the commensurate CO

(discussed previously in Chapter. 4 4 and analyzed in Chapter. 6, Fig. 6.7) may

hold the key to understanding this phase more. In terms of the higher T phases,

these are better understood based on the microscopic studies, allowing one to as-

certain the correct spin structure related to the transitions observed in macroscopic

experiments, and as such will be discussed in more detail in Chapter. 7. Regardless,

some initial pointers will be addressed. The diffuse magnetic scattering, observed in

LuFe2O4 up to RT, and the measured XMCD signal at 260K [32] indicate that the

individual bilayers are already ordered in the pM phase, each with a net moment,

leaving the open question of; how do the net magnetization of the bilayers stack?

There could be better ordering of the bilayers in the pM phase of YbFe2O4, due

to the onset commensurate CO below 287K, yet this is still only speculation. As

each system in high field will ultimately go into the fM phase the Zeeman energy

should be equal for YbFe2O4 and LuFe2O4 under these conditions. Furthermore,

the minimization of stray fields should favor the AFM phase, given that no exter-

nally applied field is present. This should again be equal for both compounds. In a

highly stoichiometric system, there are very weak but long distance superexchange

interactions connecting the neighbouring bilayers [33]. These are extremely long
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and complex exchange paths and of course as the Fe bilayers are separated by R-O

(R=rare earth) mono-layers, the superexchange paths run through these layers to,

thus involving the rare earths themselves as there are no O-O bonds. This means

that changing the rare earth element will alter the exchange coupling between neigh-

bouring bilayers. All of these factors; the Zeeman energy, ordering of the bilayers

in the pM phase and the complex exchange interactions, should be T -independent.

This however, does not help us understand how you can get both AFM and fM

phases stabilized in H=0 at different temperatures in YbFe2O4, further analysis is

required here.

Despite these differences, many of the phases present relate strongly to that seen

in LuFe2O4, and the clarity of what appears to be the truly intrinsic properties

of highly stoichiometric YbFe2O4 is now uncovered. The next focus points of the

remaining chapters, is that of the charge ordering, and later the coupling between

the spin and charge order in the system. At this point it is still necessary to see

if the spin structure of the AFM and fM phases for YbFe2O4 is the same as that

previously reported on LuFe2O4 [26, 32, 104], or if the slight differences seen in the

phase diagram provide an alternative solution. Chapter. 6 and 7 will hopefully

answer all of these questions and more.
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6 | Charge order studies
and crystallographic refinement
of YbFe2O4

Highly stoichiometric samples of YbFe2O4 have been successfully produced, via care-

ful tuning of the oxygen partial pressure atmosphere used during powder synthesis

and crystal growth. They exhibit magnetic transitions of unprecedented sharpness

seen in magnetization (discussed in the previous chapters), a common precursor used

for checking crystal quality [32]. As already briefly mentioned in section Sec. 4.2.3, a

striking novelty with regards to LuFe2O4 is the observation of commensurate CO in

YbFe2O4. In the first section of this chapter the incommensurate-commensurate CO

transition is examined in detail. The following sections, after briefly discussing the

room temperature crystal structure are devoted to the establishment of the charge

configuration in the commensurate CO phase, followed by an analysis; in terms of

symmetry and modes. The chapter closes with a discussion of the CO in light of

the final solved structure, its implications and what comes next for YbFe2O4.

6.1 Charge ordering in YbFe2O4

The recent CO investigations on these high quality samples have uncovered for the

first time an identical 2D diffuse (T2DCO) to 3D incommensurate (TinCO) CO phase

transition, as previously reported in highly stoichiometric LuFe2O4 [33,48,106]. This

type of CO transition observed in YbFe2O4 is classed as Type 2, defined previously

in Chapter. 4, Sec.4.2.3. High energy x-ray diffraction (see Sec. 3.7.4) was used to

map the hhℓ plane at different temperatures, employing the S1 sample (see Fig. 4.3

black curve, for characterization of low-field magnetization). Two combined sets of

diffraction images obtained from a MAR345 imaging plate are shown in Fig. 6.1,

on previously published LuFe2O4 data [48] and that recently published by us on

YbFe2O4 [43] (left panel). The two temperatures shown at 350 K (top) and 300 K

(bottom) represent the approximate temperature at which each CO phase is strongly

stabilized.

The short range CO correlations observed at 350K for each compound show

a very similar 2D diffuse nature in Fig. 6.1 (left panel). A 2D box integration

along (2
3
, 2

3
, ℓ) taken from the image measured at 350K (Fig. 6.1 right panel (a))

does indicate sharper peak intensity than that observed in LuFe2O4 at 360K [106].

This means that YbFe2O4 has better correlations along c, even above the 3D CO

ordering temperature. Fig. 6.2 shows a set of progression images in the temperature
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Figure 6.1: Left: images of the hhℓ plane at 350 and 300 K on LuFe2O4 [26] and YbFe2O4 [43],
the grey dotted line is used to distinguish between the two data sets. Right: YbFe2O4 vertical box
integration along ℓ taken from images at 350 K (a) and 300 K (b). A linear and spline background
subtraction was used for the data set in (a) and (b), respectively. (c) 2D line integration in hh of
incommensurate CO region, highlighted by white box. Data was treated with linear background
subtraction.

Figure 6.2: A set of progression images cut to show the ( 1
3
, 1

3
, ℓ) line (hhℓ plane) at decreasing

temperature from 309 K to 300 K in 1 K steps.
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range 309-300K (1K steps). A clear development of τ incommensurate satellites

appear at (1
3
±τ , 1

3
∓2τ , 15) and (±τ , ±τ , 3

2
) like positions, going from a 2D to

3D CO phase below 306K. In the publication by Hearmon et al. [121], using high

resolution synchrotron diffraction on YbFe2O4 single crystals, show this type of

low dimensional ordering at 360K and on further cooling to 150 K. Reviewing the

gas ratio they used during crystal growth, a mix of CO:CO2=4:5 (CO:CO2=1:1.2)

and indicate a too reducing oxidizing atmosphere and therefore an effect purely of

stoichiometry. At 300K Fig. 6.1 (left panel, bottom) shows that the CO in both

LuFe2O4 and YbFe2O4 is very similar if not identical, with both systems exhibiting

the incommensurate CO phase (TinCO). The nature of this CO in LuFe2O4 was

attributed to discommensurations in τ [33] (see Appendix. A.2), as mentioned above.

There is a small difference seen between these two images, and that is the observation

of sharper peaks in YbFe2O4 along P=(2
3
, 2

3
, ℓ), compared to the more elongated

peaks in LuFe2O4, an indication of improved correlations between the bilayers. For

a clearer idea of how sharp the peaks are at this temperature along ℓ, a 2D box

integration along hh, including τ satellites is also plotted in Fig. 6.1 (right panel,

(b)). This may not be based on stoichiometry as the LuFe2O4 crystal used for this

study was of the highest quality, meaning that this is more likely an intrinsic effect.

Figure 6.3: Reflections observed at 200 K along
chex. Each 120◦ domain is represented by a dif-
ferent coloured cell.

The incommensurate CO super-

structure reflections, observed in YbFe2O4

at RT, can be described by the same

three propagation vectors as used in

LuFe2O4 [106]: PA=(1
3
+δ, 1

3
+δ, 3

2
),

PB=( 2̄
3
-2δ, 1

3
+δ, 3

2
) and PC=(1

3
+2δ, 2̄

3
-

2δ, 3
2
). These vectors originate from a

120◦ twining around chex with (1
3
, 1

3
,

3
2
) and symmetry equivalent directions

(1
3
, 2̄

3
, 3

2
) and ( 2̄

3
, 1

3
, 3

2
), as shown in

Fig. 6.3. These vectors however do not

include higher harmonics such as (±τ ,
±τ , 3

2
) and (1

3
±τ , 3

2
±τ , 3

2
), which based

on the analysis shown in Fig. 6.4 (mid-

dle panel) deviation of δ from the com-

mensurate peak is quite large (τ»δ) in

LuFe2O4 compared to YbFe2O4. In this

plot, horizontal 2D box integrations en-

closing around reflections at (±τ , ±τ ,
13.5) (blue circles) and (1

3
±τ , 1

3
∓2τ , 14) (black squares) for LuFe2O4 and (1

3
±τ ,

1
3
∓2τ , 15) (red circles) and (±τ , ±τ , 3

2
) (grey squares) for YbFe2O4, are shown

respectively. All the peaks were fitted with a standard Gaussian and linear back-

ground subtraction. In the case of LuFe2O4, in which the incommensurate phase

remains down to low temperature, there is a notable decrease of τ , when the sys-

tem reaches TN, τ ∼0.025 has a minimum (blue circles and black squares), and on

further cooling τ starts to increase until entering the LT phase. This feature stems

from the commensurate nature of the magnetic order [104] observed along (1
3
, 1

3
, ℓ),

which forces the CO to become more commensurate. The story for YbFe2O4 is quite

different. Mapping the τ change as a function of temperature shows that, not only

is the incommensuration of τ much smaller in general to that observed in LuFe2O4,
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but on cooling, the τ positions shift more and more to the central commensurate

peak at (1
3
, 1

3
, ℓ), until reaching zero below 280K, at which point the system enters

the commensurate CO phase and remains down to low temperature, as shown in an

image of the hhℓ plane at 10 K in Fig. 6.4 (left panel). This is clear evidence that

the phase transition going from incommensurate to commensurate is of first order

(see also Fig. 6.5), seen first in the specific heat capacity, discussed in Chapter 5

Sec. 5.1.2. A plot of the heat capacity in the temperature range 320-260K is also

provided in Fig. 6.4 (right panel).

Figure 6.4: Left: MAR345 images of the hhℓ plane, measured on YbFe2O4 at 300 K (top) and
10 K (bottom). Middle: incommensuration τ , plotted as a function of temperature at 2 positions
for LuFe2O4 (blue circle and black square) and YbFe2O4 (red circle and grey squares). Arrows
indicate CO phase transition from TinCO to TCCO. The data was taken from the MAR345 images
measured at different temperatures. Box integrations were taken of the selected positions and each
were fit with a standard Gaussian and linear background subtraction. Right: heat capacity of the
GS sample between 260-320 K. Red line represents cumulative peak fit using a Lorentzian function
and background was subtracted using a spline.

The data shows two clear features; the first; a sharp peak at 305K which re-

lates to the onset of TinCO, on further cooling a second smaller peak around 287 K

emerges, and represents the onset of TCCO. If in the case of LuFe2O4, the long-range

commensurate magnetic order forces the CO to go more commensurate (a reduction

in τ), this could provide an answer as to why a full commensurate phase occurs

in YbFe2O4. To better elucidate, one must firstly refer back to Chapter. 4, which

discussed the effects of stoichiometry on both the charge and magnetic order. The

S3 sample, which provides M (T ) similar to that published by [119], showed that 3D

magnetic peak intensity occurs even in some off-stoichiometric samples (see Fig. 4.5,

right panel for neutron spin-flip scattering). The magnetic phase diagram given in

Chapter. 5, Fig. 5.15 shows that fM ordering in YbFe2O4 is stabilized even in H=0,

a clear spontaneous magnetization, not present in LuFe2O4. These two facts indi-

cate that YbFe2O4 has much stronger magnetic correlations, particularity in the fM

phase. If a more commensurate CO is driven by the magnetic order in LuFe2O4 at

TN, it stands to good reason the improved magnetic correlations in YbFe2O4 may

be strong enough to drive the CO to this newly observed commensurate phase (the

implications of this are discussed more in Chapter 7). The following subsection will

include more detailed analysis of this commensurate CO phase.

6.1.1 Incommensurate to commensurate charge order phase
transition

The new incommensurate to commensurate CO phase transition has only been ob-

served in highly stoichiometric single crystals of YbFe2O4 around 280K and comes
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under the category Type 2, as detailed in Sec. 4.2.3.

Figure 6.5: A set of progression images cut to show the ( 1
3
, 1

3
, ℓ) line (hhℓ plane) at decreasing

temperature from 289 K to 280 K in 1K steps.

Figure 6.6: Integrated intensity as a function
of temperature of the central peak intensity (red
curve), the sum of τ ± 0.05 intensity (blue curve)
and the sum of all intensities (black curve). Top:
the (0, 0, 3

2
) reflection. Bottom: the ( 1

3
, 1

3
, 15)

reflection.

Unlike LuFe2O4 which maintains the

3D incommensurate CO phase from its

onset TinCO=∼315K down to low tem-

perature, Type 2 YbFe2O4 samples ex-

hibit a merging of the incommensurate

peaks forming reflections at τ(n
3
, n

3
, ℓ)

and τ(0, 0, 3n+ 3
2
) in the hexagonal no-

tation. This is shown clearly in Fig. 6.5

with a set of progression images of 1K

steps between 289-280K. At 289K the

incommensurate τ positions are still well

defined, but on cooling through to 285K

the peaks start to shift to the central

peaks along (1
3
, 1

3
, ℓ), before becoming

completely commensurate below 280K.

Further analysis of this transition was

performed using the same data used to

plot the τ positions as a function of tem-

perature in Fig. 6.4 (middle panel). The

plots shown in Fig. 6.6 look at the in-

tegrated area as a function of tempera-

ture for two positions (±τ , ±τ , 3
2
) (top

panel) and (1
3
±τ , 1

3
∓2τ , 15) (bottom

panel). In each case there are three plot-

ted curves, the temperature dependence
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tracking the central peak (red curve), the sum of τ (black curve) and the sum of both

the central peak and τ positions. The intensity at the τ satellites above TCCO are

much higher than the central peak intensity above TCCO, until the system reaches

the commensurate phase transition, at which point the intensity of the incommensu-

rate peaks shift to the central peak position. This is indicated in Fig. 6.6 (bottom),

for the (1
3
±τ , 1

3
∓2τ , 15) position, where for the sum of intensity for the τ satellites

(blue curve), drops to zero at TCCO, but the intensity of the central peak (1
3
, 1

3
, 15)

increases at the commensurate phase transition. For both selected positions, the

sum of τ (blue curves) shows a clear first order phase transition with an extremely

sharp increase in intensity that occurs at 284K for (±τ , ±τ , 3
2
) and 283K for (1

3
±τ ,

1
3
∓2τ , 15). These temperatures relate to the heat capacity shown in Fig. 6.4 (right

panel), but not at the peak maximum, that is rather the onset, but more so com-

ing down from the peak to lower temperatures. For the (1
3
±τ , 1

3
∓2τ , 15) position

the sum of all peaks (black curve) fits almost perfectly with the central peak (red

curve), and indicates that the intensity of the sum of τ positions merges to the cen-

tral peak. This happens to some extent with the (±τ , ±τ , 3
2
) position but the sum

of all peaks is higher before the onset of TCCO, as shown in Fig. 6.6 (bottom panel).

One must note however, that there were some problems with peak saturation from

the images obtained from the MAR imaging plate, therefore the extracted intensities

are somewhat tentative. The question remains, do the lower temperature magnetic

transitions, more specifically TLT, affect for example the (1
3
±τ , 1

3
∓2τ , 15) position,

as was the case for LuFe2O4?
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Figure 6.7: The integrated intensity as a function
of temperature for the ( 1

3
, 1

3
, 15) reflection.

This would imply that it may be

related to a magneto-structural transi-

tion [104]. Without refinement at this

stage, one can look initially at the T-

dependence of the central peak down to

low temperature. A plot of the inte-

grated area as a function of tempera-

ture in the range 310-10K is shown in

Fig. 6.7. There is no evidence of a fea-

ture related to the Tc transition at 260K

(see Sec. 5.1, Fig. 5.1, middle panel for

AC susceptibility), the commensurate

CO remains on a plateau in and around

this temperature. This is quite different

to LuFe2O4, which exhibits a broad dip

around TN, at this point the difference

in τ becomes smaller. This feature in

LuFe2O4, as mentioned in the previous

section, is the spin order (SO), which is

commensurate along ℓ, trying to drive

the CO in the system from incommen-

surate to commensurate, an indication

that the magnetic order maybe part of the driving mechanism for the CO in these

two systems. The absence of this feature in YbFe2O4 is therefore no surprise as the

system is already in a commensurate phase. There is, however, a distinct rise of

intensity below 170K seen in Fig. 6.7, for the onset of TLT at 138 K, as was also
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observed in LuFe2O4 (Fig. 6.4, middle panel). Below 138K the intensity remains

constant to 10 K. The metastable phase associated with low temperature transition,

in which there are competing AFM and fM domains, could explain the intensity

increase, due to the lack of stabilization of one phase. However, there are also other

contributions that may play a role; for example, those indicated by the images pro-

vided in Fig. 6.8 (a) show the commensurate peaks at 210K and 90K, above and

below TLT. There is some notable deviation for example of the (2
3
, 2

3
, -6) reflection

at 90K which is not present at 210K (highlighted with white box) and is seen at

half-integer positions along ℓ, relating to the same CO domain. This is likely at-

tributed to slight structural distortions, where each reflection corresponds to a CO

domain with different cell orientations. A plot of integrated intensity along (1
3
, 1

3
, ℓ)

at 300 (red curve), 210 (blue curve) and 90K (black curve) is also shown in Fig. 6.8

(b).

Figure 6.8: (a) Images of the hhℓ plane at 210 and 90K. White boxes and line show deviation of
half-integer reflections at 90 K. (b) Vertical box integrations along ( 1

3
, 1

3
, ℓ) of three temperatures

300 K (TinCO), 210 K (in the TCCO phase) and 90 K below TLT . Spline background subtractions
were performed for each dataset. Grey lines/dotted mark integer and half-integer positions, re-
spectively.

Although there is no notable feature relating to the shift of the half-integer

positions, it does show the peak intensity increasing on cooling to 90K. This results

from the combined intensity of the central peak seen in the incommensurate CO

phase with the added intensity from the merging of the τ satellites below TCCO.

From this analysis, one can say that both the spin and charge ordering in YbFe2O4 is

far more correlated than that in LuFe2O4, although they are closely related in terms

of the ionic radius [33]. The slight difference in bilayer separation may explain

why LuFe2O4 has slightly weaker correlations in both the CO and SO along c.

Furthermore, had the magnetic correlations been stronger in LuFe2O4 perhaps even

the observation of a spontaneous fM as seen in the magnetic phase diagram of

YbFe2O4 (see Fig. 5.15, top panel), the incommensurate CO in this system could
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well have been forced into a commensurate phase, as indicated by the drop in τ at

TN. Although both systems show an upturn and increased intensity at TLT, only

structural refinement of the CO phase at 200K above and below TLT at 90K will

elucidate whether this is a magneto-structural transition. This will test whether the

system goes from a C2/m to P 1̄ space group, as more recently proposed by [117] or

the sudden increase in intensity stems from either competition between the magnetic

domains or small structural distortions (lattice effects). It is also possible that it is

really a combination of both. The following section covers briefly a refinement in the

R3̄m space group at 300K, before leading on to the sections for the CO refinements

at 200K and 90K, respectively.

6.1.2 Crystal selection and measurement strategies

Expo Param. Given value Given value

T(K) 90K 200K

Resolution Å−1 0.355 0.355

Laue group 1 1

Detector distance (mm) 70 70

complete redu. data Yes Yes

Lattice type C lattice P (primitive)

Scan width (◦) 1 1

θ:-34 to 34 5s 20s

θ:-92 to 92 10s 60s

Redundancy 8 14

No runs 84 87

Total frames 5867 10388

Table 6.1: Experimental parameters used for the refinements at 200 and 90 K.

Single crystal x-ray diffraction measurements were performed for refinements at

300, 200 and 90K on the same microgram size crystal as shown in Fig. 6.9. The

selection of 200K and 90K for final refinement, is to elucidate if there is an intrinsic

magneto-structural transition apparent below 138K (see Fig. 5.1 (a)) in YbFe2O4,

as was proposed in LuFe2O4 [104]. The crystal was selected from the boule grown

in the CO:CO2=1:2.5 atmosphere, where a part of it was smashed to look for small

single crystals. As in the case for LuFe2O4, the search for a mono-domain sample

(see Fig. 6.11, left panel) for final refinement, limits the search of structures to a

k=(1
3
, 1
3
, 3
2
) propagation vector and in the process eliminates multi-k structures. An

example of a crystal with multiple domains can be seen in the Type 3 class CO shown

in Chapter. 4 Fig. 4.7. By conducting a number of short experiments (∼30mins) on

each candidate crystal, it was possible to determine if the crystal selected exhibited

long-range CO. Long measurements spanning 3-4 days (see Sec. 3.7.3) were only

performed at 90K and 200K, whereas the 300K measurement was much shorter (see

Sec. 6.2). The 90K measurement was done first, as a reduced Debye waller factor
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(largely apparent at 300K) would aid refinements. The experimental strategies

employed at 90K and 200K are shown in the table of Fig. 6.1.

As the first long measurement was performed at 90K, some variables were altered

for the later measurement at 200K, for example the counting times in different

theta ranges (for weaker reflections), the lattice type was changed to primitive P
and the redundancy was almost doubled to 14. The latter helps for several reasons,

it corrects for measurement outliers [205], improves confirmation of symmetry and

data precision. All of these factors allow for an increased number of reflections

(double the number of total frames). These changes were implemented to allow

for a better refinement of the twin components due to lost symmetry and for a

larger reciprocal space coverage. Although, as shown in the later sections detailing

the refinement results at each temperature, it was only the twin components at

90K which were effected due to a slight lack of data. For the integration at each

temperature, certain prerequisite information was selected: for example, the Friedel

mates were considered as equal for the purpose of outlier-rejection and no lattice

extinctions were selected. The sample wobble and possible discontinuous movement

of the sample during the experiment was also accounted for. The data set was

integrated without incorporating the twin components and set so that a manual

selection of the space group after the peak integration was possible. Once the peak

integration was complete data reduction was performed as described in more detail

in Sec. 3.8.1.

6.2 Single crystal x-ray diffraction at 300K and the

average R3m structure

Figure 6.9: Left: YbFe2O4 single crystal mounted on a small loop holder fixed with vacuum grease
with chex perpendicular to large shiny facet. Inset: same crystal remounted on thin glass rod again
with chex perpendicular. Right: respective reciprocal space map obtained using the CrysalisPro
software, of the hhℓ plane (R3̄m space group) at 300K.

Single crystal x-ray diffraction was performed at room temperature using the Su-

perNova diffractometer on a mono-domain-like sample (see Sec. 6.1.2), with MoKα

radiation (refer to Sec. 3.7.3). An image of the microgram-sized crystal is shown

101



CHAPTER 6. CHARGE ORDER STUDIES

AND CRYSTALLOGRAPHIC REFINEMENT OF YBFE2O4

in Fig. 6.9 (left) (see Sec. 3.7.3 for all experimental details). All acquired data was

processed using CrysAlisPro and later refined using JANA2006. The crystal image

shown in Fig. 6.9 (inset) depicts an alternative mounting method of the same crystal

used for a measurement at 200K, where instead of the loop and grease method the

crystal was glued to the end of a very thin glass rod (see section 3.7.3). A reciprocal

space precession image of the hhℓ plane is shown in Fig. 6.9 (right), showing that

it is already charge ordered, as expected. The final structure for YbFe2O4 at 300K

is shown in Fig. 6.10 (left). The anisotropic displacement parameters (ADP’s) of

the atoms are depicted as ellipsoids and the relative values obtained from the re-

finement are given in Table. 6.3. After distinct changes in stoichiometry at 360K

(described in Sec. 4.2.3), heating to 350K for a refinement with only diffuse CO

(which is omitted from the refinement) was too risky, as the sample was of high

quality. Moreover, higher temperatures often provide increased risk of effects such

as the Debye-waller factor, hampering the outcome of clean definitive structural so-

lution. Therefore, a refinement was done at 300K, but ignoring the CO reflections,

in this case an average structure based on R3̄m symmetry was determined. The

refinement at 300K was achieved in the R3̄m space group, with 688 reflections (of

which 110 were unique, redundancy ∼6). Although, this was a short measurement,

it provided a reasonable refinement factor of R=2.79%, lower than those previously

published [75,117].

Figure 6.10: Left: YbFe2O4 structure refined at 300 K in the R3̄m space group. Bi-colouration
of Fe site represents Fe2+ or Fe3+ mixed site valency. Right: plot of the calculated vs observed
reflections used for this refinement.
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Parameter This work Blasco et al. Kato et al. [75]

Space group R3̄m R3̄m R3̄m

a (Å) 3.4635(8) 3.4575(1) 3.455(1)

c (Å) 25.216(4) 25.1098(1) 25.054(10)

V (Å3) 261.96(10) 259.961(1) 259.00

Rint/Rσ (%) 9.82/1.62 Rp 8.8

Robs/wRobs (%) 2.79/3.44 RBragg 4.7

Rall/wRall (%) 2.94/3.49 RF 4.4 wR 5.6

GoFobs/GOFall 2.09/2.07

No of reflections 688 Powder 2435

Calc. Density ρ(g.cm−3) 6.63 6.68 6.71

Table 6.2: Refinement parameters at 300 K. The definitions for powder R-values were obtained
from [206] for comparison with the single crystal values.

This is further complemented by the good match between the observed vs cal-

culated structure factors (Fo vs Fc) shown in Fig. 6.10 (right). The goodness of fit

(see Sec. 3.8.2) GoFobs=2.09 on the other hand, was slightly higher than the ideal

value of 1. There is common twining possibility in the rhombohedral compounds,

corresponding to 180◦ rotation around the c-axis: this implies different centerings

called “obverse and reverse", leading to different reflection conditions. Switching

between each setting can be described by a matrix transformation corresponding to

a two-fold rotation around the threefold axis [207]. Obverse/reverse twinning was

not found in the refinements. A list of the obtained parameters from this refinement

are shown in Table. 6.2. Comparison with published room temperature refinement

results (within R3̄m) by [117] using powder and [75] on a single crystal are also in-

cluded in the table. Both a and c lattice parameters from this work are slightly larger

than those previously published. The small difference seen in the lattice parameters

from this work and those by [75, 117] are most likely attributed off-stoichiometry,

with excess or deficient oxygen. A strong indication of off-stoichiometry in YbFe2O4

is seen in [117] on ZFC-FC magnetization curves, both of which exhibit a broad

transition at TN=252K. Although this temperature is close to that observed in

highly stoichiometric YbFe2O4 from this work (see Sec. 4.2.1, Fig. 4.3), the charac-

teristics of the curves are similar to that shown in Fig. 4.5 (Sec. 4.2.1) on a 60mg

crystal used for diffuse neutron scattering at DNS, and presented only 2D CO cor-

relations. Due to the symmetry restrictions of the R3̄m space group only two of the

anisotropic displacement parameters (ADP) are independent, namely U11 and U33

(shown in Table. 6.3) the remaining 4 parameters are given in the following relations:

U13=U23=0, U11=U22 and 2*U12=U11 [208]. Some of the ADP values published

by [75] are unrealistically small, and do not always correlate with those obtained in

this work. Regardless, the refinement statistics obtained in this work, in particular

Robs=2.79%, and GoFobs=2.09% are reasonable. The comparison of lattice param-

eters to [117] and [75] show that in each case our refined a and c have larger values

as shown in Table. 6.2. The slight difference in values are likely attributed to the

effects of oxygen stoichiometry, where the values published by [117] were refined on

103



CHAPTER 6. CHARGE ORDER STUDIES

AND CRYSTALLOGRAPHIC REFINEMENT OF YBFE2O4

more off-stoichiometric YbFe2O4, based on their M (T ) measurement.

Atom (Wyck.) Param. this work [75] Atom Param. this work [75]

Yb (3a) Z 0 0 Fe (6c) Z 0.21477(99) 0.2150(1)

U11 0.0013(6) 0.0096(2) U11 0.0094(9) 0.0035(7)

U33 0.0392(9) 0.00148(5) U33 0.0091(12) 0.00029(19)

O1 (6c) Z 0.12810(69) 0.2925(3) O2 (6c) Z 0.29212(43) 0.1292(5)

U11 0.022(5) 0.0054(2) U11 0.0051(35) 0.0108(5)

U33 0.028(7) 0.000241(1) U33 0.0083(49) 0.00114(2)

Table 6.3: Anisotropic displacement parameters at 300K. The conversion from β to U ADP pa-
rameters from [75] is shown in Appendix. A.3.

The elongation of Yb ellipsoids, pictured in Fig. 6.10 (left), stems from the

CO crystal structure, which involves particularly large vertical displacements of Yb

(see Sec. 6.6). As a refinement was performed in the averaged (R3̄m) structure,

the corresponding splitting of Yb positions is not included. When left un-split, the

refined ADP ellipsoid elongates as a best approximation of the splitting. This feature

also occurs in samples with no long-range CO (off-stoichiometric) as shown in the

refinement at 350K in [26], the elongated ellipsoids are still present indicating the

same CO-distortions, but in this case only short-range, as seen also by the diffuse

lines. This is not limited to Lu and Yb, but also observed in YFe2O4 refinements,

and therefore intrinsic to the charge ordered structure [111].

6.3 What is the correct structure at 200K?

The new discovery of the commensurate CO phase observed in Type 2 samples below

280K, has brought to light overlooked aspects of the original LuFe2O4 structural

refinement by [48], which now needs to be reassessed based on this new knowledge.

As described in the sections above, the presence of this new CO phase indicated that

there was in fact strong intensity at integer positions along c in both the hexagonal

and monoclinic notation. Two reciprocal space maps obtained from single crystal

diffraction using the SuperNova are shown in Fig. 6.11 on LuFe2O4 (left) (210 K)

taken from [48] and YbFe2O4 (right) (200K), the same crystal used for all the refine-

ments performed beyond this point. As one can see, only weak intensity is observed

at the incommensurately modulated CO peaks in LuFe2O4 along (n
3
, n

3
, ℓ) (chex),

for example at (1
3
, 1

3
, 9). The most intense peaks as previously reported are seen

at half-integer positions along ℓ. This is quite contrary to YbFe2O4, which exhibits

stronger peak intensity at both integer and half-integer positions (see previous sec-

tions). In the following, the C2/m charged bilayer structure suggested for LuFe2O4

at 210K, will first be tested against the data collected on the YbFe2O4 crystal at

200K.
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Figure 6.11: Composite reciprocal space maps with scales of both monoclinic and hexagonal axes.
Left: YbFe2O4 at 200 K and right: LuFe2O4 at 210 K. Image for LuFe2O4 was taken from [48] and
adapted. Blue line down the middle of the image indicates separation of the two different images.

6.3.1 Tested C2/m structures solutions at 200 K

Order param. SG Origin

Y1(a,0;0,0;0,0) C2/m (0, 0, 0)

Y1(0,a;0,0;0,0) C2/c (-2
3
, -5

6
, 1

6
)

Y1(a,b;0,0;0,0) C2 (0, 0, 0)

Y2(a,0;0,0;0,0) C2/c (-5
6
,-2

3
,1
3
)

Y2(0,a;0,0;0,0) C2/m (-4
3
, -5

3
, -1

6
)

Y2(a,b;0,0;0,0) C2 (-3
4
, -3

4
, 1

2
)

Table 6.4: Structure solutions based on symmetry
analysis of Y1 and Y2-modes with propagation
vector (1

3
, 1

3
, 2

3
) obtained from the ISOTROPY

software suite [209]. The basis for each solution
is identical and given by (-1, 1, 0), (-3, -3, 0), (1

3
,

- 1
3
, 2

3
). Space group is shortened to (SG).

To ascertain the possible structure solu-

tions in a subgroup of R3̄m, it is essen-

tial to view the likely irreducible repre-

sentations (IR’s) (see Sec. 6.6) based on

specifically selected k-points. In terms

of the studies conducted previously on

LuFe2O4 by [48] and [117], also our cur-

rent work on YbFe2O4, the number of

k-points used to describe the structural

possibilities in all cases was limited to

the use of a Y1 or Y2-mode, thus a

(1
3
, 1

3
, 3

2
) propagation. As mentioned

in Sec. 6.1.2 the use of a mono-domain

sample eliminates multi-k structures,

which involve more than one propaga-

tion vector related by symmetry. In

the majority of cases, the CO reflections

could be described by solutions obtained

from either a Y1 or Y2 mode; for instance, the final C2/m structural solution pub-

lished by [48] corresponds to a Y2(0,a;0,0;0,0) mode, and established that when the

centre of inversion lies between the Fe bilayers, a better final R-value was obtained.

Not only this, but the BVS and XMCD results further supported the final CO su-

perstructure of charged bilayers. Despite of this and during the evaluation process,

structural solutions from both Y1 and Y2-modes were tested during investigations

by [48] and [117]. Earlier work by [106], which presented an antiferroelectric con-

figuration in the ground state using a combination of synchrotron x-ray scattering
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(without structural refinement) and DFT calculations, even at this early stage, de-

termined that a lowering of space group symmetry at least to C2/m would result,

due to the CO superstructure reflections [62]. The key now is to ascertain if one of

these structural possibilities holds true for YbFe2O4 with the additional observation

of intense reflections at integer positions in chex.

Representation analysis using ISODISTORT [210] from the ISOTROPY software

suite [209] allows one to upload a structure CIF file and simulate possible structure

solutions given the k-point and propagation vector. A single propagation vector at

point Y1(a, a, 1
3
) a =1

3
, provides 3 possible IR’s as shown in Table. 6.4. The first

two IR’s Y1(a,0;0,0;0,0) and Y1(0,a;0,0;0,0) are the lowest order parameters and

provide space group possibilities of C2/m and C2/c, respectively. A third structural

solution can be achieved when combining these two, and results in a more complex

order parameter, Y1(a,b;0,0;0,0) and space group C2. These IR’s in terms of the

specific Y2-mode are also displayed in Table. 6.4, the main difference besides the

C2/m and C2/c being in reverse in terms of order parameter to Y1, the origins of

each structure solution are also vastly different. Although refinements of all possible

IR’s have been tested, focus is placed on the C2/m structural refinements in relation

to LuFe2O4, for the additional refinements of the lower symmetry monoclinic space

groups, please refer to Appendix. A.4.

Figure 6.12: Structural representation of C2/m.
The overall charge of each iron layer is depicted
by a line and respective Fe valence, presenting
charged bilayers. The orange dot next to the cen-
tre represents the point of inversion.

For comparison to the structures in-

vestigated previously on LuFe2O4 [48],

two symmetries of the C2/m space

group were primarily investigated, the

first with the inversion centre between

the Fe bilayers (Y2-mode), shown in

Fig. 6.12, this was the natural struc-

tural solution produced by the refine-

ment program and also corresponds to

the model proposed by [48]. Later a

forced refinement was attempted with

the inversion centre at the Yb layer (Y1-

mode), the CIF was obtained from the

Y1-mode decomposition from the up-

loaded parent CIF file to the isodis-

tort website 1. The refinement of the

C2/m (Y1) with the inversion centre at

the Yb layer which corresponds to the

antiferroelectric CO proposed in [106]

was not possible. The best refinement

values achievable for Robs and GoFobs

in this symmetry was Robs= 71.85%

and GoFobs=22.30%, respectively, and

therefore not included in the detailed discussion. The best refinement values of

1The specific CIF file selected for symmetry analysis was the refinement conducted at 300 K
shown in Sec. 6.2. At this temperature the diffraction data was refined in the R3̄m space group.
It can then be uploaded to the ISODISTORT website and based on the symmetry restrictions, a
list of possible subgroups are produced. From here it is easy to look over all k-points for the most
reasonable lower symmetry structural solutions.
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all the space groups tested (see Appendix. A.4 for lower symmetry monoclinic

structures) was that with the inversion centre between the Fe bilayers, with a fi-

nal Robs=9.63%, closely followed by the refinement in C2 Robs=9.45%. The C2

(Y2-mode) was excluded as a possible candidate as the oxygen atoms could only be

refined isotropically, an indication that the space group symmetry is wrong, based

on the observed reflections and the GoFobs=4.14 is also quite above the ideal value

of 1 (see Table. 6.13 in Appendix. A.4.1). The remaining structures tested from

single Y1 and Y2 modes provided in Appendix. A.4, show much poorer refinement

statistics and were therefore omitted as potential structures. The C2/m symme-

try with the inversion centre at Fe-bilayer also yielded the same CO arrangement

as that previously published on LuFe2O4 [48], when using the bond valence sum

(BVS) calculated in the refinement program. The BVS for each iron atom from

this refinement is shown in Fig. 6.13 (right table). Although this particular C2/m
symmetry was refined, providing the same CO pattern as that obtained previously

on LuFe2O4, the final R-factor was much higher for YbFe2O4 with Robs=9.63%,

compared to Robs=5.96% from [48]. Furthermore, the goodness of fit obtained for

this C2/m symmetry was very high (GoFobs=6.25), much larger than that obtained

for the refinement of the LuFe2O4 with GoFobs=1.11 [26].

Parameter Y1-C2/m Y2-C2/m

Rint/Rσ (%) 49.26/1.98 9.94/1.62

Robs/wRobs (%) 71.85/91.62 9.63/25.66

Rall/wR2all (%) 72.13/97.91 9.81/25.82

GoFobs/GOFall 22.30/21.97 6.25/6.19

Uniq. ref (obs/all) 6855/7211 11766/12344

Neg. ADPs Fe1,3,O2,4,5,7 No

Neg. Twins No No

Giso 25.97 0.11

Site C2/m (Y2)

Fe1 2.99(3) (3+)

Fe2 2.241(15) (2+)

Fe3 2.52(3) (3+)

Fe4 2.16(2) (2+)

Figure 6.13: Left: refinement parameters obtained for individual Y1 and Y2 mode structure
solutions at 200K. Right: the calculated BVS of all each Fe-sites from the C2/m.

These two factors alone indicate that this particular symmetry is not correct to

explain the overall structure of YbFe2O4. The question is, why? One can find an

explanation when comparing the observed (red line and symbols) and calculated

(blue line and symbols) intensities given in Fig. 6.14 of reflections along ( 1
3
, 1

3
, ℓ),

from the refinement of YbFe2O4 in the C2/m space group. The two plots show

that the C2/m model greatly underestimates the intensities of many of the CO

superstructure reflections.

The relative intensities of the integer ℓ reflections at room temperature on both

YbFe2O4 and LuFe2O4 in the incommensurate phase are similar, LuFe2O4 does not

go to a commensurate phase. It is the addition of the intensity from the merging of

±τ peaks in YbFe2O4 which gives a higher intensity of integer reflections, picked up

in the integration and included in the refinement. That being said, even with the

increased intensity of integer reflections from the commensurate CO in YbFe2O4,

the underestimated intensity for the calculated reflections shows that this structure
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is incorrect. In terms of LuFe2O4, as the majority of the intensity lies at the in-

commensurate τ positions, and the refinement was performed in a commensurate

approximation [48] it is likely that during the integration process of the data, the

intensity of these types of reflections was systematically underestimated, implying

the C2/m structure does not hold for this system either. When the initial refine-

ment of LuFe2O4 was published, only space groups resulting from single Y1 and Y2

modes were considered.
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Figure 6.14: Observed (red squares) and calcu-
lated (blue circles) intensities along ( 1

3
, 1

3
, ℓ) in

the C2/m space group.

And as a result a final structural

solution of a C2/m space group with

inversion symmetry at the Fe bilayer

was presented [48]. This refinement for

the time provided the best R-values of

all the possible IR’s of that subgroup

and additionally an alternative view on

the CO configuration of charged bilay-

ers, compared to the previous thoughts

and opinions that LuFe2O4 was the first

ferroelectric compound though CO [63].

As none of these higher symmetry Y1

and Y2 IR’s provide clear and definitive

structural solutions for YbFe2O4 and

LuFe2O4, it is now time to address the

possibilities of further symmetry reduc-

tion, by using a combination of Y1 and

Y2 modes.

6.3.2 Is lower symmetry is the answer?

Order param. Y1+Y2 SG Origin Basis

(a,0;0,0;0,0|b,0;0,0;0,0) P 1̄ (0,0,0) (1,-1,0),(2,1,0),( 1
3
,-1

3
,2
3
)

(0,a;0,0;0,0|b,0;0,0;0,0) Cc (-5
6
,-2

3
,1
3
) (-1,1,0),(-3,-3,0),( 1

3
,-1

3
,2
3
)

(a,0;0,0;0,0|0,b;0,0;0,0) Cm (0,0,0) (-1,1,0),(-3,-3,0),( 1
3
,-1

3
,2
3
)

(0,a;0,0;0,0|0,b;0,0;0,0) P 1̄ (0,0,1
2
) (1,-1,0),(2,1,0),(1

3
,-1

3
,2
3
)

(a,b;0,0;0,0|c,d;0,0;0,0) P1 (0,0,0) (1,-1,0),(2,1,0),( 1
3
,-1

3
,2
3
)

Table 6.5: Structure solutions based on symmetry analysis from the ISOTROPY software suite
[209] for a combined Y1 and Y2 mode. SG=spacegroup.

For the current understanding of both YbFe2O4 and LuFe2O4, the need to look

at lower symmetry structure solutions is key. The paper published by Blasco et
al. [117], a short time after the proposed charged bilayers in LuFe2O4 by [48], con-

ducted a temperature dependent study on YbFe2O4 and LuFe2O4 powder using high

resolution x-ray diffraction. They reported that in the case of the LuFe2O4 there

are two structural transitions, the first of which goes from R3̄m to C2/m in the

temperature range 325K∼175K. They described this type of transition as a result
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of condensing modes which belong to the Y2 mode IR. Below the typically stated

magneto-structural transition at 175K [104] they reported a second transition from

C2/m to the triclinic P 1̄. This lower symmetry space group can only be deduced

using a combination of 2 IR’s namely a Y1 and a Y2 mode. While the reports

from this paper highlight an alternative structure at low temperatures for LuFe2O4,

compared to previous reports, there are a number of structures which have been

omitted from symmetry analysis, based on this combination.

Symmetry analysis using a combination of Y1 and Y2 modes have been included

in Table. 6.5. Similarly, as for the individual Y1 and Y2 IR’s and resultant mono-

clinic structures, the lower symmetry Cc and Cm structures did not provided viable

structural solutions (discussed in more detail in Appendix. A.4.2). Although the

latter Cm structure has a lower Robs=7.57%, compared to the refinement of the

C2/m with inversion centre at the Fe bilayer (Robs=9.63%), three of the twin com-

ponents due to lost symmetry were not possible to refine and the GoFobs=3.44%

is still high to consider this a reasonable structural model (see Table. A.3). The

remaining structures left to investigate are the two in the lowest symmetry triclinic

space groups, namely the P 1̄ and P1 structures. From the symmetry analysis ob-

tained from the ISOTROPY software suite [209], three structures are provided (see

Table. 6.5). In the case of the P 1̄, two settings are possible, one with the origin (0, 0,

0) with the Yb-O layer at the inversion centre and the second with the origin at (0,

0, 1
2
) with the Fe bilayer at the inversion centre, and lastly the P1. As previously

described, three twin components are obtained by going from the rhombohedral

R3̄m to monoclinic C2/m and C2/c (see Appendix. A.4.1 for refinement) due to

lost symmetry elements. These account for the loss of the 3-fold roto-inversion (120◦

twinning) symmetry. On further reduction of the symmetry to C2, Cm, Cc (see

Appendix. A.4.2 refinements) and P 1̄, six twin components are required to refine

the structure. These particular lost symmetry elements stem again from the 3-fold

rotation, but now also the loss of the 2-fold (180◦ twinning) rotational symmetry.

6.3.3 Representation analysis and basis transformations for
the triclinic space group

The matrix transformations required to go from a higher symmetry space group

to a lower symmetry space group, can for example be done using the basis’ shown

in Table. 6.5. The transformation from the R3̄m to the P 1̄ space group can be

described by the following basis transformation matrix M and origin shift O:

P 1̄: M =











1 −1 0

2 1 0

1
3

−1
3

2
3











and O =











0

0

0











or











0

0

1
2











(6.1)

The two different origins obtained from the symmetry analysis of the combined

Y1 and Y2 modes are stated in Table. 6.5. The basis used for the P1 structure

is identical to the P 1̄, however as this space group lacks the inversion symmetry,

the origin in this case is arbitrary. The basis vectors a, b, c of the original lattice

can be transformed into the new basis a′, b′, c′ vectors of the new cell via a linear
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transformation:





a′

b′

c′



 = M ·





a
b
c



 (6.2)

This expression in terms of the Miller indices is identical as they are covariant.

When considering the reciprocal lattice vectors, they are transformed by the inverse

of the original matrix:





a∗

b∗

c∗



 = P ·





a∗′

b∗′

c∗
′



 M−1 =











1
3

1
3

0

−2
3

1
3

0

−1
2

0 3
2











(6.3)

The term P is derived from the reciprocal lattice vectors which are transformed

by the inverse of the matrix, P = M−1. One should be aware that these transfor-

mation rules also apply to the quantities covariant with respect to the reciprocal

basis vectors (a∗,b∗, c∗) and contravariant with respect to the direct lattice vectors

(a,b, c) which, are written as column matrices in Eqn. 6.2. This transformation rule

is also valid for the directions in direct space, namely (u, v, w). However, unlike the

reciprocal space transformation, the affine transformation of coordinates (x, y, z) is

affected by an origin shift (O) in direct space [211]:





x′

y′

c′



 = P ·





x
y
z



− O (6.4)

For a matrix using the basis vectors (a∗,b∗, c∗) written in Eqn. 6.3, a transfor-

mation is performed by the inverse of M−1 given as M−1 ·M = 1 (see Eqn. 6.3) and

its transpose [M−1]t:





a∗′

y∗′

c∗
′



 = [M−1]t ·





a∗

b∗

c∗



 (6.5)

This transformation rule is also valid for co-ordinates in real space. Going from

R3̄m to P 1̄, 3-fold rotation symmetry, which is a 120◦ twining around chex and

||c∗ is the first lost symmetry element (twin, Tw). The transformation to the Miller

indices that describe the triclinic cell (see Eqn. 6.4) for a respective twin components

can be written as:





ht
kt
lt



 = Twi ·





h
k
l



 (6.6)

Here i is a an element of real numbers i ∈ 1, 2, 3, 4... and this transformation

can be completed for calculating any twin component which would arise through

lost symmetry. Using the above relation and the required rotational matrix that
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describes the 120◦ twinning around chex Eqn. 6.6 can be written as;

R120◦ =











1
3

1
3

0

−2
3

1
3

0

−1
2

0 3
2











, and thus











ht

kt

lt











tric

= R120◦ ·











h

k

l











(6.7)

When viewing the c-axis of each structure both in the R3̄m and P 1̄, they all

align parallel to chex such that chex=||c∗hex||c
∗
tric [111]. In this case it a direct relation

of the ℓ co-ordinates given in the triclinic basis matrix shown in Eqn. 6.8:











0

0

1











hex

=











1
3

−1
3

2
3











tric

(6.8)

The second lost symmetry element to consider is the 2-fold rotation (mirror

plane) that incorporates additional 180◦ rotations around [100]hex,[110]hex, [010]hex.

The direct translation to the triclinic setting for each of the three rotations is thus:











1

0

0











hex

=











1
3

−1
3

0











tric

,











0

1

0











hex

=











−2
3

1
3

0











tric

,











1

1

0











hex

=











−1
3

2
3

0











tric

(6.9)

When combining all these lost symmetry elements, a resultant 6 twin domains

need to be incorporated into the final refinement. The order in which the 180◦ twin

is input into Jana2006, will change the resultant twin configuration in terms of which

one represents which lost symmetry element. In the case of all the refinements in

this thesis, order and twin components are given by:

Tw1 =











1 0 0

0 1 0

0 0 1











tric

Tw2180◦ =











0 1 0

1 0 0

1
3

1
3

−1











tric

Tw3120◦ =











0 −1 0

1 −1 0

−1
3

−1
3

1











tric

Tw4240◦ =











0 −1 0

1 −1 0

−1
3

−1
3

1











tric

Tw5180◦ =











1 −1 0

0 −1 0

2
3

−1
3

−1











tric

Tw6180◦ =











−1 0 0

−1 1 0

0 0 −1











tric

Twin 1 is the first twin at 0◦ (identity matrix) of the 3-fold rotation, twin 2 and

twin 3 are the 120◦, and 240◦ rotation around chex, respectively. The remaining
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twins form the second lost symmetry element of the 180◦ 2-fold axis. In this case

twin 2 ([1 1 0]hex) is the first 180◦ rotation about twin 1, and the remaining twins 5

and 6, were obtained by multiplying twin 3 and 4 with twin 2 to form the final lost

symmetry 2-fold rotations.

6.3.4 Structural refinement of P 1̄ at 200 K

0 200 400 600 800
0

200

400

600

800

 P1 at 200 K

F
C
(a

.u
.)

F
O
(a.u.)

Parameter This work

Space group P 1̄ P 1̄

Origin (0, 0, 0) (0, 0, 1
2)

Rint/Rσ (%) 8.01/2.03 8.01/2.03

Robs/wR2obs (%) 4.71/11.72 8.91/23.37

Rall/wRall (%) 4.95/11.90 9.20/23.58

GoFobs/GOFall 2.38/2.34 4.73/4.62

Uniq. ref. obs/all 17363/18467 17363/18467

Parameters 199 191

SG a (Å) b (Å) c (Å) α(◦) β(◦) γ(◦)

P 1̄ (0,0,0) 5.982(2) 5.986(1) 16.877(4) 86.556(9) 83.1680(1) 59.962(5)

P 1̄ (0,0,1
2
) 5.982(1) 5.986(1) 16.877(4) 86.556(9) 83.1680(1) 59.962(5)

Figure 6.15: Tables of refinement for both P 1̄ structures. Left: a plot of the observed vs calculated
intensities for P 1̄ (0,0,0). Right: obtained refinement parameters and below the lattice parameters.

The mono-domain crystal (see Sec. 6.1.2) used for all refinements made it possible

to integrate the peaks solely within Twin 1. A structural solution was in each case

performed using SIR2014 [167] (refer back to Sec. 3.8.2 for more details), which is

integrated into the Jana2006 software and used instead of the internal super-flip.

As with all the refinements conducted in this thesis, the large set of reflections were

processed into a hkl file using the CrysalisPro software [163], a readable format

for Jana2006. In order to obtain the most reflections for refinement, either the P1
or P 1̄ space-group was selected in CrysalisPro and later merged depending on the

symmetry of the structure being refined.

The final refinement parameters obtained for each of the P 1̄ refinements (each

with a different origin) are shown in Fig. 6.15, with an additional plot of the calcu-

lated vs observed (Fc vs Fo) reflections (left) for the P 1̄ (0,0,0) refinement, which

exhibits no major outliers. Initial focus shall be placed on the P 1̄ refinement with

the shifted origin (0, 0, 1
2
) as this is not a candidate structure due to a number

of factors which will now be addressed. In terms of acceptable refinement parame-

ters, all atoms except the O7 atom were refined anisotropically, the O7 atom gave a

non-positive definite ADP tensor and was therefore refined isotropically (highlighted

by a blue circle in Fig. 6.16 (right)). This is already a strong indication that this

particular symmetry is not correct. More pressing are the unusual ellipsoid shapes

obtained for the Fe and more specifically the O atoms. In a well-behaved structure

the occurrence of slightly elongated ellipsoids, for example the Yb and Fe atoms
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shown in the structural representation of the P 1̄ with origin (0, 0, 0) (see Fig. 6.16,

left), are the standard expected result, where the specific inclination of the ellipsoid

is based on the symmetry of the unit cell [212, 213]. However, the implications of

the flat, typically deemed pancake-like ADPs of the oxygen atoms seen in the P 1̄
with origin (0, 0, 1

2
) imply that one of a number of issues with this SG exist.

Figure 6.16: Structural representations using symmetry analysis of the combined Y1 and Y2 IR’s
at 200 K. Left: P 1̄ with origin at (0, 0, 0) and right: P 1̄ with origin at (0,0,1

2
). The overall charge

of each iron layer is depicted by a grey line and relative iron valence. The red dot represents the
point of inversion. Grey arrows highlight polarization of the layer, which in the case of P 1̄ (0, 0, 0),
is polar bilayers antiferroelectrically stacked. The alternate P 1̄ structure presents charged layers
of majority Fe2+. The O7 atom (marked with blue ring) for the (0, 0, 1

2
) structure was maintained

as isotropic, anisotropically it was refined as a non-positive definite ADP tensor.

The primary cause that can be ruled out first is temperature, although it is at

200K, classed still as a higher temperature in x-ray diffraction, when compared to

the other P 1̄ structure with origin (0, 0, 1
2
), there is no observation of a oddly shaped

ADPs, apart from natural distortion. The most probable factors therefore are either

conformational transitions2 or in the majority of cases, atoms which form a long

chain to a heavy atom from the outer most atoms can cause more thermal vibration

and as a result larger ellipsoids. Disorder and poor atom assignation from the

electron density map can also contribute to poor ADPs. However, in this particular

case it is attributed to wrong structure selection, where the specific orientation of

the ellipsoids do not follow the correct symmetry operations of the selected space

group. This factor along with the non-positive definite ADP tensor of the O7 atom,

clearly indicate this is not the correct structure solution for this compound. The high

refinement values complement this assertion, where Robs=8.91% and the goodness

2Any spatial arrangements of a molecule that can be obtained by rotation of the atoms about
a single bond.
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of fit is very high at GoFobs=4.73% (see Fig. 6.15). Furthermore, the calculated

BVS for the oxygen atoms of this structure do not correlate with the natural O2−

oxidation state of this system, where the atoms ranging from O7-O12, shown as

highlighted cells in the table of Fig. 6.17 (right), give values of circa 0.5; far too low

to be considered realistic, mostly likely attributed to badly estimated bond lengths

due to the model being incorrect. Still, based on the Fe valences calculated using

the BVS method, the final CO state for this structure with the inversion centre at

the Fe bilayer gives charged layers of majority Fe2+ over the whole unit cell. Since

this particular symmetry cannot be a candidate for the final structure solution of

YbFe2O4, it is now necessary to look at the P 1̄ structure with origin (0, 0, 0).

Site
P 1̄

(0, 0, 0)

P 1̄
(0, 0, 1

2
)

Fe1 2.851(14) (3+) 1.981(19) (2+)

Fe2 2.842(15) (3+) 2.02(3) (2+)

Fe3 2.103(9) (2+) 2.31(3) (2+)

Fe4 2.864(15) (3+) 2.59(4) (3+)

Fe5 2.119(10) (2+) 2.61(3) (3+)

Fe6 2.050(9) (2+) 2.32(3) (2+)

Site
P 1̄

(0, 0, 0)

P 1̄
(0, 0, 1

2
)

O1 2.003(9) 1.86(2)

O2 2.031(10) 1.81(3)

O3 2.015(9) 1.76(2)

O4 1.981(11) 1.52(3)

O5 1.954(12) 1.63(2)

O6 1.962(11) 1.93(3)

O7 1.968(10) 0.627(11)

O8 1.922(10) 0.531(9)

O9 1.850(12) 0.537(9)

O10 1.789(12) 0.558(10)

O11 2.027(12) 0.505(8)

O12 1.877(13) 0.573(10)

Figure 6.17: The calculated BVS of each Fe site (left table) and oxygen site (right table) for both
P 1̄ structures. The highlighted oxygen sites (yellow) show unrealistically low BVS calculated for
the P 1̄ with shifted origin (0, 0, 1

2
).

The refinement of the alternative P 1̄ structure which has the inversion centre

at the Yb layer, as with all the lower symmetry refinements including P1 described

in the next section, a number of restrictions were needed before running an initial

refinement cycle 3. The final refinement parameters are also shown in Fig. 6.15

and provide the lowest final R-value of Robs=4.71%, from all the tested structures.

The goodness of fit (GoFobs=2.38) is still above the ideal value of 1, however the

3Lowering space group symmetry incurs more parameters and atoms, leading to more ADP
parameters as well as the already established 6 twins components, making stabilization of the
refinement in the beginning difficult. Remedied by the following restrictions; setting identical
coordinates for each atom, using a random seed and a lower damping factor in the refinement
settings. A convergence during the first 10 cycles of the refinement can thus be achieved. From
there inclusion of the correct twin components and an isotropic extinction factor will better the
refinement parameters. Lastly, slow removal of the restrictions on heavier atoms to light atoms
and the eventual move from isotropically defined atoms to anisotropic, should yield a successful
refinement. All restrictions were removed for the P 1̄ structure with origin zero.
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remaining positive factors such as the extremely reasonable ADP ellipsoids obtained

for each atom, shown in Fig. 6.16 (left), none of which yielded a non-positive definite

ADP tensor, still inspire confidence that this is correct. The wR2obs=11.72% is also

in good relation to the observed R-value, where in poorer refinements it is typically

much higher. The corresponding BVS values calculated and shown for both Fe and

O sites in the unit cell (Fig. 6.15) for this structure are also in good agreement

with the oxygen valence O2−, where the lowest value obtained for the O10 atom

was 1.789. The BVS calculated for the Fe sites provided a clear distinction between

the Fe2+ and Fe3+ valences in contrast to the previously tested higher symmetry

structures, the values in some cases were either higher or lower than the ideal value

(see Appendix. A.4). The refined coordinates and respective ADPs of each atomic

site at 200K are displayed in Table. 6.6. The final CO structure for this refinement

is polar bilayers stacked antiferroelectrically. The results of the refinements so far

clearly indicate P 1̄ with a Yb at the origin to be the most likely structure, and the

corresponding antipolar CO to be the correct charge configuration. This is validated

by a refinement in the P1, with no symmetry restrictions, to which we turn to now.

Site x y z U11 U22 U33 U12 U13 U23

Yb1 0 0.5 1 .00413(6) .00486(7) .01371(6) -.00223(6) -.00107(7) .00030(7)

Yb2 .33317(3) .82922(4) .99587(14) .00407(4) .00394(4) .014907(4) -.00194(5) -.00152(5) .00041(4)

Yb3 .17037(3) .16645(3) .48594(12) .00429(4) .00376(3) .010004(3) -.00230(3) -.00086(3) .00019(3)

Yb4 0.5 0.5 0.5 .00388(5) .00359(6) .01964(10) -.00216(4) -.00195(8) .00035(6)

Fe1 .43980(16) .83445(18) .67556(2) .00658(15) .0066(14) .00647(9) -.00390(16) -.00098(13) .00078(12)

Fe2 .88912(16) .50416(16) .32379(2) .00565(13) .00614(15) .00585(8) -.00313(13) -.00114(12) .00097(11)

Fe3 .21602(2) .82591(2) .32410(3) .01031(2) .01662(2) .00626(11) -.00748(2) -.00135(15) .00103(16)

Fe4 .72377(16) .83944(16) .82290(2) .00535(13) .00587(15) .00795(10) -.00306(14) -.00119(13) .00083(12)

Fe5 .39379(19) .49769(17) .81869(3) .00807(16) .00822(18) .00709(9) -.00406(17) -.00181(14) .00136(14)

Fe6 .93887(2) .83021(2) .17927(3) .00991(18) .01061(2) .00564(9) -.00515(2) -.00102(15) .00124(14)

O1 .84009(7) .52380(6) .43920(15) .00716(8) .00447(7) .00784(5) -.00263(6) -.00131(5) -.00018(4)

O2 .17672(7) .82093(8) .43987(14) .00742(8) .00831(8) .00639(5) -.00567(7) .00010(5) .00037(5)

O3 .45802(6) .84408(7) .56052(14) .00586(8) .00747(7) .00615(4) -.00325(7) -.00088(5) .00114(5)

O4 .98572(8) .83044(9) .06104(14) .00535(7) .00723(7) .00748(5) -.00242(7) -.00187(6) .00123(6)

O5 .72725(8) .15100(7) .79872(17) .00924(8) .00551(8) .00977(6) -.00395(7) -.00119(7) .00104(6)

O6 .35331(9) .49270(8) .93923(13) .00831(9) .00699(4) .00593(4) -.00190(8) -.00111(7) .00145(6)

O7 .68732(8) .84125(8) .93697(14) .00629(7) .00583(7) .00710(5) -.00171(7) -.00204(6) .00160(6)

O8 .04218(8) .53142(7) .80046(17) .00912(3) .00821(9) .00906(6) -.00378(8) .00003(6) .00036(6)

O9 .42380(7) .82590(8) .80366(18) .00686(9) .00786(8) .01240(7) -.00263(8) -.00264(6) .00051(7)

O10 .7743(8) .81238(8) .67259(2) .00766(8) .01085(12) 0.01834 -.00483(9) -.00323(8) .00098(9)

O11 .87162(7) .83392(8) .30536(15) .00973(9) .00753(7) .00808(5) -.00393(8) -.00187(5) .00046(6)

O12 .41585(8) .52416(7) .68633(19) .01163(2) .00759(9) .01135(7) -.00626(9) .00090(7) -.00043(6)

Table 6.6: Atomic positions and anisotropic displacement parameters of the P 1̄ structure refined
at 200 K. All of the coordinates were changed to values between 0 and 1, by adding or subtracting
1 to standardize the positions in the unit cell.
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6.4 P 1̄ or P1.. that’s the question?

Figure 6.18: Structural representation of left: P1 and right: P 1̄. The arrows indicate direction of
polarization for each Fe bilayer. The red dot marks the inversion centre of the P 1̄ structure.

The question still remains, does P 1̄ symmetry still hold when we refine the structure

in the lowest space group symmetry P1. As P1 imposes no symmetry constraints, a

successful refinement can unambiguously determine which, symmetry elements can

possibly be present and thus which space groups can be appropriate. A refinement

of the P1 structure was successfully achieved again with the same restrictions men-

tioned in the previous section. The P1 reflection list was recreated from the available

list of unmerged reflections. In order, to account for the loss of inversion symmetry,

extra atoms at general Wyckoff positions (2i) in P 1̄ were incorporated (the only two

special atomic positions in the P 1̄ unit cell belong to the Yb1 (Wyck=1c) and Yb4

(Wyck=1h)). This can be done either manually or by adding an extra atom for

each general position. Due to the loss of an inversion centre the coordinate will take

the opposite value (positive becomes minus etc), and from here you obtain all the

atoms for the P1 unit cell. In the case of the refined structure shown in Fig. 6.18,

the P1 structure was obtained using the structure solution from SIR2014 [167]. The

final refined atomic coordinates and lattice parameters of the P1 structure at 200K

are shown in Appendix. A.5. When comparing, the two structures correctly, the

refinement of the P 1̄ space group needs to be completed with the same reflection

file used for the P1 4.

4This was done simply by taking the original refinement in Jana2006 and modifying the space
group in the M50 files (basic structural parameter file) to space group symmetry P1. It then
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Parameter P1 P 1̄

Rint/Rσ (%) 6.99/2.91 6.99/2.91

Robs/wR2obs (%) 5.56/13.07 5.90/13.75

Rall/wR2all (%) 6.05/13.47 6.41/14.17

GoFobs/GOFall 2.21/2.15 2.32/2.26

Uniq. ref. obs/all 30497/34123

Parameters 386 199

Twins restricted 7,8,9,10,11 None
2.0

2.2

2.4

2.6

2.8

3.0

Fe
2+

 P1, Fe1a

 P-1, Fe2i

 P-1, Fe2i

B
o
n
d
-V

a
le

n
c
e
-S

u
m

T(K)
20090

Fe
3+

Figure 6.19: Left: table of refinement statistics for both P1 and P 1̄, the latter with merged
reflections from the P1 structure at 200 K. Right: a plot of the calculated BVS at 200 K for P 1̄

(purple crosses) and P1 (orange squares) and at 90 K the same P 1̄ (black crosses). The red and
blue lines represent the Fe3+ and Fe2+ valence, respectively.

The refinement statistics obtained for each structure at 200K are given in Fig. 6.19

(left table). The higher overall refined parameters given here for the P 1̄ structure

(compared to those in Sec. 6.3.4), are natural given the extra reflections, but it is

important to now see which structure is correct. When considering first the struc-

tural outcome, both P1 and P 1̄ provide a reasonable Robs=5.56 and 5.90% and

GoFobs=2.21 and 2.32, respectively. The BVS analysis from each refinement is plot-

ted as a function of temperature in Fig. 6.19. At 200K the BVS from the 6 Fe

(Wyckoff 2i) atoms from the P 1̄ (purple crosses) refinement and 12 Fe (Wyckoff 1a)

atoms from the P1 refinement (orange squares) show the same valence distribution.

As discussed in Sec. 6.4.1, this implies from unrestricted (P1) refinement that the

CO really has P 1̄ symmetry. On further cooling to 90 K, the BVS of the P 1̄ (black

crosses) is also provided. At each temperature both structures present the same CO

pattern, with half of the Fe atoms taking Fe3+ and the remaining half taking Fe2+.

The P1 refinement gave extremely reasonable values, allowing easy distinguishabil-

ity of each Fe valence. The ADP ellipsoids of some of the oxygen atoms are not

agreeable compared with the P 1̄ as shown in Fig. 6.18, where some are more elon-

gated and flatter in shape but not beyond the realm of acceptable, and attributed

to the lowering of symmetry, increased parameters and in particular the presence of

strong correlations due to inversion symmetry or at least pseudo inversion symmetry.

The five negative twin components seen in the refinement of the P1 structure, are

also problematic, but stem from a lack of reflections in the area of each of these lost

symmetry elements; in this case the inversion centre. From this point it is difficult

to see which structure is representative of the CO pattern observed. Therefore, in

order to find the correct structure, one must examine the symmetry elements, and

which, if any, are preserved.

gives you the option of creating a new reflection file. Once complete, the current space group P1

and respective reflections are obtained. Then by changing the space group back to P 1̄, and not
selecting the option of create a new reflection file. You obtain an identical set of reflections for
both structures without symmetry restrictions.
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6.4.1 Which structure represents the correct CO? based on
symmetry

Figure 6.20: The charge order deduced in P1. The P 1̄ unit cell boxed in black (top right) is broken
into 3 sections; a)-c) representative of each bilayer in the unit cell. (a) the top bilayer of the unit
cell in a view direction along ℓ, where a central red dot describes a point of inversion. Due to the
mapping of Fe3+ to Fe2+ of each layer; 3 2-fold and mirror (rectangle boxes) symmetries are broken.
The loss of 2-fold mirror symmetry (110)||chex is described in the (a) + (c) diagram, showing the
top and bottom bilayers of the unit cell. The two layers are projected in the same orientation,
where red and blue lines represent the 2-fold mirror symmetry of each layer, respectively. The
additional red dotted line on the bottom layer (c) shows that the symmetries do not map over
bilayers, since the c axis in this structure is not perpendicular to the a-b plane. A red dot shows
the Fe layers affected by Yb inversion in the unit cell, and in this case the Fe3+ ions are coloured
in red for better distinction to the Fe2+. The blue lines present the clear mapping of like atoms to
like atoms through inversion symmetry of each layer, which for this CO arrangement is preserved.

To ascertain which structure fits the CO configuration presented by BVS analysis,

one needs to see which lost symmetry elements going from the higher symmetry

R3̄m to the much lower symmetry P1 subgroup are still needed and, which ones are

broken by the charge order. The only one which needs to be clarified is the inversion

symmetry at the Yb position, which is lost when entering the P1 space group. A

brief explanation of proof for the loss of the higher symmetry elements: the 3 and

2-fold symmetry plus mirror operations are however, required first. Some of the

diagrams shown in Fig. 6.20, highlight the lost symmetry elements with the final

exception of inversion (discussed later). Initially, the refined P1 structure (boxed)

shown in Fig. 6.20 (top right) is broken up into sections and categorized using a)-c),

each representing a bilayer in the unit cell. The red dots indicate the valid inversion

118



6.4. P 1̄ OR P1.. THAT’S THE QUESTION?

centers of the P 1̄ structure. The separated bilayer shown in a) prevents both 3-fold

and 2-fold symmetry due to mapping of Fe3+ rich to Fe2+ rich positions from one

layer to the other, thus breaking the higher symmetry operations. The loss of mirror

symmetry is highlighted with black rectangles. The second fundamental symmetry

element is the 2-fold mirror, which is seen as lines passing through (110)||chex. This

particular symmetry element is more difficult to see, and requires both the top (a)

and bottom (c) bilayer for clarity. The 2-fold mirror symmetry in the top layer

is represented by red lines, and in the bottom, blue lines, respectively. When one

positions the red lines as they stood on the top layer (see Fig. 6.20 (dotted red line))

to the bottom layer’s blue lines, one can see they do no map from one bilayer to

the next, since the c axis is not perpendicular to the a-b plane, and as a result also

breaks the mirror symmetry.

With all those symmetry elements gone, the CO necessarily has to be described

with a triclinic space group. The final point of call, is to check the inversion symme-

try to see if the correct structure is P 1̄ or P1. The inversion centers at the Yb layer

are marked by a red dot in the main unit cell, shown in Fig. 6.20 (boxed panel).

The panel below the box shows the two Fe layers affected by inversion, the blue

lines between the two layers of the bilayer indicate that from the BVS calculated

from the refinement, the inversion symmetry is preserved based on the CO arrange-

ment. From this it is clear that the CO pattern can be described by the P 1̄ space

group with inversion centre at the Yb position, and although the same CO pattern

results in the P1 refinement, all Fe atoms are connected by inversion symmetry. In

this case, for describing the CO, the best structure is P 1̄. Furthermore, the BVS

values given in Fig. 6.19 (right) at 90K of the P 1̄ refinement (discussed in detail in

Sec. 6.5), indicates no change of CO pattern going below the LT phase. This does

not account for the peak intensity observed below TLT , given in Sec. 6.1.1 Fig. 6.6,

which is attributed to small distortions, whether this results in a reduction to P1
symmetry still needs to be addressed by refinement. However, the fact that the P 1̄
refinement has no negative twins, less parameters and has very comparable refine-

ment statistics to P1, although slightly higher, it still comes to the right choice of

space group for the crystal structure. In this case, it comes down to the decision

between centro and non-centrosymmetric, and the higher symmetry system should

always selected [214]. This final result elucidates the P 1̄ structure as the final so-

lution for YbFe2O4 at 200K, and describes with this cell; polar Fe2+/Fe3+ majority

bilayers stacked antiferroelectrically, ruling out ferroelectricity in this system. Al-

though there are antipolar bilayers, it still remains to be seen if this system can be

deemed a proper antiferroelectric material, which would imply that application of a

sufficiently large electric field can provide a potential drop large enough across the

bilayers to flip the polarization of one bilayer, inducing a ferroelectric state. Fur-

thermore this result provides a new revised model and insight into LuFe2O4. The

next point of call is to establish whether or not the TLT=138K transition affects the

structure at 90K. An increase of peak intensity was observed below this tempera-

ture as shown in Fig. 6.4, which looks at the temperature dependence of the (1
3
±τ ,

1
3
∓2τ , 15) and (±τ , ±τ , 3

2
) reflections. It remains to be determined whether there is

a structural change below this transition as proposed by [117]. The following section

details a refinement at 90K.
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6.5 P 1̄ refinement at 90K

Parameter This work

T(K) 200 K 90 K

Space group P 1̄ P 1̄

Rint/Rσ 8.01/2.91 11.59/3.11

Robs/wR2obs (%) 4.71/11.72 4.17/9.38

Rall/wR2all (%) 4.95/11.90 4.92/9.80

GoFobs/GOFall (%) 2.38/2.34 1.39/1.35

Uniq. ref. obs/all 17363/18467 15854/18257

Redundancy 10 8

Parameters 199 198

Neg. twins No Twin 5

Site
P 1̄

200 K
P 1̄

90 K
BVS

Fe1 2.851(14) 2.836(12) (3+)

Fe2 2.842(15) 2.858(14) (3+)

Fe3 2.103(9) 2.092(9) (2+)

Fe4 2.864(15) 2.891(13) (3+)

Fe5 2.119(10) 2.101(8) (2+)

Fe6 2.050(9) 2.075(8) (2+)

Figure 6.21: P 1̄ refinements at 200 K and 90 K. Left: tables of refinement parameters. Right:
the calculated BVS of each Fe ion, the BVS column stands for the oxidation state taken for each
obtained value for the final CO arrangement.

Figure 6.22: Structural representations using symmetry analysis of the combined Y1 and Y2 IR’s
at 200K of the P 1̄ structure. Left: 200K. Right: 90 K. The overall charge of each iron layer is
depicted by a grey line and relative iron valence. The red dot represents the point of inversion.
Grey arrows highlight polarization of the layer, which is described at each temperature by the
same P 1̄ space group (origin:(0, 0, 0)). The final CO structure presents polar bilayers which are
antiferroelectrically stacked.
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6.5. P 1̄ REFINEMENT AT 90K

As the refinement in P 1̄ (origin (0,0,0)) provided correct final structural solution

explaining the CO in this system, a long experiment was also performed at 90K.

This was in fact done before the 200K experiment, as based on thermal effects, re-

finement at a lower temperature is far more stable and was therefore conducted first.

A comparison of refinement parameters for the P 1̄ at 200K and 90K respectively, is

provided in Fig. 6.1 (left). The only unfortunate aspect in regards to the refinement

at 90K is that Twin 5 was negative, and thus in the final refinement had to be

restricted to 0. Besides this all ADP’s shown in Fig. 6.22 gave reasonable values,

and conform to more isotropically shaped ellipsoids due to the lower temperature.

The overall R-values are slightly lower than that obtained at 200 K in particular the

goodness of fit is more reasonable and close to the ideal value of 1 (GoFobs=1.39%).

The single lost parameter in the 90K data is accredited to the negative twin com-

ponent, which was set to zero before the final refinement cycle. The occurrence of

this negative twin contrary to the 200K data can be reasoned by the experimental

procedure and crystal mounting (see Table 6.1). The refinement parameters for P 1̄
at 200 and90 K are given in Table fig:Twins-p-1-expo-para.

Twin Population ( %)

T(K) 200K 90K

1 0.1587(6) 0.2194(4)

2 0.1098(4) 0.5677(7)

3 0.0728(4) 0.0060(3)

4 0.1918(2) 0.1231(6)

5 0.0572(8) 0

6 0.4094(7) 0.0835(8)

Table 6.7: The 6 refined twin components at 200
and 90 K and relative domain populations.

The specific θ intervals used for the

200K measurement were maximized by

measuring for a longer time. The main

contributing factors that affected twin

component 5, are highlighted green in

the experimental parameter table of

Fig. 6.1. To refine this twin, based on its

orientation in the unit cell would require

a number of more reflections and cover-

age in order to be refined. 1509 more re-

flections were recorded during the 200K

measurement based on the experimen-

tal setting at 200 K, compared to that

initially measured at 90K, consequently

provided enough for a successful refine-

ment of all twin components. Another variable which must be considered; during the

time between each measurement, the crystal was removed from the loop and grease

holder, used previously for the 90 K measurement and glued on a much more stable

thin glass rod. This alone will improve the refinement outcome, as the crystal is not

obscured by grease, improving the resolution for the video camera (used for absorp-

tion correction). All of these aspects resulted in non-comparable twin components

for each refinement, where the statistically better twin populations are obtained at

200K. In order to understand the twin population based on each lost symmetry

element, a brief revision and break down of their specific orientation in reciprocal

space is required. Twin 1 relates to the identity matrix (0◦) around chex, twin 2 is

the 2-fold rotation around (110)hex (direct lattice). From this point, twin 3 and twin

4 are representative of the 120◦, and 240◦ rotation around chex, respectively. The

2-fold rotations occur at (100)hex, (110)hex and (010)hex. Which means that when

calculating the final two twin components 5 and 6, they relate to the 180◦ twinning

around (100)hex and (010)hex. The highest populated twin around (001)hex is twin

4, followed closely by twin 1. The lowest populated twin for the 3-fold rotations

around c is twin 3, while the highest populated twin component comes from twin
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6=0.409%, 2-fold rotation.

Site x y z U11 U22 U33 U12 U13 U23

Yb1 0 0 1 .00296(5) .00306(6) .00733(4) -.00197(5) -.00050(5) .00032(5)

Yb2 .33314(3) .32926(4) .99669(11) .00281(4) .00290(4) .00674(3) -.00179(4) -.00075(3) .00011(3)

Yb3 .17136(3) .66574(3) .48497(10) .00263(3) .00238(3) .00435(2) -.00150(3) -.00042(2) .00012(2)

Yb4 0.5 0 0.5 .00250(5) .00224(6) .00886(5) -.00147(4) -.00117(5) .00028(5)

Fe1 .56080(11) .66471(14) .32368(2) .00377(13) .00395(12) .00266(9) -.00185(13) -.00026(9) .00020(10)

Fe2 .73052(12) .33842(15) .82284(2) .00382(13) .00393(13) .00386(10) -.00242(13) -.000517(9) .00030(10)

Fe3 .39619(14) .99843(15) .81835(2) .00471(14) .00512(15) .00360(8) -.00293(13) -.00001(10) .00029(12)

Fe4 .88951(12) .00176(13) .324925(2) .00383(13) .00382(14) .00306(8) -.00180(12) -.00039(9) .00026(10)

Fe5 .78508(13) .67645(15) .67572(2) .00609(15) .00706(17) .00301(10) -.00324(15) -.00036(10) .00016(11)

Fe6 .93178(13) .33483(16) .17953(2) .00530(15) .00559(14) .00292(10) -.00313(15) .000228(10) -.00006(11)

O1 .98339(6) .33367(8) .06142(14) .00497(7) .00668(7) .00359(5) -.00301(7) -.00029(5) -.00030(5)

O2 .35508(7) -.00863(7) .93925(13) .00556(7) .00508(7) .00327(4) -.00266(7) .00049(5) .00022(5)

O3 .68769(6) .33910(8) .93689(14) .00575(7) .005531(7) .00387(5) -.00355(7) -.00017(5) -.00028(5)

O4 .54509(5) .65261(6) .43947(13) .00332(6) .00476(7) .00323(4) -.00147(6) -.00041(4) .00082(4)

O5 .82345(6) .68154(6) .56010(13) .00635(7) .00601(8) .00281(4) -.00389(7) .00008(4) -.00014(4)

O6 .73480(6) .65153(7) .79862(15) .00734(8) .00617(9) .00537(5) -.00367(7) -.00214(6) .00160(5)

O7 .83942(6) .02433(6) .43982(14) .00664(7) .00457(8) .00363(4) -.00352(7) -.00031(4) -.00039(4)

O8 .04890(6) .02911(6) .80252(15) .00501(7) .00502(8) .00553(5) -.00201(6) -.00048(5) -.00009(4)

O9 .87175(5) .33080(6) .30544(14) .006766(8) .00429(6) .00489(5) -.00278(7) -.00098(4) -.00014(5)

O10 .43327(5) .32778(7) .79999(14) .00529(7) .00726(8) .00501(5) -.00373(7) -.00127(4) .00007(5)

O11 .58655(5) .97728(6) .31398(16) .00496(7) .00590(8) .00716(5) -.00326(7) -.00052(5) .00033(5)

O12 .22172(6) .68906(6) .32858(17) .00493(7) .00718(11) .00925(6) -.00287(7) -.00158(6) .00067(6)

Table 6.8: Atomic positions and anisotropic displacement parameters of the P 1̄ structure refined
at 90 K. All of the coordinates were changed to values between 0 and 1, by adding or subtracting
1 to standardize the positions in the unit cell.

From the commensurate CO observed in this crystal at 300K (see Sec. 6.2

Fig. 6.9), it was only apparent that one CO domain was present. However, on

cooling to 200K (see Sec. 6.3 Fig. 6.11) a clear second domain emerged. This ex-

plains the relatively close values of twin 1 and 4, much smaller than twin 3=0.07 %,

as it is primarily populated by the other two domains. All other vital parameters

from the 90K refinement are exceptionally good, in particular when one views the

comparison of the BVS of each Fe site calculated for each temperature, (see table

in Fig. 6.1 (right)), all of which are in good agreement; with very similar values for

each atom. The final atomic positions and thermal displacement parameters refined

at 90K are shown in Table. A.6. As the refinement at 90K was successfully achieved

in the P 1̄ space, it is clear that there is no (symmetry-changing) structural change

related to the TLT transition. Further investigation into the low temperature phase

is required to elucidate the observed changes. Now it is important to address what

modes contribute to the antiferroelectrically stacked polar bilayers in this system by

mode decomposition.

6.6 Mode decomposition

The principle of mode decomposition allows one to look at the structural distortions

that occur from an undistorted higher symmetry parent cell to a lower symmetry

distorted structure. These distortions can be attributed to a number of phenomena
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for example structural phase transitions and charge ordering to name a few. In

this case the cell, which originally corresponded to the reflections observed through,

for instance x-ray diffraction at one temperature, no longer fits with the reflections

observed beyond one of the types transitions mentioned above. One can even revert

back to first principles in terms of dynamic distortions (thermal vibrations), which

since the development of Landau theory [21], systems that exhibit static frozen

distortions (often present in ferroic structures) and distorted structures, in general

can be explained by modes.

Mode Γ1+ Γ3+ Σ1 Σ2 T1+ T3+ Y1 Y2

As 0.04159 0.05071 0.09252 0.31002 0.43534 0.07167 0.19437 0.69740

Ap 0.01698 0.02070 0.03777 0.12656 0.17773 0.02926 0.07935 0.28471

Table 6.9: The sum of each mode amplitude for both the superstructure As and parent structure
Ap. The two mode amplitudes are related by the volume Ap = As ·

√

Vp/Vs, with Vp the volume
of the primitive parent structure and, Vs the volume of the primitive CO supercell. Each value
was obtained using ISODISTORT [209].

The modes that describe these distortions are a collection of correlated atomic

displacements fulfilling certain symmetry properties. Furthermore, the structural

distortions can be decomposed into contributions from different modes with sym-

metries given by the irreducible representations (IR’s) (used exhaustively in previous

sections for symmetry analysis). The table shown in Tab. 6.9 provides all the modes

which correspond to the distorted superstructure P 1̄ (As) and the initial parent

structure R3̄m (Ap). From the As superstructure modes displayed in this table,

the four main contributing to the distortion are: Σ2= 0.34, T1+=0.43, Y1=0.19

and the largest mode value Y2=0.69. To determine which modes are responsible

for the charge ordering at 200K and 90K one must first relate the Fe atoms in the

original parent cell to those now present in the lower symmetry P 1̄. This can be

achieved using WYCKSPLIT from the Bilbao crystallographic server [215]. This

program is used for the determination of the relations of Wyckoff positions for a

group-subgroup pair, and as the CO in this system is formed from the Fe valence

disproportionation, this is the only atom which needs to be considered. At room

temperature the R3̄m structure has only one Fe atom at the Wyckoff 6c position,

when incorporating both the parent group and the subgroup into this program, the

6c position is split into 6 Fe Wyckoff 2i positions, each comprising of two positions

related by inversion. When importing the P 1̄ distorted structure (see Sec. 6.4), the

resultant structure gave a none zero origin. This of course does not fit with the

refined structures presented in the previous sections. The solution to the discrep-

ancy was the lack of standardized units in the original refinement file. These were

changed to ensure that the Yb1 atom was sitting at the usual (0, 0, 0) position, and

additionally translating the remaining atoms in the cell. This yielded the correct

structural outcome in ISODISTORT, with the same lattice parameters and origin

(0, 0, 0). The 12 positions obtained from WYCKSPLIT will in some order relate to

the 6 Fe atoms obtained from the mode decomposition of the distorted superstruc-

ture cell. Since the propagation vector describing the CO in this system is given in

the hexagonal notation (1
3
, 1
3
, 2
3
), the correct hexagonal coordinates for each of the 6

Fe atoms needs to be established. Using the initial value obtained for the Fe1 atom
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in the parent cell R3̄m (z=0.2147) the Fe atoms can be identified as:

Fe12+tric = (0, 0, z), Fe23+tric = (
5

3
,
1

3
,
1

3
+ z), Fe33+tric = (1, 0, z)

Fe43+tric = (
2

3
,−2

3
,
1

3
+ z),Fe52+tric = (2, 0, z) Fe62+tric = (

5

3
,−2

3
,
1

3
+ z)

(6.10)

As the input into ISODISTORT was done with the newly standardized coordi-

nates of the P 1̄ refinement, to obtain the correct values for each Fe site (hexagonal

setting) when calculating the matrix expansion of Eqn. 6.12, the coordinates dis-

played in Eqn. 6.10 and obtained from WYCKSPLIT were also standardized by

subtracting the Fe12+tric = (0, 0, z) from each Fe position. For each Fe position the

relative valence can be decomposed into a Fourier expansion:

V alk =
∑

j=−m...m

Aj · exp(2πi · jp · rk) for V al =











1 for Fe3+

0 for Fe2.5+

-1 for Fe2+
(6.11)

The possible modes from this equation can also be expressed in terms of the sine

and cosine, with shifting the phase φi into different amplitudes for each respective

sine and cosine, and given as:

V al = A · sin(2π · p · r) + B · cos(2π · p · r) + C · sin(2π · 2p · r)
+D · cos(2π · 2p · r) + E · sin(2π · 3p · r) + F · cos(2π · 3p · r) +G

(6.12)

The Fourier expansion given in Eqn. 6.12 describes the valence of each Fe atom,

in terms of the propagation vector P for the jth harmonic and rk the relative position

of the kth Fe ion. The variables A-G describe the respective modes associated with

each Fe ion, G, is a constant corresponding to the identity operator j=0. The aim

now is to establish which of the modes and respective amplitudes (see Table. 6.9)

obtained from mode analysis in ISODISTORT, relate to the charge ordering refined

in this system. Using the correctly identified Fe coordinates and CO propagation

vector (1
3
, 1

3
, 3

2
), the mode parameters A-G can be calculated in terms of the inverse

matrix multiplied by the calculated BVS from the structural refinement. When

computing the independent values in the Fourier expansion for matrix entries, each

element with parameter E, gave 0. Which means that E can be eliminated from the

matrix calculation (see Table. 6.11), leaving a 6x6 matrix with 6 mode parameters

A, B, C, D, F, G to be calculated (G=identity matrix) and shown in Eqn. 6.13.





























−1

1

1

1

−1

−1





























=





























0 1 0 1 1 1

1 1
2

−1 −1
2

−1 1

1 −1
2

−1 −1
2

1 1

0 −1 0 1 −1 1

−1 −1
2

1 −1
2

1 1

−1 1
2

−1 −1
2

−1 1





























·





























A

B

C

D

F

G





























(6.13)
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The values given in the matrix above were normalized to ±1 or ±0.5 to avoid

rounding errors in the calculation, furthermore this approach is also taken with the

mode details listed on the ISODISTORT mode decomposition. In the process of

rearranging in terms of the required mode parameters, the resulting 6x6 matrix is

inverted, the final form of the matrix equation after calculation of the inverse is

given as:





























A

B

C

D

F

G





























=





























0 1
4

1
4

0 −1
4

−1
4

1
3

1
6

−1
6

−1
3

−1
6

1
6

0 1
4

−1
4
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4

−1
4

1
3

−1
6

−1
6

1
3

−1
6

−1
6

1
6

−1
6

1
6

−1
6

1
6

−1
6

1
6

1
6

1
6

1
6

1
6

1
6





























·





























−1

1

1

1

−1

−1





























(6.14)

The calculated modes obtained by solving Eqn. 6.14 are shown in Table. 6.10

can be directly compared to the Fe occupancy mode definitions calculated when

following the mode decomposition in ISODISTORT, of the refined superstructure.

Table 6.11 gives the calculated occupancy of each Fe site along with the mode that

relates to it. As one can see when normalizing the calculated values of each Fe site,

the values correspond directly to that output by ISODISTORT, furthermore these

rounded values were used in the matrix calculation given in Eqn. 6.13 producing the

resultant modes shown in Table. 6.10.

Atom A B C D E F G

sin(..p..) cos(..p..) sin(..2p..) cos(..2p..) sin(..3p..) cos(..3p..) 1

Fe1 0 1 0 1 0 1 1

Fe2 0.866 0.500 0.866 -0.500 0.000 -1.000 1

Fe3 0.866 -0.500 -0.866 -0.500 0.000 1.000 1

Fe4 0.000 -1.000 0.000 1.000 0.000 -1.000 1

Fe5 -0.866 -0.500 0.866 -0.500 0.000 1.000 1

Fe6 -0.866 0.500 -0.866 -0.500 0.000 -1.000 1

Y2 Y1 Σ2 Σ1 T3+ T1+ Γ1+

Fe1 0 1 0 1 0 1 1

Fe2 1 0.5 -1 -0.5 0 -1 1

Fe3 1 -0.5 1 -0.5 0 1 1

Fe4 0 -1 0 1 0 -1 1

Fe5 -1 -0.5 -1 -0.5 0 1 1

Fe6 -1 0.5 1 -0.5 0 -1 1

Table 6.11: Parameters and modes for the P 1̄ structure at 200K. Top: values obtained for the
valence of each Fe atom, using the Fourier expansion in Eqn. 6.12. Bottom: modes and respective
valences from ISODISTORT.
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Mode A B C D F G E

Value 1 -2
3

0 0 -1
3

0 0

Table 6.10: The final calculated modes. The
position of E at the bottom of the table is to
indicate it was not included in the final matrix
calculation.

From these final values it is clear

that 3 modes contribute to the CO in

this system. A=1, relates as shown in

Table. 6.11 to the Y2 mode, B=-2/3 re-

lates to the Y1 mode and lastly F=-1/3

corresponds to the T1+ mode. Now one

must look back to the original modes

which were obtained using the mode de-

composition in ISODISTORT from the refined superstructure under investigation.

Table. 6.9, includes 8 possible modes compatible with the space group and the P 1̄
symmetry. With the position of superstructure reflections measured, the Y1, Y2

and T1+ with respective propagation vectors (1
3
, 1

3
, 3

2
), (1

3
, 1

3
, 3

2
) and (0, 0, 3

2
) fit to

the CO pattern. The combination of Y1 and Y2 modes, which was not considered

before for the structural refinements of LuFe2O4, does provide the lower symmetry

structures discussed in Sec. 6.3.2, with the P 1̄ giving the final crystal and CO struc-

ture. The question is: why was this combination of modes not examined before?

The main reasoning for this stems from Landau’s theory of phase transitions.

Atom Fe1 Fe2 Fe3 Fe4 Fe5 Fe6

BVS 2.449 2.448 2.452 2.449 2.448 2.452

Table 6.12: The bond valence sum of the Σ2 mode. For each Fe atom the BVS calculated is close
to Fe2.5+.

The Y1 and Y2 modes correspond to two irreducible representations, the Y1-

mode relates to the C2/m antiferroelectric CO model proposed by [106], the Y2-

mode on the other hand relates to the C2/m charged bilayer model [48]- two very

different structures for LuFe2O4, both of which are discussed in Sec. 6.3.1. The

combination of Y1 and Y2 modes means that there is a mixture of different irre-

ducible representations, and according to Landau’s theory this is not possible for

a continuous phase transition (2nd order) and very rare for 1st order phase tran-

sitions. However, based on; i) the final structural refinement in P 1̄, ii) the clear

contribution of Y1 and Y2-modes to the final CO pattern, and iii) the fact that

the incommensurate to commensurate phase transition seen in the heat capacity

(Fig. 6.4, right panel), and that observed in the temperature dependent studies on

two higher harmonics (1
3
±τ , 1

3
∓2τ , 15) and (±τ , ±τ , 3

2
) (Fig. 6.7), is clearly first

order. This means that YbFe2O4 and LuFe2O4 require the rare case of two com-

bined IR’s to describe the system. Although rare, it is most likely attributed to

the complex spin-charge coupling in these system. The Σ2 mode with propagation

vector (1
3
, 1

3
, 0) gives a large contribution of 0.31. To better understand why this

mode does not aid the CO observed in YbFe2O4, one can look at the mode and

strain amplitudes of the Σ2 and simulated BVS. The resultant BVS obtained with

this mode are displayed in Tab. 6.12. The calculated BVS of each Fe atom is Fe2.5+.

This mode does contribute to atomic displacements for example of the Yb atoms.

However based the BVS calculated for the final P 1̄ refinement, it does not relate

to the BVS of the Fe atoms. It is likely, that this additional mode leads to the

elongation of the Yb3+ atomic displacement parameters seen in the refinement at

room temperature (see Sec. 6.2, Fig. 6.10). The modes relate to vectors in and out of

plane, the Σ2 represents the general ADP displacement seen only in the c-direction
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of all Yb atoms. Therefore, we can conclude that the CO superstructure intrinsic

to highly stoichiometric YbFe2O4, is a direct result of three specific modes; Y1, Y2

and T1+.

6.7 Discussion

The final CO configuration for the P 1̄ structure (origin: (0, 0, 0)) at 200K, (Fig. 6.16,

left), gives a very different picture to that previously published on LuFe2O4 [48],

which presented charged bilayers in the monoclinic C2/m cell with the inversion

centre at the Fe bilayer. The CO of this P 1̄ structure obtained via BVS gives defini-

tive anti-polar bilayers. This result, was introduced in 2008 by Angst et al. [106],

the only difference being that they proposed the antiferroelectric stacking to occur

in a higher symmetry space group, namely the C2/m. This work was later con-

tinued by de Groot et al. [48] in 2012 with the exhaustive refinements within this

symmetry, providing the alternative concept of charged bilayers in this space group.

Unfortunately, due to what is most likely poor integration of the incommensuration

(1
3
±τ , 1

3
±τ , 3n) type reflections, systematic bias may have been introduced, ren-

dering the results unreliable. As the refinement was performed in a commensurate

approximation reflections such as (1
3
, 1

3
, 15) (0, 0, 3

2
) have much weaker intensity,

as much of the intensity resides at the incommensurate τ positions. In this case the

C2/m model fit. With the observation of the commensurate phase in YbFe2O4, the

stronger intensity of these reflections at integer position in ℓ were incorporated and

as a result elucidated the final lower symmetry structure. This lowering of the space

group symmetry to P 1̄ has been proposed only once before by Blasco et al. [117] in

2014 using temperature dependent powder diffraction. Comparison to their study

on YbFe2O4 is not possible, as they determined that in all temperatures measured;

the system remains in the R3̄m space group. This result also implies that the quality

of the powder they measured is one that exhibits only low dimensional CO (2D).

This is complemented by both the M (T ) and heat capacity, which show curves

with broad peaks at the main transitions. Therefore, a comparison is made with

their more extensive results on LuFe2O4. The heat capacity data they provide on

LuFe2O4 powder, show sharp transitions implying better stoichiometry, since they

observe both a sharp lambda shaped peak at the main 3D CO temperature, followed

by a peak at TN. The other two heat capacity curves in this paper, on YbFe2O4

and TmFe2O4, exhibit much broader transitions, indicating more off-stoichiometric

powders with only 2D CO. This could provide a strong reasoning as to why refine-

ment of their YbFe2O4 powder was only possible in the high symmetry R3̄m cell.

Their study on LuFe2O4 determined that the CO present in LuFe2O4 does lower

the symmetry further to P 1̄, but only below circa 175K above which they refine in

the C2/m space group. This is seen in their powder diffraction as a combination

of peak splitting and broadening of (0, 0, ℓ) reflections at high diffraction angles,

indicating that the cell is no longer monoclinic but triclinic. With the large number

of tested refinements presented in this chapter, it is clear that the P 1̄ with origin (0,

0, 0) model provides the best structural solution for highly stoichiometric YbFe2O4.

Furthermore, this was shown at 200K, higher than that previously shown by [117]

on LuFe2O4. It therefore stands to good reason that the CO in this system is not
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affected by the magnetic transitions above 200K, since their temperature range for

the C2/m structure includes the paramagnetic phase at room temperature and the

well documented intrinsic fM (ferrimagnetic) and AFM (antiferromagnetic) phases

[32] at ∼230K in their M (T ) data, the latter two of which do not cause structural

distortions as the C2/m symmetry is maintained. It is surprising that, with the

sharp features seen in their heat capacity data (similar to that shown in this thesis

on highly stoichiometric LuFe2O4 see Fig. 5.4 (bottom panel)), no observation of

the peak splitting is seen at room temperature. Especially since the onset of the 3D

order in their data starts at 322K, a little bit higher than that observed in this work.

An explanation for the lack of peak splitting at the higher temperatures measured

could simply be due to lower intensity of the superstructure reflections at room

temperature, which on further cooling sees an increase in intensity. In addition,

thermal effects such as the Debye waller factor, will hamper the refinement of any

superstructure reflections at higher temperatures.

In addition to the refinement at 200K provided in this work, a refinement at

90K was employed to see if the low temperature phase, as seen in [117], causes a

structural phase transition below TLT=138K in this work. From the refinements,

it is clear that the P 1̄ structure is maintained, with the same resultant BVS and

CO pattern as that established at 200K. This indicates that the increased inten-

sity of superstructure reflections observed below TLT in YbFe2O4 (see Fig. 6.7) is

not caused by a (symmetry-altering) magneto-structural transition [104]. The main

magnetic transitions in both their LuFe2O4 and YbFe2O4 powder samples do not

present the sharpest peaks, which would indicate long-range order and good sto-

ichiometry. Furthermore, when comparing this data to those provided by us in

Chapter 4 on more off-stoichiometric samples, the CO distortions in these weakly

correlated samples will only show stronger peak intensity of the CO reflections at

lower temperature, much below the transition onset. Interestingly, to be able to

ascertain whether the peak splitting observed by [117] is due to the low tempera-

ture transition, one should look at the relative M (T ). However, there is no clear

indication of a transition at 175K in any of the three samples measured. This fact

alone makes it more difficult to attribute the peak splitting they observed below

this temperature to a magneto-structural distortion [104]. In summary, the crystal

structure and CO pattern can be described by the P 1̄ space group. Moreover, it is

unlikely that any of the magnetic transitions cause a structural symmetry change in

YbFe2O4, as this was tested by refinements at 200 and 90K. However, a change was

seen in the integrated intensity (see Fig. 6.6) below TLT, indicating small distortions,

though distortions that do not change the space group symmetry. To elucidate this

a refinement in the P1 space group is still required. It is, however, more clear that

there is a strong possibility that the magnetism in this system may drive the CO.

This concept was highlighted earlier in the chapter. The CO studies on LuFe2O4

by [106] (see Fig. 6.4, middle panel), observe a definitive drop in the τ incommensu-

ration around TN. This means that at the main magnetic ordering temperature the

incommensurate satellites shift closer to the central peak, and attributed to the com-

mensurate nature of the magnetic order. This of course is not seen in YbFe2O4 as it

is already in the commensurate phase below 280K, however it does provide comple-

mentary information to this concept. It is clear that the magnetic ordering in the

system is far more strongly correlated, even in samples considered off-stoichiometric

based on M(T) data, 3D peak intensity was sometimes observed (see Sec. 4.2.2,
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Fig. 4.5, right). Therefore, it is likely that large parts of the sample, even in the

pM phase have 2D magnetic ordering, even more so than LuFe2O4. As a result, it

is intuitive to assume that in this case the CO, if it is driven by the magnetism,

would go to explain why we see a commensurate CO in YbFe2O4, and also why

the τ satellites in LuFe2O4 at TN try to shift to a more commensurate CO. One

could argue that maybe this is a case of stoichiometry in LuFe2O4. However, the

samples measured were of comparable quality to those provided in this work, and

therefore the observed differences have to be considered as being purely intrinsic in

nature. Explanation of this can be appertained to the bilayer separation, even in

two neighbouring rare earths, the subtle differences play a large role in producing

the more ordered nature in YbFe2O4. However, it is unlikely that spin-exchange is

the only driving force for the CO. Other aspects that should also be considered are

e-e Coulomb interaction and lattice effects (the former works far better in terms of

polar bilayers than the previously determined charged layers [48]), all of which still

need to be investigated for YbFe2O4.

Figure 6.23: The 3-fold CO superstructure observed in RFe2O4 proposed by Naga et al. [216].
Left: the CO structure refined in this work. Right: the CO structure proposed from theory in [216].
The bottom part of each diagram is a different view along [1, -1, 0].

A theoretical study on the types of CO within a single bilayer, based on the Fe

valence of this series by Naka et al. [216], describes several types of CO with various

propagations. In terms of LuFe2O4 and YbFe2O4, one of the vectors of interest is

that of q=(1
3
, 1

3
, 0). The CO diagrams from the superstructure refined in this work,

Fig. 6.23 (left) and that originally proposed by Naka et al. given in Fig. 6.23 (right),

provide the same CO structure. One must note however, that the pattern by [216]

is limited to one bilayer, which means that the CO pattern they provide also fits

for both the proposed C2/m AFE stacking by [106] and the CO pattern revealed in

this work. This model, is however inconsistent with the charged bilayers proposed

by [48], as the general consensus is that CO is usually assumed to be driven by

the repulsion of electrons between different sites [33], and as a result reduces the
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chances of neighbouring charges of the same valence. Therefore, the new refinement

in the P 1̄ structure and relative BVS associated with this structure now conforms to

this expectation. In addition, an alternative model published by [217] on a 3D level

(more than one bilayer) did not support the AFE CO proposed by [106] meaning

there are still large ambiguities with the theoretical interpretation of the CO in

these systems. With the newly refined P 1̄ symmetry and BVS analysis, the Fe2+ is

majority on the top bilayer in the unit cell, leaving a 2:1 pattern of Fe2+ to Fe3+

respectively, and better shown in Fig. 6.23 (bottom).

The CO distribution theorized by Naka et al. [216] as they describe, shows a

finite electric polarization, due the Fe2/3+ disproportionation. This fits with our

analysis, as each bilayer in the unit cell has a polarization direction due to each

layer having either Fe2+ or Fe3+ majority. The bilayers are anti-polar, which means

that there can be no net polarization across the unit cell and as a result classed as

antiferroelectrically stacked. The theoretical predictions for LuFe2O4, described by

the propagation vector q=(1
3
, 1

3
, 0) is in good agreement with our refined structure.

Recent structural refinements on YFe2O4 by Mueller et al. [111] in contrast to the

theoretical predictions published by [216], did not match.

Figure 6.24: A diagram of 4 possible symmetry
allowed CO configurations, based on the propa-
gation vectors describing reflections observed in
LuFe2O4. The Fe2+ (black) and Fe3+ (white)
of each bilayer are split up into 4 possible Γ

points. (a) and (c) charge configurations follow-
ing q=(1

3
, 1

3
, 0) and combined contribution from

(0, 0, 0). (b) and (d) alternative charge arrange-
ments with q=(1

3
, 1

3
, 3

2
) and additional point (0,

0, 3

2
). The arrows indicate bilayer polarization

direction. Image taken from [33] and adapted.

With the establishment of a new

lower symmetry cell, which accounts for

all superstructure reflections, the ini-

tial assumption of antiferroelectricity by

[106] is now realized, although not with

a monoclinic space group but rather by

a triclinic one. A review paper by [33],

addresses in much more detail the pos-

sible four CO corresponding to (1
3
, 1

3
, 3

2
)

and special point (1
3
, 1

3
, 0). The gen-

eral assumption, throughout most of the

research into these compounds is that

a single mode can be used to describe

the CO. This was reported previously

from Mössbauer studies [42], which from

analysis deduced a bimodal valence dis-

tribution. The four resulting CO pat-

terns, are split up into two Γ1 and two

Γ2 valence states, shown in Fig. 6.24.

Of the four CO patterns described here,

(a) Γ1 and (c) Γ with combined (1
3
, 1

3
,

0) and (0, 0, 0) propagation vectors re-

late to: ferroelectric CO with polar bi-

layers as proposed by [63] or bilayer with

net charge [48], respectively. However,

two more considerations can also be in-

cluded due to the clear observation of

superstructure reflections at (1
3
, 1

3
, 3

2
).

These are shown in (b) and (c) of Fig. 6.24. The CO pattern in (d) can be un-

derstood as stacking of oppositely charged bilayers, but the formation of this CO
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would require a charge transfer between neighboring bilayers which are separated by

∼6Å [33]. The pattern in (c) relates to antiferroelectric CO with polar bilayers, but

consequently zero net polarization. This latter option was first examined by [106],

and as described earlier assumes still a monoclinic C2/m cell. From the refinement

done in this work, in order to refine all the reflections observed in YbFe2O4, not

one but two Y modes were required to obtain all possible structural representations

from symmetry analysis. With a single Y mode, only structures of the monoclinic

subgroup are possible. Using Y1(1
3
, 1
3
, 3
2
) and Y2(1

3
, 1
3
, 3
2
), a number of possible struc-

tures were obtained. Of those, three triclinic structures were also listed; P 1̄ with two

different origins and from 2 combined order parameters the lowest symmetry struc-

ture P1. In our research the P 1̄ with a non-zero origin was, from refinement, not

applicable. However, the P 1̄ with zero origin provided the best refinement statistics

of all previously tested. Furthermore, the calculated BVS and charge arrangement

gives rise to an antiferroelectric stacking of polar bilayers, complementing the initial

assumptions and thoughts by [33, 106]. Using two IR’s to describe a second order

continuous transition is not possible and extremely rare in terms of a first order

transition. However, based on the heat capacity data (see Chapter. 5, Fig. 5.4), and

tracking the intensity of super-structure reflections as a function of temperature (see

Fig. 6.6) the CO transitions are seen as sharp lambda shaped peaks and a sharp

increase in intensity, respectively, indicative of 1st order phase transitions. This

means that the complexity of both the CO and SO in this system is still yet to be

fully understood. When looking at the final modes calculated in the previous sec-

tion, the ones which relate to the CO pattern are; Y1, Y2 and T1+ with respective

propagation vectors (1
3
, 1
3
, 3
2
), (1

3
, 1
3
, 3
2
) and (0, 0, 3

2
). However, there is also a strong

contribution from the Σ2 mode with propagation vector (1
3
, 1

3
, 0) which, with BVS

analysis gives a 2.5+ valence for each Fe ion. This is not described by the refined

CO structure, but the atomic displacement of the Yb3+ ions. There are also other

driving mechanisms such as magnetic exchange which may play an effect here but

the implications of this will be discussed further in Chapter. 7. That being said it

still leaves one large question still unresolved, is the magnetism driven by the CO, or

vice versa? Moreover, are these the only mechanisms which drive each other? Or is

the large Σ2 contribution and need for 2 IR’s, indicative of more subtle interactions

in the system. Given all of this new information, one can re-open the question of

whether the CO in YbFe2O4 can be nudged from a AFE to FE state. Given the

spontaneous fM phase between 240 and 260 K, the latter not too far away from room

temperature, and the clear commensurate CO resulting in anti-polar bilayers, if it

is possible to apply a stable E-field (and not incur too much joule heating due to

the conductivity of the sample) all pre-requisites for a fully functional multiferroic

material are there. A full investigation into this prospect given the new status quo

for YbFe2O4, is required to validate if this system is classed as an AFE material or

a proper AFE material, the latter being of great potential use. Some of these ques-

tions will not be possible to answer at the current stage of research, primarily, the

more subtle complexities that have now come to light from the mode decomposition.

The next chapter focuses on the spin order in YbFe2O4, leading to the combined

spin and charge order model for both fM and AFM phases.
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7 | The spin and charge structure
of YbFe2O4

As we have seen in Chapter 5, from macroscopic magnetization measurements, three

main magnetic transitions in highly stoichiometric YbFe2O4 have been uncovered:

Tc, to a ferrimagnetic (fM) phase, TAFM, a drop in magnetization to an antifer-

romagnetic spin state and TLT to a low temperature phase below which resides a

AFM/fM cluster state [26, 32, 42, 104]. The establishment of first magnetic phase

diagram for highly stoichiometic YbFe2O4 uncovered a spontaneous fM state (stable

in H=0) in the temperature range 260-240K, not present in LuFe2O4. Previously

described (Fig. ??) neutron diffraction with polarization analysis on a sample con-

sidered more off-stoichiometric, provided strong peak intensity at integer and half

integer positions along ( 1
3
, 1

3
, ℓ) (refer back to Sec. 4.2.2 Fig. 4.5, right panel), in-

dicating that even in such samples 3D long-range magnetic order occurs. Although

there is a strong diffuse aspect also present in the spin-flip data, it does suggest that

the magnetic correlations in YbFe2O4 are in general stronger. Chapter 6, focused

on the structural refinement of YbFe2O4, leading to a final solution of P 1̄ and an

anti-polar CO pattern. The final point of call is to investigate the magnetic low and

high field spin structure from neutron diffraction to see if it is the same or different

to that proposed by [32] for LuFe2O4. The chapter is then finalized by looking at

the spin-charge coupling using x-ray magnetic circular dichroism (XMCD).

7.1 Temperature and field dependent studies of struc-

tural and magnetic reflections

Temperature dependent neutron diffraction was performed on the DMC diffrac-

tometer located at the Paul Scherrer Institut (PSI) (see Chapter. 3 Sec. 3.7.6 for

experimental details). The main focus of this particular measurement was to do

detailed scans along ( 1
3
, 1

3
, ℓ) at 200K in zero field and 1.8T, to investigate the low

and high field spin structure (see Sec. 7.2, Fig. 7.4 for related data), but some short

measurements were also performed at specific temperatures on cooling to gain an

initial insight into the temperature-evolution of the spin structure. A scan along

(1
3
, 1

3
, ℓ) in H=0 field is displayed in Fig. 7.1 (top panel). In zero field from 260-

240K the system is in the fM phase, as seen also in the magnetic phase diagram

(see Fig. 5.15, top panel). However, on cooling further to 100K (Fig. 7.1 top panel,

black curve) broader peaks and an increased diffuse component is seen below the

TLT transition, and stems from a phase competition between the fM and AFM or-

der, also reported in LuFe2O4 [32]. There is also a distinct increase of intensity at
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integer positions ℓ± 1 at 100K indicating better order from these reflections in the

respective magnetic domains.

Figure 7.1: Scans along ( 1
3
, 1

3
, ℓ) in different

temperatures measured on ZFC in H=0 top, the
latter focuses on the ( 1

3
, 1

3
, 0) reflection. Identical

scans performed on H=1.8 T (b) and (d).

On application of an applied field,

H=1.8T, the peaks are much sharper

and a notable higher intensity of the

half-integer positions is observed (see

Fig. 7.1 , bottom panel), analogous to

that reported in LuFe2O4 when in the

fM phase [26,32]. On further cooling be-

low TLT, there is no presence of the dif-

fuse background as seen in the 0T data.

This is in contrast to data published on

LuFe2O4, which shows a diffuse compo-

nent in 0 and 2.5T (see Fig. 7.4, bottom

panel), and indicates that stabilization

of the fM phase occurs in a lower field

than in LuFe2O4. This continues down

to 100K, showing the system is at least

majority in the fM phase in 1.8T. A

detailed analysis viewing the integrated

intensity as a function of temperature

is shown in Fig. 7.2, with YbFe2O4 (a)

and LuFe2O4 (b) [26]. Fig. 7.1 (a) shows

three curves: a magnetic reflection (1
3
,

1
3
, 0) measured in 0T (blue squares) a

magnetic reflection (-1
3
, -1

3
, -1.5) (black

squares) and the almost relative M (T )

(red curve) in H=2T, each measure-

ment was performed on cooling. The

corresponding data on LuFe2O4 is given

in Fig. 7.1 (b) [26], showing the integrated intensity as a function of temperature

on FC (blue squares) for the (1
3
, 1

3
, 0) reflection. The zero field T -dependence (blue

squared) shows the onset of the ferrimagnetic Tc transition around 260K (see Fig. 5.1

middle panel, for AC susceptibility) and the drop into the AFM phase at ∼218K.

There is a contrast between the zero field cooling of YbFe2O4 and LuFe2O4, where

the same reflection on cooling in LuFe2O4 has a much higher integrated peak inten-

sity, and takes place until TLT is reached. On further cooling to 100K, the zero field

data for the YbFe2O4 (1
3
, 1

3
, 0) reflection sees a slight increase in intensity below

TLT, similar to the data provided on LuFe2O4 for the same reflection. The warming

curve (red) for LuFe2O4 has much lower intensity until it re-enters the stable AFM

phase around ∼220K. The high field T -dependence for YbF2O4 tracking the (-1
3
,

-1
3
, -1.5) reflection, shows the same tendency at Tc to the 0T data, but the intensity

continues to increase as it remains in the high field ferrimagnetic phase. This is in

general agreement with the M (T ) data shown in Fig. 7.2 (top panel, red curve) and

the magnetic phase diagram with stabilization of the AFM phase occurring only in

fields up to ∼ 0.3T (see Fig. 5.15, top panel). There is a slight misalignment of the

M (T ) curve in relation to the T -dependence of the magnetic (-1
3
, -1

3
, -1.5) reflection

at 250 and 240K, but this may be attributed to the shorter counting times for the
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T -dependence on cooling, indicated by the error bars. On further cooling to 220

and 100K the intensity continues to increase, showing that the sample is strongly

in the fM phase, as shown in the magnetic phase diagram (Fig. 5.15). Here again,

there is some discrepancy between the scaling of integrated intensity of the (-1
3
, -1

3
,

-1.5) reflection and the M (T ) in H=2T at 100K, below the LT transition. This

is also likely attributed to the shorter counting times and statistics of the neutron

measurement at this temperature, along with the slightly higher field used with

the relative M (T ). However, for a more accurate comparison between the two data

sets, a more detailed temperature dependence study would need to be performed on

YbFe2O4.

Figure 7.2: (a): YbFe2O4 Temperature dependence on cooling of the integrated intensity in zero
field of the ( 1

3
, 1

3
, 0) structural reflection (blue squares) and in H=1.8 T for the magnetic (- 1

3
, -1

3
,

-1.5) reflection (black squares). The red curve represents relative magnetization on field cooling
in 2T. (b) LuFe2O4 T -dependence of the integrated intensity in H=0 of the structural ( 1

3
, 1

3
, 0)

reflection on both cooling (blue squares), figure taken from [26]. (c) Integrated intensity of the
(1, 0, -0.5) reflection (red circles) at 200 K with relative M vsH (black circles). (d) A similar plot
for LuFe2O4, for the integrated intensity of the (-1, 0, 3.5) (red squares) reflection at 220K, with
relative magnetization (grey curve), figure taken from [32]

A field dependent neutron diffraction study was performed at the reactor BER

II, on the beamline E4, where the integrated intensity of the (1, 0, -0.5) reflection

(not along (1
3
, 1
3
, ℓ)) was measured at fields between 0 and 1.5T at 200K (see Fig. 7.2

(c)). The sample was cooled to 200K from RT in zero field, to focus on the low

field AFM phase. A measurement was also performed on a structural reflection (1 0

-1) to observe how the magnetic contribution evolves in applied fields, and shown in

Appendix. A.5(a). Unfortunately the statistics of this measurement (indicated by

the extremely large error bars) were very poor and no credible data for the (1, 0, -1)

structural reflection was obtained for comparison to that of LuFe2O4 [26, 32], given

in Appendix. A.5 (b). Despite the slightly poorer statistics from the measurement

of the purely magnetic reflection (1, 0, -0.5), compared to those obtained on the

(-1, 0, -3.5) reflection for LuFe2O4, they are directly comparable. The magnetic
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hysteresis (see Fig. 7.2 (a), black circles) is also plotted with the integrated intensity

of the reflection at specific fields (red circles). For the YbFe2O4 M vs H curve, the

distribution of the plotted neutron data is in good agreement in terms of the width

and the shape, as is the case for the LuFe2O4 [32], shown in Fig. 7.2 (d) with both

M (T ) (grey curve) and the integrated intensity of the (-1, 0, -3.5) reflection (red

squares). This indicates that they both originate from the same low-H AFM phase.

The basis for comparison was to see if YbFe2O4 also exhibited a hysterestic trend of

the integrated intensity of the (1 0 -2)+(0 0 3
2
) reflections (obverse setting), which

strongly relate to the low-H spin structure seen in the magnetic hysteresis. As the

data for the neutron experiment was conducted at 200K, in correspondence to the

AFM phase in YbFe2O4, it is of course 20 K lower than that reported on LuFe2O4.

Therefore, for better comparison, Fig. 7.3 (top panel) shows the M vs H curves at

200 (black curve) and 220K (grey curve) measured after ZFC from RT, an inset

shows M (T ) of S1 and GS sample in H=100Oe.

Figure 7.3: Top panel: M vsH measured at
200 K (black curve) and 220K (grey curve). Inset:
M (T ) on FC in H=100 Oe of the S1 sample (blue
curve) and GS sample (red curve). Bottom panel:
M (T ) on both FC and FW (red curves) measured
in H=100 Oe, figure taken from [26] and adapted.

When comparing the two sets of data

at 220K, both LuFe2O4 (Fig. 7.2 (d)

grey curve) and YbFe2O4 exhibit fun-

damental differences, due to the differ-

ent temperature onsets of TAFM from the

ferrimagnetic state. This is expected,

however, because the saturation ten-

dency of each compound at this temper-

ature, measured under the same condi-

tions, is very different. The 220 K data

on LuFe2O4 begins to saturate just be-

low 0.2 T, which is in good agreement

with the data points from the integrated

intensity of the (-1, 0, -3.5) magnetic re-

flection. However, the M vs H at 220K

shown in Fig. 7.3 (grey curve) is strongly

in the AFM phase, but does not tend to-

wards saturation until ∼1.25T. This can

be explained, by viewing the two M (T )

curves of YbFe2O4, both measured on

FC and shown in Fig. 7.3 (top panel,

inset). Each M (T ) curve is representa-

tive of the GS sample (red curve), de-

tailed in Chapter. 5 and the highly stoi-

chiometric S1 sample used solely for the

measurement at the APS (blue curve).

The reason for including both curves in

this explanation, stems from the slight

difference in stoichiometry between the

two. Clearly the APS sample is of better

quality, especially when one looks at the TLT transition, which has no two step feature

as observed in the M (T ) of the GS sample. However, more critical is the magneti-

zation drop going from Tc to TAFM, for both curves, despite the slight difference in

stoichiometry, the plateau after the AFM drop in the better quality APS sample is
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identical to that of the GS sample. This indicates that during this transition, it is

most likely the magnetic domains in each single crystal, regardless of the stoichio-

metric differences, that retain some ferrimagnetic micro domains. This is in large

contrast to the LuFe2O4 M (T ) data, shown in Fig. 7.3 (bottom panel, red curve),

which exhibits a drop to much lower magnetization indicating a better ordering of

the AFM phase. This alone promotes the lower field trend to saturation in LuFe2O4

compared to YbFe2O4. The overall magnetization at ∼200K is, in low fields up to

a maximum of 0.3 T, for stabilization of a majority AFM phase in YbFe2O4 and

extracted from the magnetic phase diagram (Fig. 5.15). Unlike LuFe2O4, the lack

of saturation present in lower fields is probably due to the competing fM and AFM

domains at this temperature. Regardless of these subtle differences, the neutron

intensities plotted with the M vsH at 200 K for YbFe2O4 are in good agreement for

the AFM phase, and similar in this respect to that observed in LuFe2O4. Having

looked at both the temperature and field dependence of specific reflections observed

in YbFe2O4, it is now time to address the detailed nature of the low field (AFM)

and high field (fM) spin structure at 200 K.

7.2 Low and high field spin structure

Detailed scans along (1
3
, 1

3
, ℓ) were performed also at DMC to primarily investigate

the magnetic domain population in both 0 (red curve) and 1.8T (blue curve) at

200K, as shown in Fig. 7.4.

Figure 7.4: Neutron diffraction patterns along (1
3
, 1

3
, ℓ). Top: YbFe2O4 (DMC) at 200 K in

H=0 and H=1.8 T. Bottom: LuFe2O4 (N5) at 220 K in H=0 and H=2.5 T, figure taken from [32].
Green lines indicate integer and reflections along ℓ.

A similar experiment was first published on LuFe2O4 [26,32]. Here the magnetic

domain population was investigated in both 0 (red curve) and 2.5T (blue curve)

at 220 K displayed in Fig. 7.4 (bottom), relevant to the onset of the TN transition.

The red diffraction pattern relates to the AFM phase, but based on the magnetic

phase diagram of LuFe2O4 (see Fig. 5.15, bottom panel) this phase is only stabilized
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up to ∼0.1T, therefore, with the application of higher fields (2.5T) the system will

enter the high field ferrimagnetic phase. The AFM phase, which only in more recent

years has been successfully established, was once deemed ferrimagnetic, the AFM

phase was ruled out due to a lack of intensity at the (1
3
, 1

3
, 0) and other symmetry

equivalent positions [104]. However, the dedicated study by [32] on the magnetic

structure refinement of LuFe2O4 found that at 220 K in zero field an AFM phase

was strongly apparent, where the absences of significant remanent magnetization

(see Fig. 5.12, bottom) at this temperature is due most likely to compensating fM

domains [104] (see Sections. 2.1 and 2.2). Furthermore, the magnetic peak intensities

observed at both integer and half-integer positions followed by the emergence of

increased intensity on structural reflections, led to the conclusion of a metamagnetic

transition between two spin structures. The magnetic peak intensity at integer

and half-integer positions are described by three propagation vectors analogous to

those representing the CO superstructure reflections and related to a 120◦ twinning

around chex: PA=(hkl)+(1
3
, 1

3
, 3

2
), PB= (hkl)+ ( 2̄

3
, 1

3
, 3

2
) and PC= (hkl)+ (1

3
, 2̄

3
,

3
2
) (see Sec. 7.2.2, Fig. 7.6). The following two subsections will compare the data

obtained on highly stoichiometric YbFe2O4 neutron diffraction along (1
3
, 1

3
, ℓ) in

both zero and 1.8T, to that previously obtained on LuFe2O4 in order to see if the

relative spin structures and domain populations are the same.

7.2.1 Low field spin structure

The intensity at (1
3
, 1

3
, ℓ) measured in the AFM phase of YbFe2O4 (at 200 K in

zero field) shown in Fig. 7.4 (red plot). Compared to the in field data (1.8 T, blue

curve), there is a diffuse background, similar to that observed in LuFe2O4 Fig. 7.4

(red plot). The diffuse nature of the AFM phase seen in both compounds in zero

field is attributed to the microscopic competing fM domains, which would affect a

completely long-range ordered state of the AFM phase. YbFe2O4 exhibits strong

intensity of the (1
3
, 1

3
, 0) reflection in zero field, which eliminates this also being

a ferrimagnetic phase [104], this is further exploited with a plot of the integrated

intensity as a function of temperature in Fig. 7.2 (a), which for this reflection in

zero field, shows a distinct drop in intensity at the TAFM transition. This result

is in good agreement with that published on LuFe2O4 [32], where strong intensity

of this reflection was also observed. With additional intensity observed at struc-

tural reflections and a clear step feature seen in the M vs H curve of LuFe2O4 [32]

and YbFe2O4 (see Fig. 7.3 top panel, black curve), indicates that there is a clear

metamagnetic transition at 200K in YbFe2O4 and 220K in LuFe2O4 (see Fig. 7.2

(d)).

7.2.2 High field spin structure

The high field fM phase observed at 1.8T is provided in Fig. 7.4 (top, blue plot).

Interestingly the diffuse background seen for the zero field scan is almost negligible

in applied field, contrary to that observed in LuFe2O4 which, seems to exhibit the

same diffuse background to that of the zero field scan for the AFM phase. Although

the fM phase seems to stabilize well in an applied field of 1.8T, the relative FC

M (T ) given in Sec. 5.2, Fig. 5.7, measured in fields up to 4T show a feature related

to the AFM transition up to 2.5T. The M vs H given in Fig. 7.5, shows an upward
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slope of the hysteresis, indicating that full saturation is not reached even in 9T and

an incomplete alignment of all ferrimagnetic domains remains.

Figure 7.5: Magnetization as a function of Field
for YbFe2O4 at 200 K.

For a more detailed analysis of the

relative domain populations and in-

tensity distribution, a second plot of

the high field integrated intensities for

YbFe2O4 (black curve) and LuFe2O4 is

given in Fig. 7.6. To illustrate the three

different domains the data for LuFe2O4

was colour coded for each domain: Do-

main 1 (blue), Domain 2 (green) and

Domain 3 (orange), each containing

both integer (solid line) and half-integer

(dashed line) reflections. Again the rela-

tive intensities of both integer and half-

integer reflections for each domain are

in good agreement with those seen in

LuFe2O4. There is some discrepancy

with the relative intensities of the (1
3
, 1

3
,

-0.5) reflection; here the intensity for LuFe2O4 is half of that for YbFe2O4 along with

a flattening of the (1
3
, 1

3
, -1) reflection due to the dark angle of the magnet, where

the beam at these positions partially and completely hit the magnet, respectively.
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Figure 7.6: Integrated intensity of YbFe2O4 (black line) along (1
3
, 1

3
, ℓ) at 200K in H=1.8 T.

A similar plot is also given for LuFe2O4 at 220 K in 2.5T. The different colours used for various
reflections represent the three magnetic domains: Domain 1 (blue), Domain 2 (green) and Domain
3 (orange), each consisting of integer (solid lines) and half-integer (dashed lines) reflections. The
black arrows mark a secondary grain in LuFe2O4, red arrow show region of magnet dark angle for
measurement on LuFe2O4. The data for LuFe2O4 was taken from [32] and adapted.

When comparing, also the intensities of half-integer and integer reflections in

H=0 (AFM) and 1.8T (fM), both systems exhibit greater intensity of half-integer

reflection in applied field going from the AFM-fM phase. The intensity of integer

reflections remains fairly consistent in both magnetic phases. Of course going from

the fM phase to the AFM phase the intensity of half-integer reflection decreases,

the difference is due to the AFM phase being less well established, as indicated by

139



CHAPTER 7. THE SPIN AND CHARGE STRUCTURE

OF YBFE2O4

the diffuse background in H=0 in both systems, and slightly broader peaks. Given

that the relative intensity distribution for both systems is directly comparable for

each domain and magnetic phase, including the complementary field dependence of

the (1, 0, -0.5) reflection, not along ( 1
3
, 1

3
, ℓ), which shows a similar trend to the

magnetic hysteresis at 200K, both the fM and AFM phases correspond to the same

spin structure in both compounds. This spin structure, in LuFe2O4 was described

with a C2/m cell, though not consistent with a proper magnetic space group, (see

Sec. 2.2) with a 2:1 spin arrangement in each Fe layer and each Fe bilayer, the

same for all bilayers in the fM phase. In the AFM phase, all spins are reversed in

every second bilayer [32]. The final non-valence resolved spin structure, which is

analogous to that observed in LuFe2O4 is given Fig. 7.7, with the AFM (low field)

spin structure at the top and fM (high field) spin structure at the bottom.

Figure 7.7: Not valence resolved 2:1 spin up (black arrows) spin down (red arrows) low and high
field spin structures, respectively, for LuFe2O4 and YbFe2O4. Top: AFM low field spin structure.
Bottom: fM high field spin structure. Orange atoms represent Fe atoms in each bilayer.

Since the new refinement of YbFe2O4 in the P 1̄ space group, detailed in the
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previous Chapter, it is likely that the magnetic space group describing the spin

structure is also of lower symmetry. This will be discussed, along with combined

spin and charge order, the latter solved using x-ray magnetic circular dichroism

(XMCD) data, in the following section.

7.3 Combined spin and charge order

7.3.1 X-ray magnetic circular dichroism

Figure 7.8: XMCD spectra across the Fe L2/3 measured with total electron yield (TEY). The blue
and red curves are the measured circular dichroism for YbFe2O4, µ+ and µ−, respectively. Each
dichroism was treated with a linear background subtraction. The XMCD data ∆µ × 3 (orange
curve) was calculated by subtracting µ− from µ+. Complementary XMCD data ∆µ × 4 (green
curve) on LuFe2O4 is also plotted and measured in applied fields of ± 4 T at 120 K.

The X-ray magnetic circular dichroism (XMCD) presented in this section was mea-

sured at the beamline 4-I-DC of the advanced photon source (APS) 1. The data

obtained from YbFe2O4 was measured at the Fe L2/3 edges at 200K in applied

fields of ±6T||chex and is displayed in Fig. 7.8 (orange curve). The XMCD signal of

LuFe2O4 is also included in Fig. 7.8 (green curve), taken from [26,48]. The two po-

larizations, or x-ray absorption spectra (XAS) µ− and µ+ were each treated with a

linear background subtraction and normalized. The XMCD signal for YbFe2O4 (or-

ange curve) LuFe2O4 (green curve) was then calculated from the difference between

µ+ and µ−, measured with total electron yield. The two sets of XMCD data pro-

vided in Fig. 7.8 show a very similar curve, indicating the same Fe2+ and Fe3+ spin

arrangement. No previously published XMCD studies exist for YbFe2O4, however

three studies currently reside on the LuFe2O4 ( [115, 116]). The first two of those

were performed on samples which exhibit no long-range charge or magnetic order,

the last of three, published by de Groot et al. [48], was measured on a highly stoichio-

metric LuFe2O4 single crystal. From all three studies, regardless of stoichiometry,

the same high field fM spin structure results: all Fe2+ and 1
3

of Fe3+ spins point

in the field direction direction, the remaining 2
3

of Fe3+ spins point opposite to H.

1The sample was measured as a backup sample by two colleagues Dr Waschk and Dr Mueller,
and hence, only the final result is presented in this thesis for further information on XMCD, please
refer to the following text [114,141].
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The large downward peak (see Fig. 7.8 (orange curve)) is larger due to the Fe2+ net

moment, which is 3 ↑ per 3 spins, whereas the Fe3+ net moment is per three spins.

7.3.2 High and low field combined spin and charge structures

Figure 7.9: a) the 6 Fe sites and valences of the top bilayer of the unit cell. b) spin arrangement
taking Fe2 as ↑. c) spin arrangement taking Fe1 as ↑ and d) the final spin configuration taking the
Fe5 ion ↑. The altered Fe3+ ion is differentiated by a black arrow, in accordance with the Fe3+

sites.

Since both systems exhibit the same XMCD result in the high field fM phase, it

is now essential to establish the correct combined spin and charge order arrangement

in the new P 1̄ cell. From XMCD we see that all Fe2+ ions are spin up, and 2/3s of

Fe3+ ions have spin down, leaving 1/3 of the remaining Fe3+ sites with spin up. In

order assign the correct spins, we can use the already established BVS, calculated in

Sec. 6.4 and given in Fig. 6.19 (right) for the P 1̄ cell at 200K. The valence distribu-

tion in a single bilayer is illustrated in Fig. 7.9, with each atom labeled by site. In

this case the sites Fe2, Fe5 and Fe1 are the sites that can take either spin up or down.

Now, as it was stated in the previous sections and in Chapter. 2, the magnetic refine-

ment of LuFe2O4 by [32] did not yield a proper magnetic space group. In particular,

for the spin structure with H=0 (AFM phase), on a crystal refined in C2/m, con-

form to 4 possible magnetic spaced groups corresponding to one of four irreducible

representations. However, for both high and low field spin configurations this was

not the case. Trials were performed with symmetry equivalent structures (shifted

cell) and testing structures with each of the two inversion centers in the monoclinic

cell, because the spins on different sites order according to different representation,

but of the 40 possible structures, all were inconsistent with the measured neutron

diffraction data [32]. However since, it is now clear that the correct crystallographic
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structure is in fact P 1̄, where it was shown in Fig. 6.14 that the simulated intensities

along (1
3
, 1

3
, ℓ) in the C2/m space group grossly underestimates the intensities at

integer positions that are present in LuFe2O4 (see Sec. 6.1.1), it therefore stands to

good reason the magnetic space group also is a triclinic one, and for the high field

fM phase the spins also order in the P 1̄ magnetic space group. To test this, a set

of 3 bilayers, is also shown in Fig. 7.9. Assuming the proper magnetic space group

P 1̄, there are only 3 possible spin configurations which can result, by taking either

Fe1, Fe2 or Fe5 as spin up. The use of only one bilayer stems from the fact that

in the P 1̄ space group, inversion symmetry is preserved, but when in the fM phase

the inversion does not in effect invert the spin direction as it is being described by

the P 1̄ magnetic space group. The only other option from symmetry analysis is the

P 1̄′ magnetic space group, but this would not provide a net magnetic moment and

therefore not relatable to the fM phase (which has a net moment). In Fig. 7.9 b),

taking the Fe2 as spin up gives the top layer of the bilayer with all spins pointing

up. This possibility violates the 2:1 ratio of spin up to spin down on the triangular

lattice, and is therefore not a possible candidate for the final spin arrangement [116].

Site Val. SO(1) SO(2)

Fe1 3+ ↑ ↓
Fe2 2+ ↑ ↑
Fe3 2+ ↑ ↑
Fe4 2+ ↑ ↑
Fe5 3+ ↓ ↑
Fe6 3+ ↓ ↓

1 2 3 4 5 6
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Figure 7.10: Left: the two possible spin configurations when considering either Fe1 or Fe5 ions
with spin up, for the high field fM phase. Right: simulated square of the magnetic structure factor
(not taking into account magnetic form factor and similar corrections) for SO(1) (red squares) and
SO(2) (blue circles), along with the measured neutron intensities (black squares).

The final two possible spin structures in Fig. 7.9 are obtained by; taking either

the Fe5 (c) or the Fe1 (d) spin up, each provides the correct spin structure based

on this illustration, just for two different domains. Therefore, to find the correct

solution, one can simulate the magnetic intensities for a comparison to the already

established neutron diffraction, to see if it matches with one of the two possible

spin arrangements. The table given in Fig. 7.10 shows the two possible spin orders;

SO(1) relating to panel c) of Fig. 7.9 and SO(2) relating to panel d) of Fig. 7.9. The

simulated squares of the magnetic structure factor are plotted in Fig. 7.10 (right)

for SO(1) (red squares) and SO(2) (blue squares), along with the scaled neutron

intensities (black squares). The common scale factor (in this case /10) is needed

due variations in the neutron flux and the sample size.
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Figure 7.11: The combined spin and CO superstructure in the refined P 1̄ cell. Top: ferrimag-
netic spin structure. Bottom: antiferromagnetic spin structure. The arrows indicate bilayer net
magnetization.

However, it is clear that the intensities of SO(2), which takes the Fe1 ion as spin

down, clearly has a very different intensity distribution compared to SO(1). Both

the measured neutron data (blue squares) and the simulated square of the magnetic

structure factor of SO(1) are in very good agreement, indicating that this is the

correct spin and charge order arrangement. Therefore, the correct high field fM spin

and charge order is that of SO(2) and illustrated in Fig. 7.11 (top), the grey arrows

indicate the overall magnetic moment of each bilayer. This does, however, leave the

case of the low field spin structure and AFM phase. As it is now clear that the

spin structure for the fM phase is described by the proper magnetic space group

P 1̄, from symmetry analysis there is one alternative magnetic space group P 1̄′. The

rule for plotting the AFM structure, from the already established fM phase, is to
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maintain all spins in one bilayer, and to invert all other spins in the second bilayer,

as depicted in Fig. 7.11 (bottom). This spin arrangement conforms nicely to the

proper magnetic space group P 1̄′ since in this case inversion symmetry inverts the

spin direction. The two final structures are now clearly defined by proper magnetic

space groups, they are in fact analogous to that observed in LuFe2O4 by [32], the spin

arrangement is the same as shown in Fig. 7.7, but the initial oversight of the lack

of intensity at integer positions along chex, resulted in a refinement in the higher

symmetry C2/m space group. Despite LuFe2O4 maintaining its incommensurate

CO structure (but viewed still in a commensurate approximation), both systems

crystallographically can be described by the P 1̄ space group, and for each of the

spin structures, proper magnetic space groups; P 1̄ for the fM phase and P 1̄′ for the

AFM phase, respectively.

The very final point of call, as with the established modes that contribute to

the CO as described in Sec. 6.6, it is important to see which modes contribute to

the magnetic ordering in these systems. Using the same approach in Sec. 6.6, but

instead of normalized valences, normalized spins are used for the matrix calcula-

tion. The resulting modes calculated for the fM spin arrangement are; mY1(a,0)=-1

mΣ2(a,0)=2/3, and mΓ2+=1/3. The final modes also calculated for the AFM spin

arrangement are: mY1(0,a)=2/3, mΣ2(0,a)=1 and mT1+=-1/3. In terms of the fM

phase, the three propagation vectors describing the magnetic order are mY1=( 1
3
, 1

3
,

3
2
), mΣ2=(1

3
, 1

3
, 0) and mΓ2+=(0, 0, 0), together providing a match for all reflec-

tions seen in the neutron data shown in Fig. 7.4. The mΓ2+=(0, 0, 0) is an essential

mode, that allows for a net moment. Similarly, for the AFM phase the corresponding

propagation vectors are; mY1=( 1
3
, 1

3
, 3

2
), mΣ2=(1

3
, -2

3
, 0) and mT1+=(0, 0, 3

2
), and

relate to all reflections observed in this magnetic phase by [32], where the mΣ2=(1
3
,

-2
3
, 0) is symmetry equivalent to (1

3
, 1

3
, 0). It was the absence of seeing intensity

at (0, 0, 3
2
) type positions in previous refinements by [104] that led to the initial

overlook of a secondary AFM phase, and only a contribution of the mΣ2=(1
3
, 1

3
, 0)

mode in the fM phase. These results are in good agreement with those published

by [32], but now classified in two proper magnetic space groups P 1̄ (fM phase) and

P 1̄′ (AFM phase). Therefore the final combined spin and charge order is established

in the P 1̄ space group, the final charge order structure is that of anti-polar bilayers

which results in an antiferroelectric state.

7.4 Discussion

The final combined spin and charge order of YbFe2O4 has now been established

in the P 1̄ space group. The former, for the first time is described by two proper

magnetic space groups, namely P 1̄ and P 1̄′. It was, the correct refinement of the

CO structure in P 1̄, (discussed in detail in Chapter. 6), which led to the correct

respective structures for each magnetic phase, contrary to that published by [32]

for LuFe2O4, which saw discrepancies with the observed reflections and the tested 4

possible magnetic space groups from symmetry analysis. From all of the work pre-

sented in this thesis, there is a very strong scientific case that both systems exhibit

the same crystal and magnetic structure, at least apart from the incommensura-

tion for LuFe2O4, which persist there for all temperatures. Although LuFe2O4 does

not transition into a commensurate CO phase, intensity at both (1
3
±τ , 1

3
∓2τ , 15)

and (±τ , ±τ , 3
2
) type positions is there, but the C2/m symmetry largely underes-
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timates the intensity of integer reflections, which resulted in the higher symmetry

monoclinic space group. As highlighted in Chapter 6, the proposition that the mag-

netic interactions may be a relevant part of the driving force for CO was considered

based on the commensurate nature of the magnetic order, and the incommensura-

tion in τ observed for LuFe2O4 as the temperature starts to reach TN [106]. This

was further emphasized by the observation of a completely commensurate CO phase

in YbFe2O4, where the magnetic correlations in YbFe2O4 are notably strong com-

pared to LuFe2O4, seen also in classically deemed off-stoichiometric samples, which,

through polarized neutron diffraction, saw 3D peak intensity in such samples. This

could provide some explanation as to why YbFe2O4 enters into a commensurate CO

phase. Our experimental findings are in good agreement with a theoretical study by

Xiang et al. [25] (though on LuFe2O4), which expresses that exchange energy gain

may be one aspect that drives the CO. In part of this study they look at presence of

spin-charge coupling with two models, considering the spin ordering in terms of a 1D

chain (chains of Fe2+ ions alternate with 1D chains of Fe3+) and in a
√
3×

√
3 CO

state. From two previous electrostatic calculations by [54, 216] it was determined

that the 1D chain model is only slightly less stable than the
√
3 ×

√
3 CO case,

and exhibits no ferroelectric polarization. For the latter case, their spin and charge

configuration for one bilayer is exactly the same as the one established experimen-

tally in this thesis. The same examination of the spin ordering in these two CO

regimes by [25] discovered that there is in fact a large difference between the 1D

chain and typical
√
3×

√
3 CO, where the calculated total spin moments are 0 and

2.33 µB/f.u., respectively. This result is highly evidential of spin-charge coupling

in LuFe2O4. Furthermore, it was predicted that a magnetic field stabilizes the fM√
3×

√
3 CO state due to the Zeeman effect, which is observed in YbFe2O4, in the

low and high field neutron diffraction data. It is more obvious in YbFe2O4, as a large

depreciation of the diffuse component is seen, when a field of H=1.8T is applied,

than in LuFe2O4 there is still some diffuse order even with H=2.5T. However, this

is not surprising since the magnetic correlations in YbFe2O4 are stronger along chex.
Lastly, more recent inelastic neutron studies on LuFe2O4 by [218] also highlighted

the presence of spin-charge bilayer superstructure, pertaining to one Fe2+ rich mono-

layer and one Fe3+ rich monolayer, which is in agreement with our findings, however

they propose a polar CO structure in contrast to our polar bilayers stacked anti-

ferroelectrically. With theoretical grounding as well as the experimental work and

analysis provided in this chapter, it is reasonable to state that both systems exhibit

spin-charge coupling, where the exchange energy gain in the spin order maybe one

of the driving forces for the CO. One important question remains open: Is this a

proper antiferroelectric material or just a polar one. The former scenario implies the

possibility of flipping of one of the bilayers, by application of a steady and constant

electric field to reach a ferroelectric state. This final question and its implications

in terms of applications and the future of these systems is discussed in more detail

in the following, final chapter.
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In this thesis, YbFe2O4 was examined for the first time in a different light, due to the

growth of highly stoichiometric single crystals exhibiting 3D incommensurate and

3D commensurate charge order, which had not be observed previously. With a large

portion of this thesis dedicated to the refinement of the crystallographic structure,

finding a space group that incorporated all superstructure reflections observed, with

the correct relative intensities was achieved in the remarkably low-symmetry space

group P 1̄. This space group applies for temperatures below 280 K, with (for some

samples) the structure incommensurately modulated at higher temperatures until

heating above the main CO transition TinCO=305K, above which only diffuse 2D

CO exists, and is described by the original R3̄m cell. A strong focus was placed on

the synthesis of highly stoichiometric crystals of YbFe2O4, by trial and error using

different gas ratios to tune and establish the optimum conditions for producing,

what would be classed as samples exhibiting truly intrinsic properties, not smeared

by oxygen off-stoichiometry [118, 121, 123]. It was determined, that the optimum

gas ratio for growth was that of CO:CO2=1:2.5, where many of the single crystals

obtained from this boule exhibited long-range CO as seen in in-house single crys-

tal x-ray diffraction. Of the many samples analyzed, there were three types of CO

which can occur in YbFe2O4 (see Sec. 4.2.3, Fig. 4.7): Type 1 contains only 2D

CO correlations, Type 2 samples show the same incommensurate behavior as highly

stoichiometric LuFe2O4 at TinCO=305K but on further cooling below 280K, sees a

phase transition to a commensurate CO state TCCO, the final Type 3 charge order is

commensurate at all temperatures, with an increase of intensity on cooling of each

CO domain. Detailed macroscopic measurements were performed on a sample with

Type 2 CO, which allowed the successful establishment of the magnetic phase dia-

gram for YbFe2O4. It was here that many large similarities were observed between

the two magnetic phases present in both YbFe2O4 and LuFe2O4, each showing only

a small region of stabilization of the AFM phase, with the AFM phase in YbFe2O4

being stable in slightly higher fields. A large contrast was observed in the temper-

ature range ∼260-240K, here the fM phase is stable in H=0, which means highly

stoichiometric YbFe2O4 exhibits a spontaneous fM, in contrast to LuFe2O4.

The final refinements in the P 1̄ space group at 90K and 200K elucidated the

occurrence of a very subtle magneto-structural transition, proposed below TLT in

LuFe2O4 [104], but a refinement in the P1 symmetry at 90K will resolve any specu-

lation of a symmetry change due to these structural distortions at lower temperature.

The bond valence sum analysis analysis at each temperature resulted in polar bilay-

ers stacked antiferroelectrically. This is in contrast to the previous refinement by [48],

which resulted in a final cell C2/m and a CO representative of charged bilayers, and

to the initially proposed polar bilayers and ferroelectricity by [63]. The refinement in
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the higher symmetry C2/m cell [48], was performed in a commensurate approxima-

tion, but as we have seen from the refinements performed on YbFe2O4 in this thesis,

substantial intensity lies on both integer and half-integer positions, the former be-

ing relatively weak in LuFe2O4 due to the dis-commensurations of τ . As YbFe2O4

is nudged to a commensurate CO phase, the temperature dependence viewing hhℓ
plane was studied with high energy x-ray diffraction and a MAR imaging plate. By

plotting the intensity as a function of temperature of a specific τ incommensuration

for example (1
3
±τ , 1

3
∓2τ , 15), it was clear that the intensity is strong at τ positions,

and since the CO in LuFe2O4 remains incommensurate down to low temperature,

the commensurate approximation will not account for the intensity observed at τ
satellites. Furthermore, when simulating the intensities observed in YbFe2O4 below

TCCO, in the C2/m space group, a clear underestimation of integer reflections is seen

in the model. However, it is likely that had there been no commensurate CO phase

in YbFe2O4, the same issues with integration of integer reflections would most likely

result in the same apparent C2/m structure.

Neutron diffraction data, provided a relative intensity distribution of reflections

along (1
3
, 1

3
, ℓ) equal to that observed in LuFe2O4, and with the newly established

cell, both high and low field spin structures are now assigned to proper magnetic

space groups; P 1̄ (fM) and P 1̄′ (AFM). The final point of call was to look at the

combined spin-charge coupling using XMCD data measured on YbFe2O4, and again

the results are analogous to those on LuFe2O4. The final spin-charge structure was

established, using the initial assumption of the crystallographic space group being

P 1̄, the relative magnetic structures from symmetry analysis would conform. From

the XMCD result, 1/3 of the Fe3+ ions must take spin up, giving a possibility of

3 spin configurations which needed to be tested, to establish the correct final spin-

charge structure. Of those three, one presented an automatic expulsion due to one

of the Fe layers presenting only spin up, violating the necessary 2:1 ratio of spin up

to spin down. The remaining two, from visual representation were possible candi-

dates. The final spin configuration representative of the data collected on YbFe2O4,

was determined by simulating the intensities of some integer and half-integer re-

flections (in one magnetic domain) for each of the two spin configurations. It was

here that one spin structure presented very unrealistic intensities not consistent

with the measured neutron diffraction data. The remaining spin structure was in

good agreement with the measured data and thus resulted in the final combined

spin-charge structure, consistent with x-ray, neutron diffraction and XMCD, and

having symmetry of proper magnetic space groups. Spin-charge coupling, also sup-

ported by earlier theoretical studies [25] highlights YbFe2O4 and LuFe2O4 as true

candidates for possible technological applications. More so in the case of YbFe2O4,

which based on the results in this thesis presents stronger magnetic correlations

compared to LuFe2O4. This was first observed in polarized neutron diffraction on

an off-stoichiometric sample, which at 200K exhibited clear 3D peaks as well as a

significant diffuse background. The stronger magnetic correlations in YbFe2O4, may

be one aspect which influences the newly observed commensurate CO phase. The

question remains, is the CO in YbFe2O4 the same as LuFe2O4? there is strong sci-

entific grounding, provided in the previous chapters to indicate that yes, in fact they

are essentially the same. But it was the subtle differences in YbFe2O4, that allowed

for the clear and correct picture for both compounds. Therefore, both YbFe2O4
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and LuFe2O4 present antiferroelectricity, from anti-polar bilayers, but is it a proper

antiferroelectic? , i.e. switchable into a polar structure by application of an electric

field. This is a key remaining question, which must be elucidated. Switchability of

the CO by an electric field along with the spontaneous fM phase, somewhat close to

room temperature, would in principle provide all the elements required to be fully

functional in electronic devices. However, given that the resistivity is similar as in

LuFe2O4, for which experiments by several groups have excluded the possibility of

switching the CO with an electric field [25,176], this is unlikely. Nevertheless, a direct

test on YbFe2O4 should be done. There are still some further unanswered questions

remaining, such as what effect Yb has at lower temperatures, the observation of

a Schottky anomaly in the specific heat, and broad features in the magnetization

below 50K show distinct ordering of Yb3+. A clear understanding of the magnetic

behavior below TLT in YbFe2O4 is still required, as this was not of primary focus

in this work. Spanning out further than the RFe2O4 series, a closer look at RFe3O7

systems could provide a naturally occurring ferroelectric state due to the nature of

the bilayer stacking in the unit cell. In conclusion, three very important results have

been achieved , the discovery of a commensurate CO phase in YbFe2O4 which led to

the correct refinement in the P 1̄ cell, representative also of LuFe2O4. For the first

time mapping the magnetic phase diagram uncovered a spontaneous fM phase not

present in LuFe2O4, and lastly, the combined spin and CO structure representative

of both YbFe2O4 and LuFe2O4.
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A.1 Further heat capacity analysis

The data shown in Fig. A.1 shows the steps taken to fit the low temperature Schottky

anomaly.

Figure A.1: Low temperature fits of the specific heat capacity for YbFe2O4: a) Schottky con-
tribution b) Schottky contribution times a scale factor c) Debye approximation plus Schottky
contribution and d) Debye approximation plus Schottky contribution times a scale factor. High-
lighted rows in tables represent values obtained for energy gap ∆ (D) (yellow) in the Schottky
contribution, the Scale factor C (pink) and the Debye temperature TΘ (TD).

A.2 Incommensurate peak intensity of LuFe2O4

The figure given here, shows the 2D integration of the incommensurate satellites

around (2
3
, 2

3
, ℓ).
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Figure A.2: A 2D line box integration in hh of incommensurate CO region in LuFe2O4

A.3 Conversion of ADP parameters

The ADP’s refined by [75] were given in terms of the anisotropic β factor. In

order to compare them with data provide in this work the values were converted

using the following relations; given that B11 = B22 = B33 = B(iso) (isotropic) and

B23 = B31 = B12 = 0:

β11 = B11 ×
a∗2

4
β22 = B22 ×

b∗2

4
β33 = B33 ×

c∗2

4
(A.1)

β23 = B12 ×
b∗c∗

4
β31 = B31 ×

c∗a∗

4
β12 = B12 ×

a∗b∗

4
(A.2)

The three diagonal βii relations are shown in equation set A.1 and off-diagonal

elements βij respectively, in Eqn’s. A.2. From here, a simple substitution of Bij into

the following equation gives the converted ADP’s from B to U [212,219,220]:

U =
B

8π2
(A.3)

A.4 Tested monoclinic structures at 200K

A.4.1 Individual Y1 and Y2 irreducible representations

Before discussing in detail, the final structural solutions included in this appendix,

of the different Y1 and Y2 modes, it is necessary to explain some of the difficulties

encountered with the refinements. In total, the six possible structures obtained

from symmetry analysis of the individual Y1 and Y2 mode were all attempted

under the same conditions, initially. However, it became quickly apparent that

there was a general trend with the success of the refinement based on the difference

in symmetry, more specifically dependent on where the inversion centre lies. All Y2-

mode structures were refined with no real difficulty (no initial restrictions required

to ease refinement). However, all refinements of the Y1-modes presented some or

all of the following issues:
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• Negative ADP’s (Anisotropic Displacement Parameters)/ negative Isotropic

parameters: negative ADP’s are often inherent due to bad absorption correc-

tion (this was not the case as it has been tested and the correct structural

solution for this compound is described later) or simply the space group sym-

metry is wrong. For refinements which give negative isotropic (Iso) displace-

ment parameters in the beginning is a clear indication that the symmetry is

wrong. For all Y1-structures this was the case. When negative ADP’s occur

with the lighter oxygen atoms, some early restrictions can provide a better

stabilization of the refinement, leading to a better outcome and positive Iso.

But unfortunately in the case of the work presented here, negative ADP’s off

much heavier Yb and Fe atoms occurred, a direct result of incorrect symmetry.

• Difficulty in stabilizing the molecular mass: often in terms of the Y1-modes

investigated. Which was not the natural selection from the structure solution

in the refinement software, but rather a forced CIF of the alternative sym-

metry. Some of the atoms would be rejected. This can of course be solved

by inputting them manually or using the electron density map and Fourier

difference. However, the stability of maintaining the correct number of atoms

for these refinements remained a difficulty.

• Negative or unreasonable twin components: with the factors already men-

tioned above, which in some or all cases reside, a knock on effect of these bad

refinements led to negative twin components. In the case of the monoclinic

structures C2/m and C2/c, due to lost symmetry elements going from the high

symmetry R3̄m, each have three twin components. After refinement typically

one of the twin components would result in a negative volume. However, with

the C2 structure which loses in addition 2-fold roto-inversion symmetry and

thus a total of six twin components, in some cases half of the twins gave a

negative value.

• Extinction (Giso) (isotropic correction): with the poorer and more unstable

refinements the value of Giso would be extremely large, typically in the range

of 0.1-0.3 etc for better refinements, the structure solutions obtained from the

Y1-mode would result in values as high as circa 20.

The points listed above explain why there is only a C2 Y1-mode structure plot-

ted in Fig. A.3. A refinement of the higher symmetry C2/c and C2/m with the

inversion centre at the Yb layer was not possible and therefore not included in the

detailed discussion. The table shown in A.1 gives an overview of the most important

refinement parameters. From this it is clear to see the vast difference in refinement

parameter values of each Y-mode. The large values obtained for both the general

R-factor and goodness of fit for the C2/m (Y1) and C2/c (Y1) structures were

Robs= 71.85 %, 73.68% and GoFobs=22.30 and 21.72, respectively. The refinement

using the slightly lower symmetry C2/c (Y2-mode) with the inversion centre at the

Yb layer, gave a final R value of Robs=14.92%, and GoFobs=9.51. Even with this

slight reduction in symmetry the overall refinement parameters were higher than

that of the C2/m refinement. The CO arrangement in the C2/c cell obtained from

the BVS analysis shown in Fig. A.3 also results in charged bilayers, with majority

Fe2+ in each iron layer. This is quite different to the comparative C2/m structure

previously reported on LuFe2O4 [26], which also has the inversion centre at the Yb
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layer. The final charge order here however gave an antiferroelectric configuration.

Comparing the C2/c to the C2/m structure refined on YbFe2O4, the distinctive

difference is rather than having alternate charged layers of Fe3+ and Fe2+, the C2/c
has charged bilayers with majority Fe2+.

Parameter Y1-C2/c Y2-C2/c Y1-C2 Y2-C2

Rint/Rσ (%) 49.34/2.20 9.94/1.62 7.65/2.74 7.65/2.74

Robs/wRobs (%) 73.68/98.23 14.92/39.0 17.50/40.24 9.45/23.48

Rall/wR2all (%) 73.92/98.79 15.10/39.16 18.14/41.92 10.06/24.09

GoFobs/GoFall 21.72/21.30 9.51/9.42 7.09/7.01 4.14/4.03

Uniq. ref (obs/all) 6834/7190 11745/12323 27478/30567 27478/30567

Neg. ADPs Yb1,2,Fe1,2,O1,2,4,5 No O atoms(Iso) O atoms(Iso)

Neg. Twins 2,3 and 4 No 2,3 and 4 2 and 6

Giso 17.41 0.13 0.14 0.11

Table A.1: Refinement parameters obtained for individual Y1 and Y2 mode structure solutions
at 200 K.

Figure A.3: Structural representations from all successful refinements, using symmetry analysis
of the the individual Y1 and Y2 IR’s at 200 K. The structures shown in (a) C2/m, (b) C2/c and
(c) C2, come from the Y2-mode IR. The same C2 structure shown in (d), was the only successful
refinement of a structure solution from a Y1 mode IR. Therefore both (c) and (d) give the two
possible settings with either the Fe bilayer or Yb layer at the centre of the unit cell. The overall
charge of each iron layer is depicted by a line and respective Fe valence. The orange dot next to
the centre of (a) and (b) represents the point of inversion. The arrows used next to the bilayers
on the C2 (Y1-mode) cell show the polarization direction of each bilayer. In this particular case
the iron bilayers are antiferroelectrically stacked. The rest present charged bilayers.

The overall R-value when refining the ADP’s of the oxygen atoms was improved

marginally to 9.35, from 9.45%, however the O1 and O12 atoms were non-positive

definite. The Y1 mode which gives the C2 symmetry with an Yb layer at the

centre of the unit cell yielded overall larger refinement parameters of Robs=17.50%

and GoFobs=7.09%, compared to the Y2-mode with the Fe layer bilayer at the

centre, resulting in an Robs=9.45% and GoFobs=4.14, respectively. The ability to

refine each of the C2 structures stems from the complete lowering of the symmetry,

where not only the 3-fold roto-inversion symmetry is lost going from the R3̄m to

C2/m, but the 2-fold roto-inversion symmetry is also removed. This results of
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course in additional twin components (due to lost symmetry elements), 6 to be

precise compared to the higher symmetry candidates. Despite the slightly lower

R-value obtained for the C2 (Y2-mode), each C2 refinement resulted in negative

twin components; three twins for the Y1-C2 structure (twins 2, 3, and 4) and two

respectively for the Y2-C2 structure (twins 2 and 6), which in this case were set to

zero. Twin component 2 is the (110) 2-fold roto-inversion lost symmetry element

(180◦) in direct space, lost when going from C2/c to C2. Twins 3 and 4 arise from

the 120 and 240◦ rotation around chex, and twins 5 and 6 is the 2-fold rotation around

[-1, -1, 0]hex (240◦ around chex). Viewing the CO arrangement from the calculated

BVS provides two very different outcomes, the C2 structure (Y2-mode) produces

alternate charged bilayers, of Fe2+ and Fe3+ majority. Similar to the C2/m the

C2/c presents only Fe2+ majority charged bilayers. The C2 (Y1-mode) structure

presents an antiferroelectrically stacked CO configuration, similar to the alternative

C2/m CO refinement on LuFe2O4 [26, 48], which observed the same stacking when

the inversion centre was at the Yb layer. However the solidarity of the refinement of

this space group comes into question when a number of the free parameters cannot be

stabilized, with the occurrence of negative ADP’s of oxygen atoms and negative twin

components, this symmetry is most likely the incorrect one. The final refinements

of the lowest symmetry C2 structure was somewhat successfully completed using

the symmetries obtained from both Y1 and Y2-mode representations. As shown

in Table. A.2, each of the two refinements were completed only by maintaining the

oxygen atoms as isotropic.

Site C2/m (Y2) C2/c (Y2) C2 (Y2) C2 (Y1)

Fe1 2.99(3) (3+) 2.91(5) (3+) 2.99(2) (3+) 2.270(14) (3+)

Fe2 2.241(15) (2+) 2.41(3) (2+) 2.41(2) (2+) 2.227(19) (2+)

Fe3 2.52(3) (3+) 2.09(2) (2+) 2.053(15) (2+) 2.280(16) (2+)

Fe4 2.16(2) (2+) 2.68(3) (3+) 2.628(19) (3+)

Fe5 2.69(3) (3+) 2.123(14) (2+)

Fe6 2.19(2) (2+) 2.400(2) (2+)

Table A.2: The calculated BVS of all Fe-sites for each successful refinement. The brackets next
to each calculated value is the valence which was used based on the calculated number. The BVS
value for the Fe1 site (yellow highlight) was taken as Fe3+ to maintain the 2:1 valence ratio.

A.4.2 Monoclinic structures from the combined Y1 and Y2
IR’s

In order to view the remaining structures from symmetry analysis a combination

of Y1 and Y2 modes have been included in Table. 6.5. For consistency and con-

tinuation from the higher symmetry space groups described in the previous section,

refinements of the Cc and Cm were performed. The refinement of the higher symme-

try Cc structure shown in Fig. A.4 (left) gave a relatively large Robs=14.43% further

complemented by a high value of GoFobs=6.63 (see Table. A.3). These factors aside

there are a number of further parameters which eliminate this as a possible structure

solution. Heavy restrictions were required in the beginning, before a single refine-
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ment cycle: all Fe and O atoms were restricted by fixed coordinates. A randomized

seed of 10 was also used to enable stable initial refinement cycles. This particular

technique was used on several difficult refinements, one’s which were either due to

bad space group selection not providing a solution for many of the reflections mea-

sured, or low symmetry space groups; can be difficult to stabilize in the beginning

based on the number of reflections and free parameters.

Figure A.4: Structural representations from all successful refinements using symmetry analysis of
the combined Y1 and Y2 IR’s at 200 K. Left: Cc structure and right: Cm structure. The overall
charge of each iron layer is depicted by a line and relative iron valance.

Parameter Cc (Y1+Y2) Cm (Y1+Y2)

Rint/Rσ (%) 7.61/2.73 7.61/2.73

Robs/wR2obs (%) 14.43/36.54 7.57/19.49

Rall/wR2all (%) 14.97/36.96 8.06/19.48

GoFobs/GoFall 6.43/6.18 3.44/3.42

Unique ref. obs/all 27566/30586 27606/30628

Negative ADPs Fe, O set isotropic No

Negative Twins Twin 5 Twin2, 4 and 6

Giso 0.16481 0.07326

Table A.3: Refinement parameters obtained for the higher symmetry Cc and Cm structures from
combined Y1 and Y2 mode IR’s at 200 K.

After the refinement had completed a number of cycles, the 6 relative twin com-

ponents based on lost symmetry elements were introduced (similar to the lower

symmetry refinement of the C2 structure, which resulted from two combined order

parameters, Y2(a,b;0,0,0,0), using representation analysis) and the isotropic extinc-

tion parameter. Restrictions of all atoms were disabled, but all Fe and O atoms
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were kept to isotropic. In both cases a number of negative ADP’s resulted. This

along with a negative twin component and the high R-values, removed this from

the list of potential candidate structures. The BVS calculated from the refinement

program and given in Table A.3 show a few low and unrealistic values for a rounded

approximation of an Fe2+ valence, for example the Fe5 atom gave BVS=1.89. When

taking into account the BVS values obtained, the final CO structure provides stacked

charged layers of majority Fe2+. This particular type of potential CO was seen from

the refinement of the higher symmetry C2/c structure, and also resulted in a num-

ber of negative ADP’s and twin components, but produced a much larger Robs of

73.68%. Although, the R-value for the refinement in Cc is lower, the poor values

calculated for the free parameters are far too substantial to ignore. The second

refinement using the slightly lower symmetry Cm structure, which instead of a glide

plane along c has a mirror plane parallel to −→c , is also shown in Fig. A.4 (right).

Site Cc BVS Cm BVS

Fe1 2.19(4) (2+) 2.015(18) (2+)

Fe2 2.82(5) (3+) 2.391(18) (2+)

Fe3 1.97(3) (2+) 2.51(2) (3+)

Fe4 2.36(3) (2+) 3.01(3) (3+)

Fe5 1.89(3) (2+) 2.82(2) (3+)

Fe6 2.72(4) (3+) 2.79(2) (3+)

Fe7 – 2.075(14) (2+)

Fe8 – 2.149(19) (2+)

Table A.4: BVS of each Fe site from both Cc
and Cm refinements at 200K. The highlighted
cell (yellow) indicates a value which was lower
than the expected norm.

Refinement stability and a lower

Robs=7.57%, congruent to the more rea-

sonable values obtained for the free re-

finement parameters indicate that the

symmetry of this structure fits better to

the reflections measured, compared with

that of the Cc structure. The ADP’s of

each atom were refined successfully giv-

ing no non-positive definite error’s, how-

ever the Yb1 atoms on each corner of the

top Yb-O layer have unreasonably small

ADP’s for such a heavy atom. More-

over, half of the twin components during

the refinement stages gave negative val-

ues, and as a result set to zero. These

factors along with a final GoFobs=3.44

(quite above the ideal value of 1) pro-

vides a slim basis for this structure be-

ing the correct choice. The BVS calculated from this refinement, given in Table. A.4

were all within reasonable error producing no substantial outliers (values unrealistic

extending way beyond the normal value). The CO pattern obtained from the ar-

rangement of Fe valences is one with alternate charged bilayers of majority Fe2+ and

Fe3, respectively. This same CO pattern was observed in both C2/m and C2 Y2

mode IR’s shown in Fig. A.3. Although all of the refinements tried and tested for

both Y1 and Y2 IR’s as well as combined Y1+Y2 produce poor parameter values,

not indicative of the final cell choice for YbFe2O4 and a revised look at LuFe2O4,

it is interesting that the majority of structures in the monoclinic space group con-

form to the charged bilayers reported previously in LuFe2O4 [48]. Furthermore, had

the extra half integer reflections not been observed in the YbFe2O4 single crystal

diffraction. The previous CO superstructure would still hold.
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A.5 Refinement parameters from the P1 structure

Site x y z U11 U22 U33 U12 U13 U23

Yb1 1.3135(3) 0.5976(6) 0.7218(7) 0.00514(10) 0.00573(2) 0.00930(6) -0.00325(7) -0.000566(8) 0.000051(4)

Yb2 0.9872(9) 0.2579(9) 0.7303(4) 0.00284(10) 0.00235(8) 0.0244(2) -0.000615(10) -0.00247(5) -0.00137(5)

Yb3 1.6481(15) -1.0702(13) 0.7270(6) 0.00431(6) 0.00484(6) 0.0133(10) -0.00241(5) -0.000622(8) -0.00105(6)

Yb4 -0.00105(5) -0.0724(13) 1.2287(5) 0.00339(6) 0.00366(6) 0.0237(13) -0.00163(5) -0.00197(9) -0.000609(3)

Yb5 1.4871(10) -0.7392(9) 1.2117(3) 0.00415(12) 0.00409(9) 0.00976(14) -0.00183(9) -0.00129(9) 0.000212(9)

Yb6 1.8135(10) -0.4062(9) 0.2388(4) 0.00315(10) 0.00346(9) 0.0125(14) -0.00151(8) -0.000053(9) -0.00115(9)

Fe1 1.4249(4) -0.4080(3) -0.4080(11) 0.00568(4) 0.00803(5) 0.00805(3) -0.00323(4) -0.00198(4) -0.000173(3)

Fe2 1.5870(3) -0.7318(3) 0.9027(8) 0.00629(4) 0.00812(4) 0.00502(3) -0.00429(4) 0.000163(3) -0.000499(2)

Fe3 1.2565(4) -0.0719(4) 0.9071(7) 0.00875(5) 0.0124(5) 0.00407(2) -0.00549(4) 0.000387(3) -0.00228(3)

Fe4 0.5402(3) -0.0727(3) 1.0494(8) 0.00648(4) 0.00619(4) 0.00556(3) 0.00556(4) -0.000919(3) -0.000236(3)

Fe5 1.7125(3) -0.4083(3) 0.5476(10) 0.00476(4) 0.00521(4) 0.00883(3) -0.00217(3) -0.000929(3) -0.000795(3)

Fe6 1.7546(4) -1.0662(3) 0.4017(10) 0.00510(4) 0.00584(4) 0.00833(3) -0.00185(3) -0.000237(3) -0.00121(3)

Fe7 0.8761(3) 0.2635(3) 1.0504(9) 0.00513(4) 0.00552(4) 0.00595(3) 0.00595(3) 0.000736(3) -0.00108(3)

Fe8 1.1060(5) -0.7436(5) 0.4009(8) 0.0123(6) 0.0174(6) 0.00254(2) -0.00891(5) 0.000061(3) -0.000208(3)

Fe9 1.0397(4) -0.0678(3) 0.5456(11) 0.00651(4) 0.00411(4) 0.0122(4) -0.00223(4) -0.00181(4) 0.000115(3)

Fe10 1.3776(5) -0.7357(4) 0.5461(11) 0.01375(6) 0.01142(5) 0.00808(4) -0.00822(5) -0.000445(4) -0.000144(4)

Fe11 0.9173(4) -0.3979(4) 0.9050(10) 0.00655(4) 0.00951(5) 0.00566(3) -0.00288(4) 0.000589(3) -0.00145(3)

Fe12 1.1924(5) -0.3943(5) 1.0491(11) 0.01277(7) 0.01288(6) 0.00877(4) -0.00846(6) -0.000496(4) -0.000343(4)

O1 1.3305(14) -0.7348(13) 0.6648(4) 0.00397(15) 0.00484(14) 0.00610(11) -0.00131(12) -0.00190(10) 0.00159(9)

O2 0.9945(15) -0.0583(13) 0.6647(4) 0.00528(16) 0.00450(14) 0.00673(12) -0.000351(13) 0.000388(11) -0.000672(10)

O3 1.6748(15) -0.4050(14) 0.6628(4) 0.00632(17) 0.00758(17) 0.00592(11) -0.00459(14) -0.00322(11) 0.00152(10)

O4 0.5093(17) -0.0957(15) 1.1645(5) 0.00860(2) 0.00544(16) 0.0107(15) -0.00347(16) -0.00415(14) 0.000879(13)

O5 1.1462(16) -0.3870(17) 1.1654(4) 0.00602(18) 0.00976(2) 0.00540(10) -0.00210(15) 0.000391(11) 0.00080(11)

O6 0.8480(14) 0.2729(15) 1.1652(4) 0.00343(15) 0.00952(2) 0.00686(12) -0.00253(10) -0.000378(10) 0.00139(11)

O7 0.9600(19) -0.3970(17) 0.7871(5) 0.00874(4) 0.01276(3) 0.00793(14) -0.00594(19) 0.00194(14) -0.00589(14)

O8 1.2689(16) -0.4208(15) 0.9272(4) 0.00660(19) 0.00595(17) 0.00927(13) -0.00256(15) 0.00159(13) -0.00170(12)

O9 1.2989(2) -0.0756(17) 0.7864(4) 0.0157(3) 0.00964(2) 0.00636(12) -0.00945(2) -0.00250(14) -0.000088(12)

O10 1.6175(17) -0.7255(14) 0.7882(5) 0.00957(2) 0.00476(17) 0.0119(17) -0.00341(15) 0.00316(15) -0.00593(13)

O11 1.1476(16) -0.7435(16) 0.2855(4) 0.00608(18) 0.00799(16) 0.00810(13) -0.00460(16) 0.000065(12) -0.000872(12)

O12 1.7815(15) -1.0497(14) 0.2859(4) 0.00574(17) 0.00648(15) 0.00551(10) -0.00247(13) -0.000625(10) -0.000546(10)

O13 1.4533(18) -0.4151(14) 0.2860(4) 0.01209(2) 0.00728(17) 0.00539(11) -0.00704(16) 0.00152(12) -0.00380(11)

O14 1.8971(15) -0.7375(15) 0.9237(3) 0.01005(4) 0.0101(17) 0.00322(7) -0.00510(16) 0.000019(9) -0.00151(9)

O15 0.8540(2) -0.4052(16) 1.0301(5) 0.01099(6) 0.00625(19) 0.0161(2) -0.00437(18) -0.00290(18) -0.00106(16)

O16 1.0920(18) -0.0951(16) 0.4127(5) 0.00992(2) 0.00439(15) 0.0136(17) 0.00121(16) 0.00285(16) 0.000340(14)

O17 1.5801(15) -1.0445(14) 0.9248(3) 0.00693(16) 0.0112(18) 0.00430(8) -0.00369(14) 0.000249(9) 0.00197(9)

O18 1.4410(16) -0.7368(15) 0.4198(3) 0.00906(2) 0.0101(18) 0.00444(9) -0.00460(16) 0.000836(11) -0.00139(10)

O19 1.7358(2) -0.3807(3) 0.3959(5) 0.01261(3) 0.01197(3) 0.01117(12) -0.00615(3) -0.00202(13) -0.000984(13)

O20 2.0270(18) -0.7238(16) 0.5238(5) 0.00677(2) 0.00748(2) 0.01073(17) -0.000932(16) -0.00383(14) 0.000059(14)

O21 1.3957(19) -0.3925(18) 0.5314(6) 0.00909(3) 0.00895(2) 0.02425(3) -0.00552(18) -0.00395(2) -0.00277(2)

O22 1.7285(18) -0.1054(14) 0.5278(7) 0.00857(3) 0.00239(14) 0.02943(4) -0.00228(15) 0.00230(2) -0.00111(17)

O23 1.2122(16) -0.0482(18) 1.0406(4) 0.00697(18) 0.01332(2) 0.00931(13) -0.00459(18) -0.000987(12) -0.0016(14)

O24 0.5638(17) 0.2414(2) 1.0498(7) 0.00543(18) 0.01093(2) 0.02877(4) -0.00589(19) -0.00290(19) 0.00117(3)

Table A.5: Atomic positions and anisotropic displacement parameters of the P1 structure refined
at 90 K. The additional atomic positions are attributed to the loss of inversion symmetry, which
includes a double of each atom type all except two special Wykcoff positions of the Yb1 (Wyck=1c)
and Yb4 (Wyck=1h)
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A.6. HYSTERETIC RESPONSE OF THE (1, 0, -1) REFLECTION

a (Å) b (Å) c (Å) α(◦) β(◦) γ(◦) V (Å3

5.982(1) 5.986(2) 16.877(1) 86.556(9) 83.1680(1) 59.962(5) 519.5(5)

Table A.6: Lattice parameters for P1 structure at 90K.

A.6 Hysteretic response of the (1, 0, -1) reflection

A measurement of integrated intensity as a function of applied field for the (1 0 -1)

structural reflection, measured at 200K, is shown in Fig. A.5 (top). Plotted along

with the complimentary M vs H data (black squares). The statistic were too poor

for this reflection, indicated by the large error bars and no relation to the M vs H
data is seen. For a clear example of the hysterestic trend of the magnetic intensity at

structural reflections, comparable data on LuFe2O4 is shown in Fig. A.5 (bottom).

Figure A.5: Top: the integrated intensity as a function of field for the (1 0 -1) reflection (red
squares) measured at 200K, plotted with complementary M vsH (black curve). Bottom: similar
data on LuFe2O4, at several structural reflections measured at 190 K, figure taken from [32] and
adapted.
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