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1 Introduction 

1.1. Motivation 
The phenomenon of magnetism was already known by mankind at the time of Thales 
(640-546 B.C) when the Greeks and Romans found fragments of iron ore attracting nothing but 
iron [1]. Despite its fascinating properties it took up to A.D. 1000 until the Chinese found a useful 
application for the material as compass, and it was almost another 300 years until Petrus 
Peregrinus of Maricourt did some experiments providing initial knowledge of magnetism [2]. 
During the following centuries natural philosophers gave little consideration to the investigation 
of magnetism except for William Gilbert who published his famous book “De Magnete” in 1600 
and is therefore often referred to as the father of magnetism [3]. As Oersted then discovered the 
relationship between electricity and magnetism in 1820 a revolution was launched that caused 
intense research [2]. 

This led to a huge number of applications like wireless communication or data storage alongside 
with a constantly rising demand for miniaturization. When common materials reached their 
limits a new approach called nanotechnology arose that provided new material properties due to 
size effects [4]. One of the best known examples for 2D nanomaterials is the giant 
magnetoresistance (GMR) discovered independently by Albert Fert and Peter Grünberg in 1988 
which was honored with the Nobel Prize for Physics in 2007 [5] [6]. 

However, nanotechnology was already used in the middle ages when glass manufacturers 
utilized gold nanoparticles to produce red glass for church windows [7] [8]. Nevertheless, it took 
until 1931 when Max Knoll and Ernst Ruska demonstrated the first electron microscope that 
enabled researchers to view structures in the nanometer range and led to increasing research in 
this area [9] [10].  

The combination of the phenomena of magnetism and nanotechnology opens up completely 
new properties like superparamagnetism or new types of spin structures. Especially magnetic 
nanoparticles like iron oxide are of major interest, because they can serve as building blocks for 
nanostructured materials. They could be used in biomedical applications like hypothermia for 
tumor therapy or as data storage media providing high data density. Therefore it is important to 
understand interactions between nanoparticles [11]. 

 

1.2. Concept 
The scope of this work is the self-assembly of commercially available 20 nm iron oxide 
nanoparticles on the one hand and their magnetic properties and interaction on the other.  

Chapter two provides general information about self-assembly and nanomagnetism. Several 
phenomena and interactions are presented. Additionally the properties of iron oxides are given. 
The third chapter introduces devices and measuring principles that are used to analyze the 
samples. In chapter four, as main part of this thesis, the results are shown and explained as far as 
possible. A summary and outlook finally concludes this thesis in chapter five. 
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1.3. Current state of research 
Among all the opportunities that are offered by the wide range of magnetic nanotechnology, the 
assembly of nanoparticles upon a solid substrate is of major interest especially in two scientific 
branches: As shown by B. D. Terris et al. those structures could lead to a breakthrough in data 
storage performance and areal density [12]. On the other hand, the opportunity to build so-
called ‘artificial materials’ that emerge new physical properties has huge potential for a broad 
range of applications since their behavior is neither identical to that of bulk material nor 
corresponding to isolated particles [13] [14].  

The interactions that lead to specific arrangements of nanoparticles have been analyzed in detail 
for several materials, shapes and sizes. Most authors conclude that the van der Waals interaction 
and the dipolar interaction are the main causes for the results observed [15] [16] [17] [14] [18] 
[19] [20] [21].  

The extraordinary properties reported for such systems are mainly caused by interactions 
between the particles. As explained by A. P. Guimaraes, magnetic particles transform to single 
domain state due to energetic reasons below a critical volume [22].  At elevated temperatures 
their behavior is comparable to the Langevin paramagnetism of moment-bearing atoms but with 
a magnetic moment 106 times higher which was already found by C. P. Bean and J. D. Livingston 
in 1959 and is therefore called ‘superparamagnetism’ (SPM) [23]. Later on it was shown in 
several studies that the switching behavior of SPM can be blocked below a so-called ‘blocking 
temperature’ [24] [25] [26] [27] [28]. Depending on the strength of interaction of single domain 
particles different magnetic systems can be distinguished: If there is no interaction the system is 
purely superparamagnetic. If the superspins are fully frustrated and random with a sufficiently 
strong interaction to induce collective behavior the system is referred to as ‘super spin glass’ 
(SSG). For the intermediate case with a non-negligible interaction that is not strong enough to 
produce any collective state the system is called ‘modified SPM’. If the interaction becomes 
strong enough to cause domain formation similar to a ferromagnetic material, authors refer to it 
as ‘superferromagnet’ (SFM) with superspins instead of atomic spins [29] [30] [31] [32]. The 
mechanism that mediates this interaction is often assumed to be dipolar [33] [34] [35] [36] or 
RKKY [37]. 

Since the comprehension of these mechanisms has become quite well, several attempts have 
been made to tune the properties with an interacting material. Most of the researchers 
concentrated on a core/shell system [38] [39] [40] [41] [42] [43] [44] but there are also 
approaches in embedding [45], adsorption [46], capping [47] or interacting substrates [48]. It was 
shown by several authors that a Pt matrix can get polarized and enhance e.g. exchange 
interactions [49] [50] [51] [52].  

 

  



Theoretical Background | 3 

 

2 Theoretical Background 

2.1 Iron oxides 
The term iron oxide summarizes sixteen different configurations of iron, oxygen and hydrogen 
including oxides, hydroxides and oxide-hydroxides as shown in Table 2.1 [53]. The iron oxides 
which are relevant for this thesis are described in detail below. 

 

Table 2.1: Configurations of iron oxide [53]. 

 

2.1.1 Hematite 
Hematite (α-Fe2O3) is the most stable bulk phase of iron oxide in air and can be found in 
sediments and solids near the earth’s surface [54]. It can also be obtained by heating maghemite 
to T = 770 K [55]. As powder it exhibits a blood-red color and is abundant in water why it can be 
applied as pigment. The compact form is blue to blue-black and shows a mirror-like metallic 
lustre after polishing, so it is often used for jewelry [56]. Due to its thermodynamic stability and 
nontoxicity in combination with a band gap of 2.2 eV, hematite nanoparticles can be utilized as 
catalysts, magnetic recording media, gas sensors etc. [57]. As shown in Figure 2.1 the material 
has a hexagonal close packed (HCP) unit cell with alternating layers of O2- and Fe3+ along the 
[001] axis. The lattice constants are a = 0.5034 nm and c = 1.375 nm [19]. Its magnetic behavior 
depends on the temperature. Below the Morin temperature TM = 263 K there are two antiparallel 
magnetic sublattices which are aligned along the c-axis, hence is antiferromagnetic. If the 
temperature raises, a slight canting of the moments occurs (first-order-spin-reorientation 
transition). This results in a small net moment due to an antisymmetric Dzyaloshinskii-Moriya 
interaction. Above the Néel temperature TN = 955 K the material is paramagnetic [54] [57].  

 

Oxides Oxide-hydroxides and hydroxides 

Hematite α-Fe2O3 Goethite α-FeOOH 

Maghemite γ-Fe2O3 Lepidocrocite γ-FeOOH 

Magnetite Fe3O4 (FeIIFe2
IIIO4) Akaganéite β-FeOOH 

Wustite FeO  Schwertmannite Fe16O16(OH)y(SO4)z·nH2O 

β-Fe2O3 δ-FeOOH 

ε-Fe2O3 Feroxhyte  δ’-FeOOH  

 High pressure FeOOH 

 Ferrihydrite Fe5HO8·4H2O 

 Bernalite Fe(OH)3 

 Fe(OH)2 

 Green Rusts Fex
IIIFey

II(OH)3x+2y=z(A
-)z:A

-=Cl-
:


�SO4

2- 
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Figure 2.1: Unit cell of hematite: White spheres represent oxygen- and black spheres iron-atoms. Image 

taken from [53]. 

 

2.1.2 Maghemite 
Maghemite (γ-Fe2O3) is a red-brown material [58] which can be produced by calcination of 
magnetite at 570 K [59]. Possible applications are magnetic recording, medical applications or 
magnetic sensors [59]. The crystal structure can be described as inverse spinel consisting of 
32 O2- and 211 3�  Fe3+ ions with a lattice constant of 0.834 nm. The oxygen atoms are arranged in 
eight face centered cubic (FCC) structures along the [111] direction. There are eight tetrahedral 
and sixteen octahedral sites. While the former are completely occupied by iron atoms, the latter 
are occupied by 131 3�  iron atoms and 21 3�  vacancies [19] as shown in Figure 2.2. The magnetic 
structure consists of two antiparallel sublattices. Because of the vacancies they do not 
completely compensate each other leading to a ferrimagnetic behavior. Above the Curie 
Temperature TC = 820 K the material becomes paramagnetic [19].  

 

 

Figure 2.2: Structure of maghemite: Large spheres represent oxygen- and small spheres iron-atoms. 

a) Projection of the lattice in the xy-plane . b) Surroundings of iron in a unit cell. Images taken from [60]. 

 

a) b) 
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2.1.3 Magnetite 
Magnetite (Fe3O4), also known as loadstone, is the magnetic material that has been known and 
used longest by mankind [2]. It is often found in rocks and has a remarkable combination of 
properties that make it interesting for environmental applications and spintronics [55]. In 
addition  it is often used as pigment because of its black color and great water solubility [58]. As 
shown in Figure 2.3 the unit cell contains 32 O2-, 8 Fe2+ and 16 Fe3+ ions forming an inverse spinel 
similar to maghemite: A CCP structure (a = 0.839 nm) along the [111] direction contains the 
oxygen ions while the divalent and half of the trivalent iron ions occupy octahedral sites. The 
other half of trivalent iron ions are located on tetrahedral sites [19]. Below the Curie 
Temperature of TC = 858 K the magnetic moments of tetrahedrically and octahedrically 
coordinated ions are oriented antiparallel so the spins of Fe3+ ions cancel each other out. The 
remaining spin of Fe2+ ions results in a ferrimagnetic behaviour [61]. Besides, magnetite exhibits 
semi-metallic properties above the Verwey temperature TV = 122 K because of the 
double-exchange interaction. At Tv the material undergoes a phase transition due to a charge 
ordering mechanism and becomes insulating below Tv [61]. 

 

 

Figure 2.3: Unit cell of magnetite: Grey spheres represent oxygen, black spheres tetrahedrically 

coordinated iron and white spheres octahedrically coordinated iron-atoms. Image taken from [55]. 

 

2.1.4 Wustite 
Wustite (FexO) is a black material sometimes found in rocks that is a potentially useful precursor 
for the preparation of other iron oxides [62]. At atmospheric pressure it is only stable above 
840 K but can be quenched to room temperature leading to a metastable state [63] [64]. It 
crystalizes in a rock salt structure as shown in Figure 2.4 with distributed iron vacancies and a 
composition of x = 0.84 to 0.95 depending on temperature and pressure [62] [65]. The lattice 
parameter of a = 0.428 nm to 0.431 nm depends on composition [19]. If the material is cooled 
slowly, it disproportionates to Fe and Fe3O4 [63]. The magnetic behavior also depends on the 
temperature. Below the Néel temperature TN = 198 K the spins of a layer along the [111] 
direction point in the same direction. They are antiparallel to the spins of the adjacent layers 
leading to an antiferromagnetic behavior. If the temperature is higher, the material becomes 
paramagnetic [65]. The conductivity is slightly temperature dependent [64]. 
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Figure 2.4: Crystal structure of wustite:  Black spheres represent iron- and white spheres oxygen-atoms. 

Figure taken from [66].  

 

The properties of iron oxides mentioned above are summarized in Table 2.2. The additional 
information like saturation magnetization at 300 K, anisotropy constant and magneto-restriction 
constant are taken from [53]. 

 

Table 2.2: Summary of iron oxide properties. 

 

 

 

 

 Hematite Maghemite Magnetite Wustite 

Color  Powder: Blood-red 
Compact: Blue-black 

Bulk: Red-brown Bulk: Black Bulk: Black 

Application Pigment, 
jewelry,  
catalyst,  
gas sensor 

Magnetic recording, 
medical application, 
magnetic sensor 

Environmental 
application,  
pigment 

Precursor for iron 
oxide preparation 

Crystal structure HCP Inverse spinel Inverse spinel NaCl 

Lattice constants [nm] a = 0.5034 
c = 1.375 

0.834  0.839 0.428 to 0.431 

Magnetic behavior T < TM antiferromagnetic 
TM < T < TN weak ferrom. 
TN < T paramagnetic                  
TM = 263 K                                       
TN = 955 K 

T < TC ferrimagnetic 
TC < T paramagnetic 
TC = 820 K 

T < TC ferrimagnetic 
TC < T paramagnetic 
TC = 858 K 

T < TN antiferrom. 
TN < T param. 
TN = 198 K 

Electric behavior Insulator Insulator T < TV insulator 
TV < T semi-metallic 

TV = 122 K 

Semiconductor 

Saturation 
magnetization at 300 K  
[Am2/kg] 

0.3 60 to 80 92 to 100 - 

Anisotropy constant 
[J/m3] 

104 to 6·104 105 104 to 105 - 

Magneto- restriction 
constant  

8·10-6 35·10-6 35·10-6 - 
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2.2 Magnetism 

2.2.1 Quantum numbers 
In order to understand magnetism in the solid state one has to start with electrons. Their 
energetic state can be described using quantum numbers. The principal quantum number n 
describes the electron shell:  

n = 1, 2, 3, ... (2-1) 

The second quantum number l is called orbital quantum number:  

l = 0, 1, 2, … , ( n – 1 ) 

l = s, p, d, f, … 

(2-2) 

It gives the absolute value of the angular momentum L. The z-component is described by the 
magnetic quantum number ml which is calculated by projecting the orbital angular momentum 
along the quantization axis (usually z):  

L2 = ħ2 l ( l + 1 ) (2-3) 

Lz = ml ħ (2-4) 

ml = - l, - ( l – 1), … , l (2-5) 

Where ħ is the reduced Planck’s constant. In addition every electron carries an intrinsic angular 
momentum called spin S. Its projection along the quantization axis is described by the spin 
projection quantum number ms. 

S = 
�
� (2-6) 

ms = ± �� (2-7) 

An atom can contain several electrons which must differ in at least one quantum number 
(Pauli Exclusion Principle). The consequence of this prohibition is that one orbital can carry a 
maximum of two electrons with opposite spins [67]. 

 

2.2.2 Magnetization 
A charged particle moving in a circle represents a magnetic dipole. Its strength is described by 

the magnetic moment μ�⃗  which is dependent on the current I and the area �⃗  it flows around.  

μ�⃗  = �⃗  I (2-8) 

Quantum mechanically follows:  

μ����⃗ = 	−��μ���⃗ℏ  
(2-9) 

μ� =	 �	ħ2	 � 
(2-10) 

Where g is a dimensionless quantity called g-factor. For electrons ge is 1, for spins it has a value 

of gs ≈ 2. The two relevant eigenvalues for ��⃗ � and Lz are !"! + 1$ℏ� and  �ℏ, respectively. 
Additionally every electron has a magnetic moment due to its spin which can be calculated 
analogically: 
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μ%���⃗ = 	−�%μ�&⃗ℏ  
(2-11) 

The eigenvalues that are relevant for &⃗� and Sz are s and	 %, respectively. The total angular 

moment of an atom '⃗ arises either from the so-called LS- or jj-coupling-scheme, depending on 
the atomic number. These are defined as follws: 

'⃗ = 	��⃗ + 	 &⃗    where   ��⃗ = 	∑ !)��⃗*+       &⃗ = 	∑ ,)��⃗*+       
(LS-coupling) 

(2-12) 

'⃗ = 	∑ -)��⃗*+ 	    where   -⃗ = 	 !)��⃗ + 	,)��⃗ 	                     
(jj-coupling) 

(2-13) 

The energy of a magnetic moment in an applied field is: 

. = 	−μ�⃗ 	 ∙ 0�⃗  (2-14) 

The magnetization 1��⃗  of a bulk material which consists of a N atoms is calculated by the magnetic 
moment per unit volume V: 

 1��⃗ = 	 2��⃗3 (2-15) 

[19] 

 

2.2.3  Types of magnetic behavior 
Depending on the degree to which a material can be magnetized in external magnetic fields, 
different types of magnetic solids can be distinguished by the magnetic susceptibility χ. 

χ = 
4
5 (2-16) 

 

2.2.3.1 Diamagnetism 

Diamagnetism is a quantum mechanical effect observed in every material. It is often classically 
explained by identifying the orbital motion of electrons as circular current. An external magnetic 
field induces an additional current which counteracts its cause (Lenz’ law). This induces a 
magnetic moment which is directed antiparallel to the applied field and therefore reduces it. 
Diamagnetism is a very weak effect that is approximately temperature independent. The 
diamagnetic susceptibility is negative and can be described according to Langevin: 

χ7+8 = 29*:;<
=>? 	 @A�B   <  0 (2-17) 

Where µ0 is the vacuum permeability and <r2> the mean square distance to the nucleus. N 
represents the number of atoms per unit volume and Z the number of electrons [68] [69]. 

 

2.2.3.2 Paramagnetism 

Materials with unpaired electrons, defects or partially filled inner shells generally possess a 
permanent dipole moment. If an external magnetic field is applied the magnetic moments align 
parallel to the field and the magnetization increases. This effect is opposed by thermal 
fluctuations that increase the disorder as the temperature rises. Therefore the paramagnetic 
susceptibility is dependent on the external field and the temperature. It is positive and defined 
by Curie’s law:  
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χC8D8 =	*C<2E<FGEH 	  >  0 (2-18) 

I = �	J�"� + 1$ (2-19) 

Where p is the effective number of Bohr magnetons and T is the temperature. kB represents 
Boltzmann’s constant [19] [69]. 

 

2.2.3.3 Ferromagnetism 

A ferromagnetic material (FM) exhibits a long-range order where the magnetic moments are 
arranged parallel to each other due to a positive exchange constant. For T > TC the ferromagnetic 
susceptibility is described by Curie-Weiß’ law: 

χK4 =	 L
HMHN	  >>  0 (2-20) 

C = 	*C<2E<29FGE 	   (2-21) 

Where C is the material specific Curie constant. Above the Curie temperature TC the material 
becomes paramagnetic due to thermal fluctuations. 

In most cases FMs can be divided into so called Weiß domains. Within every domain the 
magnetic moments are aligned in one direction. In between the magnetization rotates through 
the plane of the wall for bulk material (Bloch wall) or within the plane for layers that are thinner 
than the wall thickness (Néel wall), shown in Figure 2.5. 

 

 

Figure 2.5: Bloch wall and Néel wall: For the former local spins rotate through the plane of the wall, for 

the latter they rotate within the plane. Image taken from [70]. 

 

The reason for domain wall formation is the minimization of internal energy. As shown in Figure 
2.6 magnetic stray fields can be reduced by domains. The energy needed to create a domain wall 
is called exchange energy and is proportional to the wall area:  

PQ� = R	√&T (2-22) 
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Where A describes the unit area, S is the exchange stiffness and K is the uniaxial anisotropy. 
Hence a critical domain size is reached when energy loss and gain cancel each other out.  

 

Figure 2.6: Formation of ferromagnetic domains: The grey, magnetic material is separated into domains 

what is indicated by white, dotted lines. The direction of magnetization is shown by black arrows. The 

black lines refer to magnetic stray fields from the magnetic north pole ‘N’ to the magnetic south pole ‘S’. 

Image taken from [69]. 

 

If an external magnetic field is applied ferromagnetic materials exhibit a hysteresis as shown in 
Figure 2.7a. For low field strengths energetically favored domains grow at the expense of others 
by reversible domain wall movement, but they are pinned at defects. By exceeding a critical 
value the movement suddenly continues (so called Barkhausen jumps, Figure 2.7b) and the 
change becomes irreversible. In addition every ferromagnetic material provides easy axes. To 
align the magnetic moments in a different direction energy is consumed (anisotropy energy) 
which can be provided by further raising the magnetic field. One should note that a hysteresis 
loop can also be observed without domain wall movement due to coherent or incoherent 
rotation [69] [71].  

 

 

Figure 2.7: a) Hysteresis of a ferromagnetic material: The boxes represent the sample and the arrows 

indicate the direction of magnetization in different domains. The green arrow points in the energetically 

favored direction. Figure taken from [72]. b) Barkhausen jumps: The hysteresis of a ferromagnetic material 

is shown and a small area in the region of irreversible Bloch wall movement is magnified. Image taken 

from [73]. 

 

irreversible 
Bloch wall 
movement 

reversible 
Bloch wall 
movement 

rotation  

a)  

initial curve  

b)  
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2.2.3.4 Antiferromagnetism 

Antiferromagnetic materials (AF) exhibit a negative exchange interaction resulting in an 
antiparallel ordering of adjacent moments. This can be described by two interpenetrating 
sublattices as shown in Figure 2.8. The absolute values of the magnetization are the same so 
there is no net moment.  

 

 

Figure 2.8: Antiferromagnetic order: The red arrows represent spin up orientation and the blue ones spin 

down. 

 

Above the Néel temperature TN the material becomes paramagnetic and the susceptibility can be 
described as follows: 

χUK =	 L
HVHW	   (2-23) 

At 0 K the susceptibility is zero and increases continuously with rising temperatures. For very 
high fields the Zeeman energy can exceed the exchange interaction causing a spin-flop transition 
[19] [71] [74]. 

 

The temperature dependencies for different magnetic systems are summarized in Figure 2.9.  

 

 

Figure 2.9: Temperature dependency of the magnetic susceptibility for different magnetic systems. TC is 

the Curie temperature and TN the Néel temperature. �X is the susceptibility normal to the external field, �|| lies parallel to it. 
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2.2.3.5 Ferrimagnetism 

Materials with two sublattices of antiparallel magnetic moments that do not cancel each other 
out are called ferrimagnetic (Figure 2.10a). A famous example is magnetite which has a spinel 
structure. It contains two oxidation states of iron occupying different lattice sites. While Fe3+ 
occupies octahedral and tetrahedral sites Fe2+ occupies octahedral sites only. For the reason that 
all exchange integrals (Joo, Jtt, Jot) are negative an antiparallel ordering is favorable. In addition 
Jot  >> Joo, Jtt so the spins of octahedral sites are antiparallel to those of tetrahedral sites and spins 
of the same coordination are parallel. The result are Fe3+ spins that cancel each other out and 
Fe2+

 spins leading to a net moment as shown in Figure 2.10b.  

 

 

Figure 2.10: a) Ferrimagnetic order. b) Ferrimagnetic order in Magnetite: The red arrows refer to the 

upward spins of Fe
3+

 on octahedral sites, blue ones represent downward spins of Fe
3+

  on tetrahedral sites. 

Green arrows are upward spins of Fe
2+

 on octahedral sites. 

 

Above the Curie temperature the material is paramagnetic and the susceptibility can be 
described using two different Curie constants for octahedral Co and tetrahedral sites Ct: 

χK+ =	 "LjVLk$	HM�2LjLkH<MHN< 	   (2-24) 

[69] [71] 

 

2.2.3.6 Spin glasses 

A spin glass can be produced by doping a nonmagnetic material with a small amount of magnetic 
atoms. If frustrated interactions and disorder exist, then such a system can exhibit spin glass 
ordering, i.e. below a critical temperature Tg a collective spin glass state is found [75].   

  

a) 

tetrahedral 
sites 

octahedral 

sites 

Fe3+ S = 
l
� Fe

2+ S = 2 

b) 
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2.3 Magnetic interactions 

2.3.1 Dipole-dipole interaction 

The magnetic field 0�⃗ m+Cn�; of a dipole  ��⃗ 		can be described as follows: 

0�⃗ m+Cn�; =	 29F">���⃗ 		8	���⃗ $	M	8<>���⃗ 	8o 	   (2-25) 

If a second moment is placed at a distance of interatomic spacing the interaction energy is 

. = 	−μ�����⃗ ∙ 0�⃗ ≈ 3 ∙ 10Ml	�r	   (2-26) 

which corresponds to an ordering temperature of 0.3 K. For the reason that ordering 
temperatures normally measure several 100 K the dipole-dipole interaction cannot be the driving 
force for magnetic long range order in atomic systems, though it is very important for the 
formation of magnetic domains and for interactions between nanoparticles [71]. 

 

2.3.2 Exchange interaction 
Exchange interaction is a quantum mechanical effect that is based on the Coulomb interaction 
and Pauli Exclusion Principle. One distinguishes between direct and indirect exchange.  

 

2.3.2.1 Direct exchange 

Direct exchange is possible if electron orbitals overlap. Using a two electron system the exchange 
integral can be derived. The total spin of those electrons is represented by 

&s = 	 &s8 +	&st	  (2-27) 

with the eigenvalues 0 for antiparallel spins and 1 for parallel spins. It leads to the degeneracy  

u = 	2& + 1	 = 	 v		1 wxA	& = 03 wxA	& = 1   
(2-28) 

For the reason that electrons can be characterized by Fermi-Dirac-statistics and follow the Pauli 
Exclusion Principle they are counted among the fermions. Therefore the overall wave function Ψ 
consisting of a spatial part z and a spin part Y has to be antisymmetric. Hence, whatever the 
exchange symmetry of the spin wave function, the spatial part must have the opposite 
symmetry.     

Ψ{ =	 |z8"A�$zt"A�$ + z8"A�$zt"A�$}Y%√2  
(2-29) 

ΨH =	 |z8"A�$zt"A�$ + z8"A�$zt"A�$}YH√2  
(2-30) 

Where the index ‘S’ corresponds to the antisymmetric singlet state (S = 0, n = 1) and the index ‘T’ 
refers to the symmetric triplet state (S = 1, n = 3). ‘a’ relates to the first electron and ‘b’ to the 
second. r describes the position. 

The exchange integral J is then calculated using the energy difference of the singlet and triplet 
state: 

E{ =	�Ψ{∗	ℋ� 	Ψ{	�A�	�A� 
(2-31) 
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EH =	�ΨH∗ 	ℋ� 	ΨH 	�A�	�A� 
(2-32) 

ℋ� =	14	"E{ + 3EH$ − "E{ − EH$&�&����������
ℋ� ����

 
(2-33) 

E{ − EH = 2	�z8∗"A�$zt∗"A�$		ℋ� 	z8"A�$zt"A�$	�A�	�A� 
(2-34) 

'm� =	E{ − EH2 = 	�z8∗"A�$zt∗"A�$		ℋ� 	z8"A�$zt"A�$	�A�	�A� 
(2-35) 

This ansatz is adapted for a system consisting of many electrons by the so-called 
‘Heisenberg Hamiltonian’: 

ℋ� =	−�'+�&+ ∙ &�
+�

 (2-36) 

Where Jij is the exchange constant between spin ‘I’ and ‘j’.  

If the electrons belong to the same atom the exchange integral is positive and the triplet state is 
favored. This keeps the electrons apart from each other and minimizes the Coulomb energy. For 
electrons located on neighboring atoms bonds are formed. This allows an electron movement 
around both nuclei what saves kinetic energy. Molecular orbitals are formed which can be either 
spatially symmetric (bonding) or spatial antisymmetric (antibonding) [76] [77] [78]. 

 

2.3.2.2 Indirect exchange 

For an indirect exchange process electrons travel with a certain probability from a lattice site to 
the next by hopping in order to lower the total energy [79]. 

2.3.2.2.1 Super exchange 

For super exchange the electrons are assumed to occupy lattice sites that have a single energy 
level. This can be described by the Hubbard-Modell [79]: 

�� =	��� +	��� (2-37) 

��� =	−t � ��+�V 	���M + ���V 	�+�M 	�
〈+�〉,�

 (2-38) 

��� =	−U�"u+↑	u+↓	$
+

 (2-39) 

Where ��� characterizes the kinetic energy if an electron with spin σ on lattice site i moves to 
lattice site j by hopping. The hopping integral t > 0 is a measure for the kinetic energy gained by 

delocalization. ��� represents the Coulomb-Energy U needed for two electrons occupying the 
same lattice site.  

The total energy gain is 

'{� 	~		��   
(2-40) 

For U << t the system is metallic with delocalized electrons, for U >> t  the Coulomb-part 
dominates leading to a so called Mott-Hubbard-Isolator with exactly one electron located on 
every lattice site.  
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In addition, this model can be used to explain the spin configuration. As already mentioned 
hopping lowers the total energy. For parallel spins hopping is not possible due to Pauli Exclusion 
Principle. Hence the spins arrange in an antiferromagnetic order as shown in Figure 2.11 [79]. 

 

 

Figure 2.11: Single level superexchange: a) Parallel spins cannot hop due to Pauli Exclusion Principle so 

there is no energy gain. b) For antiparallel spins hopping is possible so the energy can be reduced due to 

delocalization. Image taken from [79]. 

 

However, for lattice sites with two degenerated energy levels the behavior changes. The 
electrons can either occupy the same orbital (Figure 2.12 a,b) or different ones (Figure 2.12 c,d). 
The former matches the case for single level lattice sites leading to an antiferromagnetic 
structure. For the latter an antiparallel arrangement is disfavored by Hund’s first rule so a parallel 
ordering is preferred (FM) [79].  

 

 

Figure 2.12: Double level superexchange: a) and b) are identical to single level superexchange. c) Hopping 

is possible but disfavored by Hund’s first rule. d) Hopping is possible and in agreement with Hund’s first 

rule. The energy is reduced because of delocalization. Image taken from [79]. 

 

In the majority of cases this model is still too rough and the geometrical structure has to be 
considered. Therefore Goodenough, Kanamori and Anderson developed three simple rules for 
the prediction of magnetic behavior (GKA rules) [79]: 

1. The 180° exchange between filled or empty orbitals is strongly AF (Figure 2.13.a,b). 
2. The 180° exchange between a filled and an empty orbital is weakly FM (Figure 2.13 c). 
3. The 90° exchange between filled orbitals is weakly FM (Figure 2.13 d). 
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Figure 2.13: Goodenough-Kanamori-Anderson rules: The 180° exchange between filled (a) or empty (b) 

orbitals is strongly AF. c) The 180° exchange between a filled and an empty orbital is weakly FM. d) The 

90° exchange between filled orbitals is weakly FM. Image taken from [79]. 

 

2.3.2.2.2 Double exchange 

For materials consisting of oxygen and metal ions in different valences double exchange can be 
observed. This is illustrated using LaMnO3 as an example. 

Mn3+ has three located t2g core electrons and one itinerant eg electron in a �¡< orbital which is 
connected to a Mn4+ ion by an oxygen-p-orbital. For parallel core spins the eg electron can travel 
across the diamagnetic oxygen ion to the M4+ ion without the need of excitation energy (Figure 
2.14 a). For antiparallel spins the electron is not able to move because of Hund’s coupling energy 
which has to be overcome (Figure 2.14 b).  Therefore the magnetic structure is also responsible 
for the change in electrical conductivity at the Curie temperature (Colossal magnetoresistance) 
[79]. 

 

 

Figure 2.14: Double exchange: a) For parallel core spins double exchange is possible. b) For antiparallel 

core spins not. Image taken from [79]. 

 

after before 



Theoretical Background | 17 

 

2.3.2.2.3 Dzyaloshinsky-Moriya-exchange (anisotropic exchange) 

For the reason that the spin and orbital momentum of an electron interact weakly the energy 
level is splitted. If an electron is situated in the exited state an exchange interaction with the 
ground state is possible. The corresponding Hamiltonian is 

��m4 = 	D ∙ &����⃗ × 	&����⃗  (2-41) 

For an inversion symmetric crystal field referred to the center between the vector of the 
magnetic ions D is zero. Otherwise D is parallel or perpendicular to the connection line of the 
ions. The interaction tries to arrange the spins right-angled to each other where the spins lie in a 
plane which is perpendicular to D. This effect is often observed in antiferromagnetics and leads 
to a canted arrangement. Hence a weak ferromagnetic moment which is perpendicular to the 
spin axis of the antiferromagnet (Figure 2.15) can be observed [19] [79] [80] [81] [82]. 

 

 

Figure 2.15: Dzyaloshinsky-Moriya-exchange (DM): For a crystal field that is not inversion symmetric the 

DM interaction tries to arrange the spins perpendicular to each other leading to a canted arrangement. 

Image taken from [83]. 

 

2.3.2.2.4 Rudermann-Kittel-Kasuya-Yoshida exchange (RKKY) 

The RKKY exchange interaction is observed in metallic materials where magnetic moments 
represent localized magnetic impurities. They couple with conduction electrons leading to a 
modified spatial polarization. This is noticed by the next impurity ion at a distance r resulting in 
the following interaction: 

'¤¥¥¦ =		§		�x,"2¨KA$AF  
(2-42) 

Depending on the distance the sign changes and the interaction is either ferromagnetic or 
antiferromagnetic (Figure 2.16). This oscillating behavior is called Friedel-Oszillation with a 
wavelength given by the Fermi-wavelength: 

R
¨K =	

©K2  
(2-43) 

[79] 

 

Figure 2.16: Oscillating behavior of RKKY exchange: The exchange integral changes from positive to 

negative depending on the distance.  

J 

r 
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2.4 Nanomagnetism 

2.4.1 Origin  
The magnetic behavior of nanomaterials (at least one dimension in the range from 1 nm to 
100 nm) is very different compared to bulk material. This is primary caused by three aspects: 

2.4.1.1 Characteristic lengths 

Table 2.3 shows some characteristic lengths. Nanoparticles are often smaller than the critical 
magnetic domain size leading to a single-domain state as lowest energy configuration. Several 
parameters defining the magnetic properties such as the spin diffusion length, the domain wall 
width parameter and the exchange interaction length are also in the same order of magnitude as 
the particle size. This sometimes leads to extraordinary properties [22]. 

 

Table 2.3: Typical magnitudes for some characteristic lengths in magnetism [22]. 

 

2.4.1.2 Broken translation symmetry 

The second aspect concerns the broken translation symmetry at interfaces. For structures with 
dimensions comparable to the Fermi wavelength λF there will be quantum confinement, so the 
wave character of electrons dominates and the energy E is quantized:  

.ª«8¬�«>	7n� =	ℏ
�R�
2 ; ­

u®��®� +
u�̄
��̄ +

u¡��¡�° 
(2-44) 

.ª«8¬�«>	±+D; =	ℏ
�R�
2 ; ­

u®��®� +
u�̄
��̄ +

u�
��° 

(2-45) 

.ª«8¬�«>	²+�> =	ℏ
�R�
2 ; ­

u®��®� + 2	
u�
��° 

(2-46) 

.>8³Dn%³nC+³ =	ℏ
�R�
2 ; ­3	

u�
��° 

(2-47) 

Length Magnitude [nm] 

Interatomistic distance (Fe) 2.5 · 10-1 

Range of exchange interaction 10-1 … 1 

Range of RKKY interaction 10-1 … 10 

Domain size 10 … 104 

Superparamagnetic critical diameter 1 … 102 

Critical single-domain size 10 … 103 

Domain wall width 1 … 102 

Exchange length 1 … 102 

Spin diffusion length 10 … 102 

Electron mean free path 1 … 102 

Superconducting coherence length 1 … 103 

Fermi wavelength 10-1 … 102 
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Where L is the length of the sample in x, y and z direction. Without index, L describes a 
macroscopic value. For the reason that many physical properties are closely related to the 
density of states D(E) which is dependent on the energy - like the Pauli susceptibility Y´ - they 
change for nanomaterials.  

Y´ =	μµμ�� 	¶".K$ (2-48) 

Additionally the magnetic moments of transition elements vary depending on the dimensionality 
of the sample.  

Another effect is the reduction of the number of nearest neighbors which results in narrower 
electronic bands and an increasing anisotropy energy as well as a higher orbital contribution to 
the magnetic moment.  

The last aspect concerning broken translation symmetry is the proportion of surface atoms which 
rises as the structure size decreases. For the reason that most catalytic procedures occur at the 
surface, nanomaterials become very reactive with decreasing size [22]. 

 

2.4.1.3 Dynamic behavior 

The last main aspect is the dynamic behavior of the magnetization. For nanoparticles the 
anisotropy energy has the same order of magnitude as the thermal energy. Therefore thermal 
fluctuations play an important role [22]. 

 

2.4.2 Single-domain particles 
For nanoparticles smaller than the critical domain size the magnetic moments are in a single 
domain state. Here the anisotropy energy is minimal for an arrangement parallel or antiparallel 
to the easy axis. These states are separated by the energy barrier EB [22]. 

.� = 	KV (2-49) 

Where V is the volume of the particle. As shown in Figure 2.17a the energy barrier between the 
minima can be reduced by applying an external field. If the angle ψ between easy axis u¹ and 
external field H measures 90° the energy levels are degenerate. For different angles one 
minimum becomes energetically favorable (Figure 2.17b) [22]. 

 

 

Figure 2.17: Angular dependence of the energy a) for different field strength levels (ψ=90°) b) for different 

angles between easy axis and external field. Images taken from [22]. 

a) b) 
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2.4.2.1 Stoner-Wohlfarth model 

The Stoner-Wohlfarth model was developed in 1948 and describes single-domain particles as 
rotationally symmetric ellipsoids with the easy axis along the long axis (Figure 2.18). It is also 
called 'macrospin model' because it assumes a coherent reversal of atomic spins so the particles 
behave as if they had a single magnetic moment. The magnetization is considered to be 
homogenous, hence there is no exchange interaction contribution to the free energy E in 
presence of an external field H.  

.
r = 	T�,ºu�» +		T�,ºu¼» −

1
2μµ½X1%�,ºu�» −	−

1
2μµ½∥1%��x,�»−	μµ1%�	 ×	"�x,»�x,ψ + ,ºu»,ºu,ψ�x,¿$ 

(2-50) 

Where K1 and K2 are the first and second uniaxial anisotropy constants and θ is the angle 
between the easy axis and the magnetization. Ms describes the saturation magnetization and ψ 
is the angle between the easy axis and the external field. ½∥ and ½X are the demagnetization 
factors [11] [77] [22].  

 

Figure 2.18: Ellipsoidal particle in a magnetic field: The easy axis �À is in z-direction. ψ is the angle between 

the external magnetic field H and the easy axis. Θ is the angle between the magnetization M and the easy 

axis. φ is the angle between the projection of ����⃗ into the XY-plane and the x-axis. Image taken from [22]. 

 

2.4.2.2 Superparamagnetism 

If the volume of a nanoparticle is below a critical value  

V³D{´4 ≈	25	¨�[T  
(2-51) 

the thermal energy  

.�Â =	¨�[ (2-52) 

is sufficient to overcome the energy barrier. The total magnetic moment of the NP switches 
stochastically between two possible orientations and the net magnetic moment averages to 
zero. This behavior is called superparamagnetism and can be described by the Langevin function 
which is the classical limit of the Brillouin function. For larger particles the magnetization is stable 
and rotates only due to a magnetic field (Néel rotation) which is described by the Stoner-
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Wohlfarth model [22]. The time scale of this stochastical reversal is given by the Neel Brown law 
[84]: 

Ã*´ =	Ãµ�ÄI Å .�¨�[Æ 
(2-53) 

Where Ã*´ is the relaxation time of a SPM nanoparticle and Ãµ is the attempt time. At the 
so-called blocking temperature TB SPM systems exhibit a crossover from blocked behavior to 
isotropic superparamagnetism. It can be estimated by: 

Ã*´ =	Ã>;8% (2-54) 

[� =	 .�
¨� ln ÈÃ>;8%Ãµ É

	 (2-55) 

The magnetization curve of an isotropic SPM system can be described by the Langevin function 
L(x). It is a limiting case of the Brillouin function B(x) for J → 	∞. 

L"x$ = coth Ä −	1Ä 
(2-56) 

Using this function the average assembly moment <µ> in an applied field can be derived 
assuming that noninteracting single-domain isotropic particles behave similar to a classical 
paramagnet: 

〈μ〉 = μ	L Åμ	�¨�[Æ	 
(2-57) 

Where µ represents the magnetic moment per particle [57] [22]. 

 

2.4.3 Exchange bias 
At the interface of two different magnetic materials (FM/AF, FM/Fi, AF/Fi) an interaction is 
observed that leads to a shift in the hysteresis curve. This phenomenon is called exchange bias. 

Depending on the structure of the antiferromagnetic material it can be compensated or 
uncompensated. For the former the spins of the first antiferromagnetic layer point in alternating 
directions, for the latter they all point in the same direction (Figure 2.19) [85]. 

 

 

Figure 2.19: FM/AF interface: a) Uncompensated: The spins at the interface point in the same direction 

b) Compensated: The spins point in alternating directions and no net interfacial moment is expected. 

 

a) b) 
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For ferromagnets there are two orientations (parallel or antiparallel to the easy axis) that are 
energetically favorable. Due to the antiferromagnetic layer one direction is preferred. If an 
external magnetic field is applied the spins of the FM are forced to change their direction, but at 
the interface there is a local restoring force. Therefore the field needed to invert the spins is in 
one direction larger than in the other (Figure 2.20) [22] [86]. 

 

 

Figure 2.20: Shifted hysteresis curve due to exchange bias: a) The spins of the FM layer point in the 

energetically favored direction. b) Onset of FM switching. c) In the saturation regime the spins of the FM 

layer are turned by 180°. d) Only a small positive field compared to b is necessary for reversal. Image taken 

from [22]. 

 

For a bilayer consisting of a ferromagnetic and an antiferromagnetic layer the energy E per unit 
area A is 

.
� = 	−μµ�1K4�K4�x,"Θ − Ñ$ + TUK�UK,ºu�Θ − '+¬��x,"Ñ − §$ 

(2-58) 

Where d is the layer thickness and Jint is the effective interface coupling constant. α is the angle 
between the antiferromagnetic magnetization MAF and the anisotropy axis. The angle between 
the ferromagnetic magnetization MFM and the anisotropy axis is described by β. θ is the angle 
between the external field H and the ferromagnetic anisotropy axis. The shift in the hysteresis 
curve HE can be obtained using the minimal energy. 

H� =	 '+¬�1K4�K4 
(2-59) 

Hence 1K4�K4 has to be larger than '+¬� to observe the effect of exchange bias. Additionally 
there are several phenomena like an increase in coercivity. This is caused by short-range order 
fluctuations in the AF producing an additional uniaxial anisotropy. The larger the 
antiferromagnetic anisotropy the less effective is the ferromagnetic coupling and the 
ferromagnetic magnetization turns more easily. 

Furthermore the shift in the hysteresis becomes less with every measurement due to changes in 
the antiferromagnetic domains with every rotation (training effect). Besides there is also a so 
called ‘blocking temperature’. If the temperature is higher there is no exchange bias observable. 
Usually this exchange bias blocking temperature is approximately at the Néel temperature or 
below [22]. 
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2.5 Self-assembly 
The spontaneous arrangement of building blocks, known as self-assembly, is often found in 
nature (galaxies, clouds, micelles etc.). It is a very interesting approach for the fabrication of 
nanodevices due to its flexibility and low costs compared to other techniques [19]. It is caused by 
several interactions which will be discussed below.  

2.5.1 Van der Waals interaction 
The van der Waals interaction summarizes three different interactions between atoms, 
molecules or particles at a very short distance r (∝ nm).  

The Keesom interaction UKeesom is the polarization of a permanent dipole moment by another 
permanent dipole. 

 ¥;;%n> =	− Ô��Ô��3"4RÕµÕD$�¨�[A= 
(2-60) 

Where u is the orientational polarizability of dipole 1 and 2. εr describes the relative permittivity 
and ε0 is the vacuum permittivity. Additionally a permanent dipole moment can induce a dipole 
moment in neighboring atoms leading to the Debye interaction UDebye. 

 m;t¯; =	− Ô�§µ3"4RÕµÕD$�¨�[A= 
(2-61) 

Where α0 is the electronic polarizability of the non-polar atom. ULondon refers to the London 
dispersion interaction. Due to thermal fluctuations every atom exhibits an instantaneous dipole 
moment which averages to zero over time. Nevertheless it induces a dipole moment in its 
neighboring atoms leading to a weak attractive interaction: 

 Ön¬7n¬ =	− 3§µ�ℎØ4"4RÕµ$�	A= 
(2-62) 

Where h is Planck’s constant and v is the orbiting frequency of the electron [19] [20] [21].  

 

2.5.2 Magnetic interaction 
As shown in chapter 2.3.1 there is a dipole-dipole interaction between magnetic moments. For 
single domain particles the spins can be summed up to one ‘superspin’ µ = 103 – 105 µB 

(chapter 2.4.2). In the superparamagnetic regime thermal fluctuations become relevant 
(chapter 2.4.2.2) and have to be considered, hence the total interaction  77 is:  

 77 =  77%�8� +  77²�«³ (2-63) 

 77²�«³ = −	 13¨�[ Å
μ�μ�4RμµAFÆ

�
 

(2-64) 

Where  77%�8� is the static dipole-dipole interaction described in chapter 2.3.1 and  77²�«³ is the 

dipole-dipole interaction due to thermal fluctuations. For the reason that this interaction is 
directional, nanoparticles tend to form chains or rings if it dominates [19]. 
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2.5.3 Steric repulsion 
As shown in chapter 2.5.1 and 2.5.2 there are attractive forces between nanoparticles which 
cause agglomeration to minimize the surface energy. This can be avoided by steric repulsion:  

One end of a polymer or ligand chain is attached on the surface of the particles while the other is 
left free. The free energy E is then calculated as follows: 

."!$ = 	R�¨�[	Γ!µ�6½Û� Ü12 Å
!µ! Æ +

1
2 Å
!
!µÆ

� − 110 Å
!
!µÆ

lÝ (2-65) 

!µ = 	½ ­12	ΓÛ
lÞ

R� °
�F

 

(2-66) 

Where l is the length of the chains and l0 the equilibrium length. Γ describes the chain density and 
N is the degree of polymerization. b is the characteristic length of the Kuhn monomers1 and ω 
the excluded volume parameter. 

Upon compression the free energy rises because of increasing osmotic pressure between the 
chains. Hence they tend to stretch and the nanoparticles get a brush-like surface (Figure 2.21) 
which avoids agglomeration [87].  

 

 

Figure 2.21: Steric repulsion: Polymers or ligand chains (blue) are attached on the surface of the particles 

(red) leading to a brush-like structure which avoids agglomeration.  

 

2.5.4 Capillary forces 
Two solids at a short distance which are connected by a fluid exhibit strong adhesion. The forces 
causing this effect were first examined for liquids which rise against gravity in a capillary. 
Therefore they are called capillary forces. For evaluation three fundamental equations are 
needed: 

The pressure difference across a curved, liquid surface is described by the Young-Laplace 
equation (2-68). Inside a liquid every molecule is surrounded by a certain number of neighbors 
which is reduced at the surface. So the tangential and normal forces acting on such a molecule 
are not equal leading to a net tangential pressure which contracts the surface. This is called 
surface tension σ. 

σ = � |I* − IH"à$}�à
Vá

Má
 

(2-67) 

Δp = P Å1A� +
1
A�Æ 

(2-68) 

                                                      
1
 Segments of an ideal chain described by the random walk model 
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Where p describes the normal (index ‘N’) and tangential (index ‘T’) pressure. r1 and r2 refer to the 
principal radii of curvature and Δp is the Laplace pressure. z is the distance z to the surface. 

The dependency of the vapor pressure p on the curvature is described by the Kelvin equation 
(2-69). The more curved a surface the higher the vapor pressure. So the molecules of a drop can 
evaporate easier than those in a film. 

ä[	!u ­IµGIµ° = r>P Å
1
A� +

1
A�Æ 

(2-69) 

Where R is the gas constant and Vm the molar volume of the liquid. IµG  and Iµ refer to the vapor 
pressure of the curved and flat surface in thermodynamic equilibrium.  

The third fundamental relation is Young’s equation (2-70) which describes the wetting 
phenomenon. As shown in Figure 2.22 a liquid drop on a solid forms a wetting line, where three 
phases (liquid, solid, vapor) are in contact.  

 

 

Figure 2.22: Three-phase contact line (wetting line) of a liquid drop (grey) on a solid surface (white) 

surrounded by vapor. �� is the surface tension of the liquid-vapor interface. �	 refers to the solid-vapor 

interface and �	� to the solid-liquid interface. Image taken from  [88]. 

 

The contact angle Θ only depends on the interfacial tensions γ: 

åÖ	�x,Θ = 	å{ −	å{Ö (2-70) 

Where the index ‘L’ refers to the liquid-vapor interface, ‘S’ to the solid-vapor interface and ‘SL’ to 
the solid-liquid interface [89] [88] [90]. 

Around the contact area of a solid sphere with a plane or another sphere a narrow slit is created. 
If a small amount of a liquid is added, a meniscus is formed as shown in Figure 2.23 which causes 
an attractive force due to surface tension and Laplace pressure.  

The total capillary force is 

æ = 2R!åÖ − R!�ΔI (2-71) 

Where l is the azimuthal radius [88]. 
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Figure 2.23: Meniscus formation between two bodies: R1 refers to the radius of the upper sphere, R2 to the 

lower. l is the azimuthal radius. D is the distance between the upper and lower solid. β1 and β refer to the 

angle between the edge of the meniscus and the connection line of the center of the upper sphere and the 

center of the meniscus. β2 refers to the lower sphere. Θ1 is the contact angle between the upper solid and 

the liquid, Θ2 refers to the lower solid. r is the radius of a circle drawn at the edge of the meniscus. Image 

taken from [88]. 

 

2.5.5 Entropy 
Even though entropy is usually regarded as the driving force for disorder it can be responsible for 
nanoparticle assembly. In a colloid with a high number concentration of particles they may 
arrange to a cavity. Like that the available volume is reduced what is entropically unfavorable. 
Therefore the arrangement is transformed to an ordered phase that provides a larger ‘free’ 
volume to maximize the entropy [87] [91].  

  

2.5.6 Other forces 
There are several forces that can also affect the assembly of nanoparticles like molecular surface 
forces or electrostatic interaction. For the reason that they are only slightly relevant for this 
thesis they are not discussed in detail.  

The electrostatic interaction is a directional force which can be attractive or repulsive depending 
on the sign of the charge. It is interesting for the assembly of nanostructures due to its 
controllability through the solvent, its concentration and chemical properties [87]. 

The term molecular surface force comprises several short-range attractive forces like dipolar 
interaction, hydrogen bonding, covalent bonds or donor-acceptor interaction. They are often 
applied for the functionalization or stabilization of nanoparticles [87].  
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3 Instruments 

3.1 Atomic force microscope  
The atomic force microscopy (AFM) is a surface sensitive technique to determine the structure 
and morphology of a sample, developed in 1986 by Binning, Quate and Gerber. It excels by its 
possibility of measuring inter- and intramolecular forces with molecular resolution or 
manipulating single molecules. 

The AFM belongs to the family of scanning probe microscopy (SPM) techniques. Its probe is a 
fine tip mounted on a cantilever which scans the surface of the sample. The measuring 
arrangement is shown in Figure  3.1. A laser is focused on the end of the cantilever. The light is 
deflected in different angles depending on the cantilever bending which is in turn depending on 
the height profile. Using a mirror the beam is then transmitted to a photodiode.   

 

 

Figure  3.1:  AFM imaging: A fine tip is mounted at the edge of a cantilever and scans the sample surface. 

A laser is focused on the back of the cantilever and reflected towards a mirror which directs the beam 

towards a photo diode. Image taken from [92]. 

 

According to the strength of deflection a brightness value is assigned to every point in the 
XY-plane of the sample leading to a false color image of the surface. To avoid damage the 
cantilever movement normal to the sample (z-direction) is detected and manipulated by a 
feedback loop. The 3D movement is provided by piezoelectric actuators. The force acting on the 
cantilever ΔF can be obtained using Hook’s law: 

Δà = Δæ¨³  
(3-1) 

Where Δz is the displacement in z-direction and kc the spring constant. Depending on the 
properties which shall be observed three different scanning modes are possible: 

In contact mode the force between the tip and the surface which is proportional to the cantilever 
bending is held constant, so the tip is in physical contact with the surface. This is only possible for 
hard, solid samples which are not damaged by the tip. Due to friction cantilever torsion can occur 
which is measured by the photo detector. This is called frictional force microscopy (FFM). 
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Additionally the tip can be modified by functional groups. For the reason that similar groups 
show greater intermolecular interaction than chemically different ones higher friction can be 
observed. This delivers information about the chemical composition why it is called chemical 
force microscopy (CFM). 

To avoid the destruction of soft samples another principle called tapping mode is used. The 
cantilever is moved into oscillation with a frequency of 50 kHz to 500 kHz (in air). Upon contact 
with the surface the oscillation amplitude is drastically reduced which is used to measure the 
surface topology and control the distance to the surface. Simultaneously a phase image can be 
generated. Differences in material properties like hardness, flexibility or surface adhesion lead to 
a phase shift between cantilever oscillation and vibratory excitation. Like that the mapping of 
several surface properties is possible. Additionally it can be used for contrast enhancement. 

The third technique is the non-contact mode in which the tip scans the surface at a certain 
distance where attractive forces like van der Waals interaction dominate. The force is measured 
by the resonance frequency shift, the amplitude or the phase shift of the cantilever. This method 
is advantageous because of its high sensitivity and low power transmission [92]. 

 

3.2 Scanning electron microscope 
The scanning electron microscope (SEM) is a device which produces images of a sample with a 
resolution in the nanometer range using a focused electron beam. It consists of an electron gun 
which provides the electrons, an electro-optical system to focus them and a detector with an 
image processing system. The samples have to be conductive due to the impinging electrons. 
Furthermore the chamber should be evacuated to avoid scattering [93]. 

The electron gun can be designed for field emission, thermal emission or Schottky emission. For 
the reason that the latter is the most common method and is also applied in the FEI Magellan 
400 SEM that is used for this thesis, it is the only one explained in detail. It consists of a 
single crystalline tungsten wire ({100} planes perpendicular to the wire axis) that is etched down 
to a tip at one end and spot-welded to a polycrystalline tungsten wire at the other. The latter is 
fixed to two poles that are embedded in a cylindrical ceramic base. To reduce the work function 
a ZrOx reservoir is attached. To enable the electrons to overcome work function the emitter is 
heated up to a temperature of approximately 1800 K [94].  

The electro-optical column is shown in Figure  3.2. It consists of several pairs of electro-optical 
lenses (electrostatic or electromagnetic) which allow two-dimensional electron deflection. The 
beam is centered inside the pillar by the first pair of inductors. Afterwards its diameter is 
reduced by condenser lenses which also set the magnification. Marginal rays are suppressed by a 
mechanical lens opening (50 µm – 100 µm). To perform a raster scan several deflectors are used. 
An underlying probe forming lens reduces the beam-diameter again. Finally a set of focus- and 
stigmator inductors level distortions [93]. 
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Figure  3.2: Principal set-up of an electron optical column: Between the electron gun and the sample 

holder several electro-optical lenses are mounted to focus the electron beam and set the magnification. 

 

When primary electrons (PE) which were emitted by the electron gun hit the sample secondary 
electrons (SE) are created by inelastic collision. They are able to overcome the material 
dependent work function because of high energy impact. They leave the solid and hit a positive 
charged collector grid which is mounted above the sample stage. The signal is intensified by a 
video amplifier and an image tube creates a synchronous display of the sample [93]. 
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3.3 Magnetic property measurement system 
The magnetic property measurement system (MPMS) is a magnetometer which is used for the 
measurement of very small magnetic moments. The general setup is shown in Figure  3.3 and can 
be divided into the superconducting components (blue), the sample space and temperature 
control. 

 

 

Figure  3.3: General MPMS setup: 1) Sample rod 2) Sample rotator 3) Sample transport 4) Probe assembly 

5) Helium level sensor 6) Superconducting solenoid 7) Flow impedance 8) SQUID capsule with magnetic 

shield 9) Superconducting pick-up coil 10) Dewar isolation cabinet 11) Dewar 12) Printer 13) Magnet 

power supply 14) Temperature controller 15) Console cabinet 16) Power distribution unit 17) MPMS 

controller 18) Gas/magnet control unit 19) Computer 20) Monitor. Image taken from [95]. 

 

The sample space is a tube with an inside diameter of 9 mm. It is maintained with static helium 
gas at low pressure and lined with copper to provide high thermal uniformity. The sample is 
mounted on a rod-like sample holder which is moved into the sample space through a lip seal by 
a stepper-motor-controlled platform. It is then pulled through the detection coil.  

There are several superconducting parts that show (even for large amounts of electrical current) 
no energy dissipation in the form of heat. One of them is a superconducting magnet that forms a 
completely closed loop in a solenoidal configuration2. Like that it can be operated in persistent 

                                                      
2
 Coil wound into a tightly packed helix 
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mode3. To open the loop for charging or discharging a current switch is applied by a small heater 
wrapped around a short segment of the superconducting wire. If the temperature is raised the 
area is no longer superconducting and the loop is open. To change the current a power supply at 
each side of the switch is used.  

In the center of the magnet a superconducting detection coil is placed. It is designed as a second-
order gradiometer: As shown in Figure 3.4 it consists of a superconducting wire which is wound 
once anticlockwise, two times clockwise and again one time anticlockwise. Like that, noise in the 
detection circuit due to fluctuations in the magnetic field of the superconducting magnet or 
background drifts in the SQUID due to relaxation in the magnetic field can be reduced.  

 

 

Figure 3.4:  Second-order gradiometer: A superconducting wire is wound once anticlockwise, two times 

clockwise and again one time anticlockwise to form a superconducting detection coil. Image taken 

from [95]. 

 

The core module of the MPMS is a superconducting quantum interference device (SQUID). As the 
sample is pulled through the detection coil a current is inductively generated. It flows through 
superconducting wires to the SQUID sensor. There the current induces a flux which flows into the 
superconducting ring. Due to the Josephson effect it can only be coupled in in a quantized form, 
hence not the whole flux is used. 

For the measurement procedure the so-called ‘RF-SQUID-technology’ is applied. Therefore the 
SQUID ring is used as nonlinear element of an oscillator circuit. Thus the signal of the pick-up coil 
is enhanced. This signal is then plotted as induction voltage against the position what is called 
response curve (Figure  3.5). Afterwards the curve is fitted on the theoretical curve of a single 
dipole. The magnetic moment m(T,H) is one of the fit-parameters [95]. 

 

 

Figure  3.5: SQUID response as a magnetic dipole is moved through the superconducting detection coil: 

The voltage measured by the SQUID changes for every scan position. Figure taken from [95]. 

                                                      
3
 Operation at a constant current without external power supply or current source 
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3.4 Metal deposition  
Due to instrumental conditions different deposition techniques had to be applied:  

To deposit gold and platinum a magnetron sputtering process was applied at the PGI-6 in Jülich. 
Glow discharge plasma generates energetic ions that bombard a target in front of it. This leads to 
the removal of target atoms that condense on the sample as a thin film. Thereby secondary 
electrons are generated that maintain the plasma. Their motion is constrained to the vicinity of 
the target by a magnetic field parallel to the target surface. It is produced by magnets positioned 
in a specific way: A ring of magnets along the target edge forms one pole, a magnet placed at the 
central axis of the target forms the other. Like that, the probability of an ionizing collision 
between an electron and an atom is increased, hence the plasma becomes denser in the target 
region and the ion bombardment is raised [96].  

Palladium was deposited by molecular beam evaporation in a UHV chamber at the JCNS-2 in 
Jülich: A tungsten cathode is heated until the thermal energy is sufficient to allow electrons to 
overcome work function and leave the solid. They are accelerated by a high voltage source and 
directed towards the target by an electromagnet. The Target heats up and evaporates. The 
material is deposited on a sample situated above the target while the layer thickness is measured 
using a quartz oscillator. Ultra-high vacuum (UHV) is provided by a rotary vane pump and a turbo 
pump [97]. 

Thanks to cooperation with the Max-Planck-Institute in Stuttgart Ion beam sputtering (IBS) could 
be used to deposit niobium: An ion source consisting of a cathode and an anode that are 
positioned parallel to each other generates a focused ion beam. Therefore a high voltage field is 
applied to the anode what creates an electrostatic field inside the ion source. Hence the 
electrons are confined around a saddle point in the middle of the source. As argon gas is 
injected, it is ionized by the high electric field and plasma arises. The ions are accelerated 
towards the target by the cathode. Due to momentum transfer the target material is then 
sputtered onto the sample [98].  
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4 Results and discussion 

4.1 Samples 
By now there are several routes available to produce magnetic nanoparticles with a narrow size 
distribution such as sonochemical reactions, microemulsions, sol-gel synthesis, thermolysis or 
hydrolysis of precursors, electrospray synthesis, hydrothermal reactions or flow injection 
synthesis [99]. 

For this thesis commercially available iron oxide nanoparticles with a diameter of 20 ± 2.5 nm 
and a spherical shape from Ocean NanoTech LLC were used (Appendix A). They were synthesized 
by thermolysis of an iron precursor in presence of oleic acid and dispersed in toluene.  

The oleic acid (CH3(CH2)7CH=CH(CH2)7CO2H) is a long-chained molecule with a C18 tail. It has a 
cis-double-bond in the center leading to a kink (Figure 4.1). On the surface of an iron oxide 
nanoparticle it forms a dense monolayer which avoids aggregation (steric stabilization, Figure 
2.21). The average diameter of functionalized nanoparticles is thereby increased by 0-5 nm. The 
saturation magnetization remains unchanged [100] [101]. 

 

 

Figure 4.1: Chemical structure of oleic acid. 

 

The colloid was transferred on silicon wafers by different deposition routes. Afterwards a 
sub-monolayer of nanoparticles was produced and the oleic acid was removed by two distinct 
approaches. Finally, metals were deposited using several methods and the magnetic properties 
of the system were investigated. 
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4.2 Deposition routes 
The first aim of this thesis was to assemble the nanoparticles on a solid substrate. Therefore 
silicon wafers with a natural oxide layer were used. They were cut into 1x1 cm2 pieces and 
cleaned in a two-stage process:  

They were first placed inside a beaker filled with ethyl acetate which is an organic solvent. After 
45 minutes in an ultrasonic bath most of the lipids and dirt on the surface were removed. Then 
they were put into a beaker filled with ethanol and left in an ultrasonic bath for further 
45 minutes to clean them from ethyl acetate remains. To keep the wafers clean they were stored 
in ethanol and dried with dry nitrogen gas prior to deposition. 

To transfer the nanoparticles on a clean wafer three different deposition routes were utilized 
which are sketched in Figure 4.2: Sedimentation, drop-casting and spin-coating. Depending on 
the particle size and shape as well as interactions like van der Waals, steric, dipolar or capillary 
forces the particles tended to assemble in different ways [19]. 

 

 

Figure 4.2: Scheme of deposition routes (not to scale): a) Sedimentation: The colloid is diluted with toluene 

and left to stand in a beaker with a silicon wafer lying on the bottom. While the solvent evaporates the 

particles settle on the sample. b) Drop-casting: A drop is deposited on the sample and left to stand to 

allow the solvent to evaporate. c) Spincoating: A small amount of the colloid is deposited on the center of 

a wafer and set into rotation. The colloid is forced to the edge and forms a thin film while the solvent 

evaporates. 

 

4.2.1 Sedimentation 
For sedimentation (Figure 4.2a) a silicon wafer piece measuring 1x1 cm2 was placed onto the 
bottom of a beaker. It was filled with 40 ml of toluene, and 18 µl of the commercially available 
iron oxide colloid were added. The solution was left to stand for 24 h to allow the solvent to 
evaporate and let the nanoparticles settle on the wafer.  

The result is shown in Figure 4.3. The particles order in an irregular, layer-like arrangement 
(Figure 4.3a-c). Only in areas with a low number density of nanoparticles local hexagonal order is 
recognizable (Figure 4.3d). 

 

a) b) c) 
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Figure 4.3: SEM images of iron oxide nanoparticles deposited on a silicon wafer by sedimentation. The 

pictures were taken in the middle of the sample. a) Disordered multilayer surface. b) Close-up of the 

transition between monolayer and multilayer. c) Close-up of the disordered multilayer. d) Close-up of the 

monolayer which exhibits hexagonal order (red circles).   

 

The process can be modeled using a Langevin formalism of particle transport. The motion is 
dependent on particle-fluid interaction forces like Stokes drag, body force, virtual mass impacting 
force, Basset history force and the force due to the acceleration of the undisturbed fluid 
surrounding the particle. Additionally the particles are influenced by rapidly fluctuating forces 
(Brownian force) and hydrodynamic interactions. Due to the oleic acid shell agglomeration and 
deagglomeration processes can be neglected. A model which includes these aspects was 
described by Ganguly and Chakraborty [102]. 

 

a) 

d) c) 

b) 
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4.2.2 Drop-casting 
To deposit the nanoparticles by drop-casting, 18 µl of the colloid were applied on a 1x1 cm2 
silicon wafer using a micropipette. The samples were left to stand for 24 h so that the toluene 
could evaporate.  

As shown in Figure 4.4a most of the surface is smooth. On top there are small areas with a 
second layer which is similar to the surface shown for sedimentation. Concerning the 
nanoparticle arrangement only small zones exhibit local hexagonal or cubic order (Figure 4.4b). 
In areas with a low number concentration of particles just a hexagonal order is observable 
(Figure 4.4c-d). Additionally the amount of nanoparticles on the edge of the sample is higher 
than in the center. 

 

 

Figure 4.4: SEM images of iron oxide nanoparticles deposited on a silicon wafer by drop-casting taken in 

the middle of the sample. a) Smooth surface with a disordered layer on top. b) Close-up: Smooth surface 

(red circles: hexagonal order, yellow circles: cubic order). c) Close-up: Transition between sub-monolayer 

and multilayer. d) Close up: Sub-monolayer with hexagonal order.    

 

To describe the process several models have to be combined: There is a strong interaction 
between the nanoparticles and the substrate leading to a Fank-van-der-Merwe like growth 
resulting in a smooth surface [103]. Additionally a two-dimensional solution of nanoparticles is 
dynamically produced at the liquid-air interface by rapid evaporation. This leads to the 
nucleation of islands which stick to the interface. During late stage drying these islands are lied 

a) b) 

c) d) 
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down on the surface [17] [104] [105]. Furthermore a coffee-ring-effect can be observed: During 
the evaporation process the contact line of the drop is pinned so the liquid which evaporates 
from the rim must be replenished by liquid from the interior. This leads to an outward flow 
carrying the particles to the interface what results in a thicker nanoparticle layer compared to 
the center [106] [107]. 

4.2.3 Spincoating 
For the last deposition route a 1x1 cm2 silicon wafer was mounted on a spincoater. 9 µl of the 
colloid were applied using a micropipette. The sample was accelerated up to its final rotation 
speed of 50 rps at which it spinned for 60 s.  

The result is depicted in Figure 4.5. The surface is very homogeneous and even (Figure 4.5a). It 
exhibits many areas of up to 50000 nm2 that are highly ordered in a hexagonal arrangement 
(Figure 4.5b). Additionally there are several regions with drying cracks (Figure 4.5c-d). 

 

 

Figure 4.5: SEM images of iron oxide nanoparticles deposited on a silicon wafer by spincoating. The 

pictures were taken in the middle of the sample. a) Smooth surface. b) Close-up of the smooth surface: 

Several well-ordered areas with hexagonal arrangement are visible. c) Drying cracks. d) Close-up of a 

drying crack.    

a) 

d) c) 

b) 
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Whereas the sample spins the colloid is pushed towards the edge by centrifugal force. 
Depending on the viscosity, acceleration rate, final rotation speed and duration of spinning it 
reaches a final thickness [108]. The homogeneity is dependent on the wettability of the solvent 
on the substrate [19]. With this method a very smooth surface can be reached. For the reason 
that the layer becomes very thin and because of the high vapor pressure of the solvent (toluene), 
the evaporation process is very fast. The particles are meanwhile drawn together due to capillary 
forces. This leads to tensile stress which finally causes cracks. Additionally the cracks arise in a 
preferred direction due to centrifugal forces [109].  

For the reason that samples with desired properties like a smooth, homogeneous surface with a 
high amount of self-assembly could be reached by this deposition route it was chosen to prepare 
all samples for magnetic measurements by spincoating. Additionally it allows adjusting the layer 
thickness by dilution and rotational speed.  

 

4.3 Dilution 
The magnetic properties of three-dimensional nanoparticle arrays can become very complex, so 
a (sub-)monolayer had to be produced by spincoating. Therefore the colloid was diluted with 
toluene in different proportions and deposited as described in chapter 4.2.3.  

For a dilution of 1:10 a dense, well-ordered particle layer emerged (Figure 4.6). But there were 
still many particles on top so the colloid was further diluted. At a ratio of 1:20 (Figure 4.7a-b) a 
sub-monolayer was formed without any islands in the center of the sample. At the edge there 
were still thicker layers that are comparable to Figure 4.6a, hence a dilution of 1:30 was chosen. 
It was similar to the former sample but more homogeneously without any islands even at the 
edge of the sample (Figure 4.7c-d).  

Additionally the arrangement already allows conclusions to possible nanoparticle interactions. As 
shown in Figure 4.7d the particles tend to form chains where the number concentration is low 
enough. This indicates that there is a strong dipolar interaction between the nanoparticles [105] 
[110].   

 

 

Figure 4.6: SEM images of iron oxide nanoparticles deposited on a silicon wafer by spincoating diluted 

with toluene at a ratio of 1:10. The pictures were taken in the middle of the sample. a) Well-ordered 

monolayer with nanoparticle agglomerates on top. b) Close-up showing the hexagonal arrangement of 

the monolayer. 

a) b) 
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Figure 4.7: SEM images of iron oxide nanoparticles deposited on a silicon wafer by spincoating. The 

pictures were taken in the middle of the sample. a-b) Dilution with toluene at a ratio of 1:20 and c-d) 1:30. 

The particles tend to form chains (red circles) what indicates a strong dipolar interaction.   

 

4.4 Oleic acid removal 
To mediate magnetic interaction by a metallic matrix material the oleic acid shell had to be 
removed from the particles [105]. Therefore two different approaches were applied: The dilution 
with acetone on the one hand and a plasma process on the other.  

 

4.4.1 Acetone 
Acetone is a well-known solvent that is often used to remove lipids. To avoid agglomeration due 
to van der Waals interactions after the removal of the oleic acid shell, an ultrasonic bath was 
used. The colloid was transferred into a beaker using a micropipette. Acetone was added in a 
proportion of 1:10, 1:20 and 1:30. After stirring for 5 s the nanoparticles were deposited on a 
wafer as described in chapter 4.2.3.    

As shown in Figure 4.8 a hole formation can be observed. Along the perimeter the nanoparticles 
order in a hexagonal monolayer arrangement with a disordered, thicker layer on the edge. For a 
dilution of 1:10 there is no order recognizable between the holes (Figure 4.8a-b). For a ratio of 
1:30 the particle concentration is low enough for a monolayer formation between the holes 
(Figure 4.8e-f). The arrangement in this area is similar to the one observed for particles diluted 
with toluene at a proportion of 1:30. Additionally the number and size of holes increases as the 
amount of acetone is raised. If the hole density is high enough, they touch leading to an even 
thicker layer at the edge.  

a) b) 

c) d) 
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This behavior can be explained by an instability model proposed by Ohara and Gelbart: During 
the spincoating-process a uniform, thin, liquid film is formed on the surface. While the volatility 
of the solvent (acetone) forces it to evaporate, the disjoining pressure tries to prevent the film 
from becoming too thin. As the critical thickness is reached holes open up to keep the layer at a 
certain thickness. The holes grow in size and most of the particles are dragged along the rim until 
enough particles accumulate so that they cannot be pushed along any further due to lateral 
friction - the edge of the hole is pinned [111] [112].  

 

 

Figure 4.8: SEM images of iron oxide nanoparticles deposited on a silicon wafer by spincoating. The 

pictures were taken in the middle of the sample. The nanoparticles form holes with a well-ordered 

monolayer on the rim. a-b) Dilution with acetone at a ratio of 1:10, c-d) 1:20 and e-f) 1:30. Here the 

number concentration of nanoparticles is low enough to form a sub-monolayer between the holes. It 

exhibits hexagonal order.  

a) b) 

c) d) 

e) f) 
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To proof that the hole formation is not caused by the ultrasonic bath, the preparation was 
repeated skipping this step. As shown in Figure 4.9 the holes are still observable but they are 
more unevenly distributed and there is a broadened size distribution for the samples prepared 
without the ultrasonic bath. In this case the colloid is less well mixed leading to a less 
homogeneous arrangement.   

 

 

Figure 4.9: SEM images of iron oxide nanoparticles diluted with acetone in a proportion of 1:10 and 

deposited on a silicon wafer by spincoating. The pictures were taken in the middle of the sample. The 

nanoparticles form holes with a well-ordered monolayer on the rim. a) During the dilution process an 

ultrasonic bath was used. b) No ultrasonic bath during dilution.  

 

For the samples diluted with toluene this effect does not occur because of its significantly lower 
vapor pressure (184 mmHg for acetone [113] compared to 22 mmHg [114] for toluene at 300K). 
Therefore the evaporation process is much slower and the particles have already settled on the 
surface as the critical solvent thickness is reached.  

Since the particles are desired to form a homogenous, ordered layer on the surface, this 
approach of oleic acid removal is not suitable and a different method has to be applied. 

 

4.4.2 Plasma processing 
Another approach to remove the oleic acid shell is plasma etching [115]. Therefore a TePla 300 
Plasma Processor was used with an oxygen gas flow of 200 ml/min and a power of 300 W. The 
colloid was diluted with toluene in a proportion of 1:30 and deposited as described in chapter 
4.2.3. Afterwards the samples were treated with the oxygen plasma for 2, 10 and 30 min at a 
pressure of approximately 0.7 mbar. 

The samples have not changed visually after 2 min and 10 min (Figure 4.10b-c) compared to the 
untreated one (Figure 4.10a). After 30 min the nanoparticles have a different shape and look 
rather cubic than spherical (Figure 4.10d). This indicates a kind of recrystallization or phase 
transition that will be further discussed in chapter 4.6.1.  

All the treated samples have in common that they rather build aggregates than chains. Therefore 
the van der Waals interaction dominates which indicates that the oleic acid shell is removed so 
that the influence of the dipolar interaction observed for the untreated sample is negligible for 
self-assembly.    

a) b) 
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Figure 4.10: SEM images of iron oxide nanoparticles diluted with toluene in a proportion of 1:30 and 

deposited on a silicon wafer by spincoating. The pictures were taken in the middle of the sample. 

a) Without plasma treatment. b) 2 min oxygen plasma. c) 10 min oxygen plasma. d) 30 min oxygen 

plasma. 

 

4.5 Metal deposition 
After the assembly of the iron oxide nanoparticles on a silicon wafer and the removal of the oleic 
acid shell, the matrix material could be deposited (Figure 4.11). Due to instrumental conditions 
different techniques had to be used. 

 

 

Figure 4.11: Schematic of nanoparticle processing (not to scale): a) Nanoparticles (brown) with oleic acid 

shell (blue) on the silicon wafer (grey.) b) Oleic acid is removed. c) Metal (green) deposition. 

 

 

a) b) 

c) d) 

  
        

   

a) b) c) 
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Platinum and gold were deposited by a magnetron sputter process. Figure 4.12 shows samples 
that were prepared as described in chapter 4.4.2 with 20 nm of metal on top. Due to its high 
mobility, gold seems to be deposited more isotropic (Figure 4.10a-b) than platinum (Figure 4.12c-
d). There is no visual difference observable between the samples prepared with or without 
plasma treatment. 

Palladium and niobium were deposited by molecular beam evaporation and IBS, respectively. 
Unfortunately it was not possible to include SEM images due to limited measurement time. 

 

 

Figure 4.12: SEM images of iron oxide nanoparticles diluted with toluene in a proportion of 1:30 and 

deposited on a silicon wafer by spincoating. Different metals were applied by magnetron sputtering. The 

pictures were taken in the middle of the sample. a) No plasma treatment prior to the deposition of 20 nm 

gold. b) 30 min oxygen plasma, 20 nm gold. c) No plasma treatment prior to the deposition of 20 nm 

platinum. d) 30 min oxygen plasma, 20 nm platinum. 

  

a) b) 

c) d) 
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4.6 MPMS measurements 
For the MPMS measurements all samples were prepared by the deposition of the commercially 
available iron oxide nanoparticle colloid (20 nm spheres) on a silicon wafer via spincoating at 
50 rps for 60 s. Some of the samples were treated with oxygen plasma. Additionally a matrix 
material in the form of different metals was deposited on a subset of them. Due to experimental 
conditions the wafers were cut to a size of approximately 5x7 mm2. 

 

4.6.1 Magnetic properties 
To analyze the magnetic properties, the so-called ‘zero-field-cooled’ curve (ZFC) and the 
‘field-cooled’ curve (FC) were measured as well as hysteresis loops at three different 
temperatures (5 K, 100 K and 300 K).  

For the ZFC curve the samples were transferred into the MPMS and heated up to a temperature 
of 350 K. Afterwards they were cooled down to 5 K in zero magnetic field. Then a magnetic field 
of 50 Oe was applied and the temperature was raised to 350 K while measuring the magnetic 
moment. Subsequently the FC curve was obtained by cooling down the sample to a temperature 
of 5 K and simultaneously measuring the magnetic moment [116].  

Due to the diamagnetic silicon substrate, the hysteresis loops were superimposed by a 
diamagnetic signal that had to be removed as shown in Figure 4.13. Therefore a tangent was 
applied to the curve in the saturation region. Then a linear function in the form f(x) = ax where a 
is the slope of the tangent was subtracted from the hysteresis [117]. The slope values used for 
the presented curves are shown in Appendix B. 

 

 

Figure 4.13: a) Example curve of the magnetic moment m in dependency of the field H of a nanoparticle 

sample (black) with a tangent in the saturation region (red). b) m(H) – [-5.165457157·10
-9

·H].  

 

4.6.1.1 Layer thickness 

To analyze the influence of the layer thickness the curves of a sample with a toluene dilution of 
1:30 are compared to the results for an undiluted colloid.  

Figure 4.14 shows the hysteresis loops obtained for the latter. At 300 K (Figure 4.14a) the curve is 
S-shaped and closed. It opens up and broadens as the temperature is lowered (Figure 4.14b-c). 
This is the typical behavior of a superparamagnetic material: At room temperature (300 K) the 
timescale to measure the hysteresis is larger than the relaxation time hence the loop is 

tangent with a slope of 

-5,165457157·10-9  

m(H)  

a) b) 
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comparable to a curve obtained for a paramagnetic system. Due to the temperature dependency 
of the relaxation time the hysteresis opens up at a certain temperature. There the measurement 
duration is shorter than the time the superspin needs to switch between its two possible 
orientations and the curve becomes similar to the hysteresis of a ferromagnetic material 
(chapter 2.4.2.2) [116].  

Additionally the loop is shifted to the left which is likely to be caused by exchange bias 
(chapter 2.4.3). This indicates that the nanoparticles consist of at least two different types of iron 
oxide. The coercive field strengths at 5 K are shown in Appendix C.  

 

 

Figure 4.14: Hysteresis curves for an undiluted sample measured at a) 300 K, b) 100 K and c) 5 K that show 

superparamagnetic behavior. Additionally the curves obtained below the blocking temperature are shifted 

to the left due to exchange bias (Appendix C). d) SEM image of the sample. 

 

The ZFC and FC curves of the undiluted sample are depicted in Figure 4.15. For the reason that 
the magnetic field is switched off at the beginning of the measurement, the spins of the particles 
are oriented along their easy axes. As the sample is cooled down to 5 K, the spins become 
blocked at TB, i.e. the thermal energy is too low to overcome the energy barrier between the two 
possible orientations and the spins stay in a fixed direction (chapter 2.4.2.2). The particles 
'freeze' in randomly distributed orientations according to their easy axes; hence the total 
magnetic moment is approximately zero. As the temperature is raised in an applied magnetic 
field (ZFC curve) the total magnetic moment increases gradually due to deblocking which is in 
turn due to thermal fluctuations.  

a) b) 

c) d) 
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At the blocking temperature TB ≈ 245 K the spins are able to switch freely and arrange along the 
field direction. Therefore a maximum magnetic moment of approximately 2·105 emu can be 
observed. As the temperature is further increased the magnetic moment decreases due to 
thermal fluctuations (Curie behavior). Subsequently the temperature is lowered in the same 
external field (FC curve) and the magnetic moment increases again because of reduced thermal 
fluctuations.  

Depending on the spin arrangement inside the nanoparticles different behaviors are observed 
below the blocking temperature: For an antiferromagnetic material the curve reaches its 
maximum at TN and subsequently decreases. This is caused by spin interaction which tends to an 
antiparallel arrangement (Figure 2.8). The magnetic moments cancel each other out and the 
magnetization is lowered. Therefore the ZFC and FC curve of an ideal AF are identical [118]. For a 
ferro- or ferrimagnetic material the FC curve keeps increasing with decreasing temperature 
because the spins arrange parallel to each other and along the field direction [119] [120] [121].  

Figure 4.15 shows an overlap of both cases where the FC curve is lowered below TB but is not 
identical to the ZFC curve. Hence the iron oxide nanoparticles consist of a ferro- / frerrimagnetic 
and an antiferromagnetic material what complies with the exchange bias assumption. This is 
further confirmed by the offset between the peaks in ZFC and FC curve: The ZFC curve is 
distorted by the ferro- / ferrimagnet while the antiferromagnet dominates for the FC curve.   

Benitez et al. analyzed identical particles by XRD and high resolution transmission electron 
microscopy (HRTEM) and showed that they consist of wustite and an iron oxide exhibiting spinel 
structure [122]. This also complies with the results presented since wustite is an antiferromagnet 
and the ferrimagnetic iron oxides maghemite and magnetite are both spinels (chapter 2.1). For 
the reason that no Verwey transition can be observed, the ferrimagnetic subsystem seems to be 
maghemite [122] [123]. Additionally the ZFC curve shows an atypical steep increase at 
approximately 198 K which reflects the Néel temperature of wustite [122].  

 

 

Figure 4.15: ZFC (red) and FC (black) curve of an undiluted sample measured in a field of 50 Oe. The 

behavior is caused by the combination of antiferromagnetic wustite and ferrimagnetic maghemite.  
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In Figure 4.16a-c the hysteresis curves for a sample diluted with toluene at a proportion of 1:30 
are depicted. They show the same superparamagnetic behavior as the undiluted sample and 
they are also shifted due to exchange bias. Only the saturation magnetization is reduced due to a 
lower number of particles. The ZFC and FC curves are shown in Figure 4.16e. They have the same 
shape as the curves of the undiluted sample.  

 

 

Figure 4.16: Hysteresis curves of a sample diluted with toluene at a proportion of 1:30 measured at 

a) 300 K, b) 100 K and c) 5 K that show superparamagnetic behavior. The curves obtained below the 

blocking temperature are shifted to the left due to exchange bias (Appendix C). d) SEM image of the 

sample. e) ZFC (red) and FC (black) curve measured in a field of 50 Oe. The behavior is similar to the 

undiluted sample. 

a) b) 

c) d) 

e) 
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4.6.1.2 Samples treated with acetone 

As shown in chapter 4.4.1 the dilution with acetone has a large impact on the nanoparticle self-
assembly. Nevertheless the different arrangement does not influence the magnetic properties. 
Figure 4.17 and Figure 4.18 show the hysteresis and ZFC-FC curves of a sample diluted with 
acetone at a ratio of 1:30. The results are similar to those obtained for a sample diluted with 
toluene at same proportion (Figure 4.16) except for the saturation magnetization which is similar 
to the one obtained for the undiluted sample (Figure 4.14). This could be caused by the 
comparably dense nanoparticle arrangement between the holes. Unfortunately the oleic acid 
could be detected neither chemically nor optically due to its relatively small amount. Hence it is 
not possible to establish whether the oleic acid shell is not removed at all, if it is only slightly 
damaged and the effect is therefore not verifiable, or if it is insignificant for the magnetic 
properties. 

 

 

Figure 4.17: Hysteresis curves of a sample diluted with acetone at a ratio of 1:30 measured at a) 300 K, 

b) 100 K and c) 5 K that show superparamagnetic behavior. Additionally the curves obtained below the 

blocking temperature are shifted to the left due to exchange bias (Appendix C). D) SEM image of the 

sample. 

 

a) b) 

c) d) 
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Figure 4.18: ZFC (red) and FC (black) curve of a sample diluted with acetone at a ratio of 1:30 measured in 

a field of 50 Oe. The behavior is similar to the sample diluted with toluene at the same proportion.  

 

4.6.1.3 Plasma 

The colloid was diluted with toluene at a proportion of 1:30 and deposited as shown in chapter 
4.2.3. Subsequently a plasma treatment was performed with various etching times to remove the 
oleic acid shell: 

 

4.6.1.3.1 2 minutes 

The hysteresis curves of a sample treated with oxygen plasma for 2 min are depicted in Figure 
4.19a-c. They are very similar to those obtained for samples without plasma treatment at the 
same dilution (Figure 4.16): The superparamagnetic behavior and the exchange bias are still 
observable. Even the saturation magnetization is close to the value obtained for the untreated 
sample. The particles still contain wustite since the ZFC curve shows a steep increase at 198 K 
and the FC curve decreases below the Néel temperature of wustite (Figure 4.19e), but not as 
much as for the untreated sample (Figure 4.16). Hence the amount of wustite seems to be 
reduced. This could be due to partial transformation into maghemite which is indicated by the 
second peak observable at 125 K. It is not caused by the Verwey transition of magnetite because 
it would also appear in the FC curve which is not the case [122] [123]. Additionally the ZFC and FC 
curves are not identical at high temperatures. Hence the system is in a metastable state and the 
phase transition continues during the measurement. 
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Figure 4.19: Results for a sample diluted with toluene at a ratio of 1:30 and treated with oxygen plasma 

for 2 min. The hysteresis curves were measured at a) 300 K, b) 100 K and c) 5 K and show 

superparamagnetic behavior. Additionally the curves obtained below the blocking temperature are shifted 

to the left due to exchange bias (Appendix C). d) SEM image of the sample. e) ZFC (red) and FC (black) 

curve measured in a field of 50 Oe. The amount of maghemite is increased at the expense of wustite. 

a) b) 

c) d) 

e) 
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4.6.1.3.2 10 minutes 

For a sample treated with oxygen plasma for 10 min the conversion of wustite to maghemite 
seems to be continued since the effect described in the previous chapter is enhanced: Figure 
4.21 shows that the peak in the ZFC curve at 125 K has become dominant and is superimposed 
by the second peak at 198 K which has become comparably weak. Additionally the decrease in 
the FC curve below the blocking temperature is even smaller than in the curve obtained after 
2 min of plasma treatment (Figure 4.19). The hysteresis curves that are shown in Figure 4.20 still 
exhibit superparamagnetic behavior and the exchange bias is also observable, but the coercive 
field strengths measured at 100 K and 5 K are significantly lower than in the previous chapters, 
hence the blocking temperature is reduced (Appendix C). This complies with the assumption of a 
raising amount of maghemite since its TB is lower than the one observed for wustite.  

 

 

Figure 4.20: Hysteresis curves of a sample diluted with toluene at a ratio of 1:30 and treated with oxygen 

plasma for 10 min measured at a) 300 K, b) 100 K and c) 5 K that show superparamagnetic behavior. The 

blocking temperature is lowered compared to the samples treated with oxygen plasma for 2 min. 

Additionally the curves obtained below the blocking temperature are shifted to the left due to exchange 

bias (Appendix C). D) SEM image of the sample.  

d) 

a) b) 

c) 
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Figure 4.21: ZFC (red) and FC (black) curve of a sample diluted with toluene at a ratio of 1:30 that was 

treated with oxygen plasma for 10 min measured in a field of 50 Oe. The amount of maghemite is further 

increased at the expense of wustite.  

 

4.6.1.3.3 30 minutes 

After 30 min of oxygen plasma treatment the hysteresis measured at 100 K is still closed inducing 
that the blocking temperature is further decreased (Figure 4.23). Additionally the shape has 
become less rounded compared to the curves obtained before. Therefore the proportion of 
wustite seems to be further reduced. But the open hysteresis at 5 K is still shifted to the left; 
hence a small amount of wustite must be left causing exchange bias. Anyway there is no second 
peak observable in the ZFC curve at 198 K anymore (Figure 4.22), hence the proportion is too 
small to affect the overall magnetic behavior. 

 

 

Figure 4.22: ZFC (red) and FC (black) curve of a sample diluted with toluene at a ratio of 1:30 that was 

treated with oxygen plasma for 30 min measured in a field of 50 Oe. The amount of wustite is reduced to 

such an extent, that no influence can be observed anymore. 
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Figure 4.23: Hysteresis curves for a sample diluted with toluene at a ratio of 1:30 and treated with oxygen 

plasma for 30 min measured at a) 300 K, b) 100 K and c) 5 K that show superparamagnetic behavior and 

exchange bias (Appendix C). The blocking temperature is reduced and the shape has become less rounded 

because the amount of wustite has become very small. d) SEM image of the sample. 

 

4.6.1.4 Metal 

The deposition of metal upon the samples is applied to tune the inter-particle interactions. To 
ensure that all the particles are covered, the colloid was diluted with toluene at a proportion of 
1:30 (chapter 4.3) and deposited by spincoating as shown in chapter 4.2.3. Subsequently the 
oleic acid shell was removed by a plasma process with various etching times. One sample was 
left untreated in order to serve as reference. Finally, the particles were covered by 20 nm of 
niobium, gold, palladium or platinum using different deposition routes (chapter 4.5). 
Unfortunately, it was only possible to measure the samples covered with platinum or gold, 
respectively, due to restricted measurement time. 

4.6.1.4.1 Platinum 

Figure 4.24 shows the hysteresis and ZFC-FC curves of a sample without plasma treatment prior 
to metal deposition. It exhibits the same behavior as the sample shown in Figure 4.16 which was 
identically prepared but without platinum coating. Hence the metal could either have no impact 
on the magnetic properties or the oleic acid shell, which was not removed by a preceding plasma 
process, avoids interaction between the nanoparticles and the platinum matrix. 

  

a) b) 

c) d) 
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Figure 4.24: Results for a sample diluted with toluene at a ratio of 1:30 without plasma treatment prior to 

the deposition of 20 nm of platinum by magnetron sputtering. The hysteresis curves were measured at 

a) 300 K, b) 100 K and c) 5 K and show superparamagnetic behavior. Additionally the curves obtained 

below the blocking temperature are shifted to the left due to exchange bias (Appendix C). d) SEM image of 

the sample. e) ZFC (red) and FC (black) curve measured in a field of 50 Oe. The curves are similar to those 

obtained for the sample which was prepared identically but without platinum coating. 

 

The measurement results for the sample treated with oxygen plasma for 2 min prior to the 
deposition of platinum are showed in Figure 4.25. The curves are similar to those obtained for 
the sample which was treated with plasma for 30 min only (Figure 4.22 and Figure 4.23). As 

a) b) 

c) d) 

e) 
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proposed in chapter 4.6.1.3.1, 2 min of plasma treatment could lead to the formation of a 
metastable state in which wustite is transformed to maghemite. Hence the initiated conversion 
is either continued during storage prior to the measurement, or it proceeded due to the energy 
impact among metal deposition.  

 

 

Figure 4.25: Results for a sample diluted with toluene at a ratio of 1:30 and treated with oxygen plasma 

for 2 min prior to the deposition of 20 nm platinum by magnetron sputtering. The hysteresis curves were 

measured at a) 300 K, b) 100 K and c) 5 K and show superparamagnetic behavior. Additionally the curves 

obtained below the blocking temperature are shifted to the left due to exchange bias (Appendix C). d) SEM 

image of the sample. e) ZFC (red) and FC (black) curve performed in a field of 50 Oe. The results are similar 

to those obtained for the sample treated with oxygen plasma for 30 min without platinum coating. 

a) b) 

c) d) 

e) 
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The next sample was treated with oxygen plasma for 10 min prior to metal deposition. The 
ZFC-FC curves are depicted in Figure 4.26a. If it is examined in more detail (Figure 4.26b) an 
additional peak can be observed in the FC curve. This can be caused by the Verwey transition of 
magnetite. Hence the energy impact of the magnetron sputtering process in combination with 
10 minutes of plasma treatment seems to be sufficient to transform maghemite to magnetite. 

 

 

Figure 4.26: a) ZFC (red) and FC (black) curve of a sample diluted with toluene at a ratio of 1:30 that was 

treated with oxygen plasma for 10 min prior to the deposition of 20 nm of platinum by magnetron 

sputtering. The measurements were performed in a field of 50 Oe. The curves are similar to those obtained 

for the sample treated with oxygen plasma for 2 min, but they exhibit an additional peak (Verwey 

transition). b) Magnification of the FC curve to show the Verwey transition.  

a) 

b) 
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As shown in Figure 4.27 the nanoparticles still exhibit superparamagnetic behavior and exchange 
bias. Hence wustite is not transformed to maghemite completely though the energy impact 
seems to be high. The offset at approximately ± 10000 Oe is caused by measuring inaccuracies (it 
was the position of zero-crossing prior to the diamagnetic correction). 

 

 

Figure 4.27: Hysteresis curves of a sample diluted with toluene at a ratio of 1:30 and treated with oxygen 

plasma for 10 min prior to the deposition of 20 nm platinum by magnetron sputtering. The measurements 

were performed at a) 300 K, b) 100 K and c) 5 K and show superparamagnetic behavior. Additionally the 

curves obtained below the blocking temperature are shifted to the left due to exchange bias (Appendix C). 

They are similar to those obtained for the sample treated with oxygen plasma for 2 min. d) SEM image of 

the sample. 

 

 

 

 

 

 

 

 

 

 

a) b) 

c) d) 
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If the samples are treated with oxygen plasma for 30 min the effect can be enhanced as shown in 
Figure 4.28. The hystereses curves (Figure 4.29) are similar to those obtained for the samples 
treated for 10 min (Figure 4.27) hence the increased amount of magnetite seems to have no 
significant impact on blocking temperature and exchange bias.  

 

 

Figure 4.28: a) ZFC (red) and FC (black) curve of a sample diluted with toluene at a ratio of 1:30 that was 

treated with oxygen plasma for 30 min prior to the deposition of 20 nm of platinum by magnetron 

sputtering. The measurements were performed in a field of 50 Oe. The transformation of maghemite is 

enhanced compared to a plasma treatment for 10 min. b) Magnification of the FC curve to show the 

Verwey transition.  

a) 

b) 
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Figure 4.29: Hysteresis curves for a sample diluted with toluene at a ratio of 1:30 and treated with oxygen 

plasma for 30 min prior to the deposition of 20 nm of platinum by magnetron sputtering. The 

measurements were performed at a) 300 K, b) 100 K and c) 5 K and show superparamagnetic behavior. 

Additionally the curves obtained below the blocking temperature are shifted to the left due to exchange 

bias (Appendix C). d) SEM image of the sample.  

 

4.6.1.4.2 Gold 

Analogously to the platinum samples 20 nm gold were deposited on some samples by magnetron 
sputtering. Unfortunately it was not possible to measure the hysteresis and ZFC-FC curves of the 
sample without plasma treatment prior to metal deposition due to restricted measurement time. 
Therefore the discussion starts with the sample that was treated for 2 min. Figure 4.30 shows the 
hysteresis curves. They are similar to those obtained for the platinum samples: They exhibit 
superparamagnetic behavior and exchange bias. The blocking temperature is comparable to the 
value obtained for samples without metal that were treated with plasma for 30 min. 

 

a) b) 

c) 
d) 
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Figure 4.30: Hysteresis curves of a sample diluted with toluene at a ratio of 1:30 and treated with oxygen 

plasma for 2 min prior to the deposition of 20 nm gold by magnetron sputtering. The measurements were 

performed at a) 300 K, b) 100 K and c) 5 K and show superparamagnetic behavior. Additionally the curves 

obtained below the blocking temperature are shifted to the left due to exchange bias (Appendix C). They 

are similar to those obtained for platinum. d) SEM image of the sample. 

 

The ZFC-FC curves are depicted in Figure 4.31. They show that the transformation of wustite to 
maghemite which was induced by the plasma process (chapter 4.6.1.3.1) is continued but has 
not proceeded as much as for the platinum sample with the same plasma duration (Figure 4.25). 
In addition the Verwey transition described above cannot be observed. Hence there is no 
magnetite. For the reason that the duration between sample preparation, plasma treatment and 
MPMS measurement was identical this difference cannot originate from a phase transition 
during storage due to a metastable state. Indeed, the cause can be different energy impacts 
during the sputtering process, since the boiling point of gold is approximately 800 K lower than 
the one of platinum [124] [125]. 

 

a) b) 

c) d) 
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Figure 4.31: a) ZFC (red) and FC (black) curve of a sample diluted with toluene at a ratio of 1:30 that was 

treated with oxygen plasma for 2 min prior to the deposition of 20 nm of gold by magnetron sputtering. 

The measurements were performed in a field of 50 Oe. The curves are similar to those obtained for the 

sample treated with oxygen plasma for 10 min without metal deposition. b) Magnification of the FC curve 

to show that there is no Verwey transition.  

 

a) 

b) 
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If the plasma duration is increased to 10 min or even to 30 min the phase transition of wustite to 
maghemite is proceeded as much as if there was not metal deposition on a sample treated with 
oxygen plasma for 30 min (Figure 4.32). Hence the energy impact upon gold sputtering is 
sufficient for the transition to maghemite but not high enough to produce magnetite. 

 

 

Figure 4.32: ZFC (red) and FC (black) curves of samples diluted with toluene at a ratio of 1:30 on which 

20 nm of gold were deposited by magnetron sputtering after oxygen plasma treatment for a) 10 min and 

b) 30 min, respectively. The measurements were performed in a field of 50 Oe. The curves are similar to 

those obtained for the sample treated with oxygen plasma for 30 min only.  

 

a) 

b) 
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The hysteresis curves which are depicted in Figure 4.33 also show the same behavior as the ones 
obtained for the platinum samples: A superparamagnetic behavior can be observed as well as 
exchange bias and a low blocking temperature. 

 

 

Figure 4.33: Hysteresis curves of samples diluted with toluene at a ratio of 1:30 and treated with oxygen 

plasma for a,c,e)  10 min  or b,d,f) 30 min prior to the deposition of 20 nm gold by magnetron sputtering. 

The measurements were performed at a,b) 300 K, c,d) 100 K or e,f) 5 K, respectively. They show 

superparamagnetic behavior and the curves obtained below the blocking temperature are shifted to the 

left due to exchange bias (Appendix C). They are similar to those obtained for platinum.  

  

a) 

c) 

e) 

d) 

f) 

b) 
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4.6.2 Interactions 
To analyze the magnetic interactions of nanoparticles the so-called ‘memory effect’ can be 
examined. Therefore the ZFC curve is once measured in a regular way as shown in the previous 
chapter. Afterwards a second ZFC curve is recorded with an aging stop during cool down at a 
temperature Ta above the blocking point for a certain time ta. During that time the spin 
configuration gets arranged towards the equilibrium state which is frozen when the temperature 
is subsequently lowered to 5 K. On reheating the memory is retrieved. If the system behaves as 
spin glass or super spin glass the aged ZFC curve shows a little dip close to the aging 
temperature. To better illustrate the effect the difference function of the measurements is 
plotted [29] [30].  

All samples that were supposed to be investigated with this method were treated with oxygen 
plasma for 30 min and exhibited a blocking temperature below 100 K (chapter 4.6.1). Since the 
effect is stronger at lower Ta and with large ta, a temperature of 140 K and an aging time of 
10000 s were chosen.   

The result for the sample diluted with toluene at a proportion of 1:30 that was treated with 
oxygen plasma for 30 min is depicted in Figure 4.34. Since the peak is clearly visible and the 
particles are superparamagnetic (chapter 4.6.1.3.3), the system is a super spin glass. Hence the 
nanoparticles are in a disordered, collective state with strong dipole-dipole interaction what 
agrees with the assumption made in chapter 4.3. 

Unfortunately the field cannot be set to a value of exactly zero. Therefore the conditions during 
cool down are not identical leading to an overall offset of approximately 2·10-7 emu between the 
ZFC curves. 

 

 

Figure 4.34: Difference between regular ZFC curve and the ZFC curve obtained with an aging stop at 140 K 

for 10000 s of a sample diluted with toluene at a proportion of 1:30 and 30 min oxygen plasma treatment. 

The peak is caused by super spin glass behavior.  
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To further confirm the assumption of strong dipolar interactions between the particles so-called 
‘delta-M’ measurements were performed [126]. Therefore two curves were required: For the so-
called ‘dc-demagnetization remanence’ (DCD) curve, which is measured at a temperature of 5 K, 
a strong magnetic field of -10 000 Oe is applied to magnetize the sample in negative saturation. 
Subsequently a certain positive magnetic field is applied for 10 s, then set to zero and the 
remanent magnetization is measured after a delay of 10 s. This procedure is then repeated with 
a magnetic field increased by ΔH until saturation is observed in the emerging curve. For this 
thesis ΔH = 100 Oe was chosen, starting at 0 Oe. The second curve is called ‘isothermal 
remanence’ (IRM). The measurement procedure is the same as for the DCD curve but the sample 
is demagnetized instead of negatively magnetized at the beginning. Finally the delta-M curve is 
calculated as follows [126] [127]: 

1D"�$ = 	1ç¤4"�$1%  
(4-1) 

17"�$ = 	1mLm"�$1%  
(4-2) 

delta-1"�$ = 	21D"�$ +	17"�$ − 1 (4-3) 

Where Ms is the saturation magnetization which is -2.38753 · 10-5 for the sample without metal 
coating. The coercive field strength obtained after demagnetization is 172 Oe. As shown in Figure 
4.35 the peak in the delta-M curve is negative, hence there is a demagnetizing interaction 
between the particles which is attributed to dipole-dipole interaction in literature [128] [129] 
[130] [131]. This complies with the results obtained from the memory-effect measurements. 

 

 

Figure 4.35: DCD (black), IRM (red) and delta-M (blue) curves of a sample diluted with toluene at a 

proportion of 1:30 and treated with oxygen plasma for 30 min. Since the peak in the delta-M curve is 

negative there is a demagnetizing interaction which is attributed to dipolar interactions.  
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Subsequently an identical sample was produced but additionally covered with 20 nm of platinum 
by magnetron sputtering. Figure 4.36 shows the memory-effect measurement. It exhibits a peak 
at the same position as the sample without Pt but has only half the height; hence the super spin 
glass order is partially suppressed. A larger distance of the nanoparticles can be excluded as 
cause due to identical preparation. In addition the sample contains a small amount of magnetite, 
unlike the sample without metal coating. This would rather increase the effect due to larger 
magnetic moments (Ms = -5,26659·10-5). Hence the reduced dipole-dipole interaction seems to 
be caused by the platinum matrix. 

 

 

Figure 4.36: Difference between regular ZFC curve and the ZFC curve obtained with an aging stop at 140 K 

for10000 s of a sample diluted with toluene at a proportion of 1:30 and 30 min oxygen plasma treatment 

prior to the deposition of 20 nm of platinum by magnetron sputtering. The peak is caused by super spin 

glass behavior but its height is reduced by Pt which weakens the dipole-dipole interaction. 

 

Figure 4.37 shows the corresponding delta-M measurement. The peak is positive, hence there is 
a magnetizing interaction which is often attributed to exchange interaction in literature [128] 
[129] [130] [131]. Since the particles are not in direct contact this seems to be caused by the 
platinum layer which becomes polarized by the nanoparticles [15] [49] [132].   
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Figure 4.37: DCD (black), IRM (red) and delta-M (blue) curves of a sample diluted with toluene at a 

proportion of 1:30 and treated with oxygen plasma for 30 min prior to the deposition of 20 nm of platinum 

by magnetron sputtering. Since the peak in the delta-M curve is positive there is a magnetizing interaction 

which is attributed to exchange interaction.  

 

 

 

  



68 | Summary 

 
 

5 Summary 

Commercially available iron oxide nanoparticles, supplied by Ocean NanoTech LLC, with a 
diameter of approximately 20 nm and a spherical shape were studied in this thesis. The 
nanoparticles were delivered with an oleic acid shell of 0-5 nm for steric stabilization and 
dispersed in toluene.  

This colloid was transferred onto silicon wafers by three deposition routes: Sedimentation, drop-
casting and spincoating. For the reason that the latter was the only one that provided a smooth, 
homogeneous surface, it was chosen to prepare all the samples with this method. In addition the 
film thickness is easily controllable by rotational speed and spinning duration.  

For the reason that metal was supposed to be deposited later on, it was important to produce a 
(sub-)monolayer of nanoparticles upon the substrate to ensure that every particle is in contact 
with the metal. Therefore the colloid was diluted with toluene in different proportions. The best 
result was achieved for a ratio of 1:30 which was therefore used for all subsequent samples.  

To allow the nanoparticles to interact the oleic acid shell had to be removed in the next step. 
Hence the colloid was diluted with acetone instead of toluene. Unfortunately, its volatility is 
higher than for toluene in such an extent that the liquid surface became unstable due to 
disjoining pressure during the spincoating process. This led to hole formation with rings of highly 
ordered nanoparticles and particle accumulation at the edge. It was shown that this behavior 
was not caused by the ultrasonic bath that was applied to avoid agglomeration after adding 
acetone. As explained above, such an inhomogeneous particle distribution was not suitable for 
further sample preparation. Therefore another approach in the form of oxygen plasma was 
chosen. For the reason that it was not possible to quantify the oleic acid shell, different 
treatment durations (2 min, 10 min, 30 min) were applied. Only for the sample treated for 
30 min a visual change could be observed: The particles had become more cubic, hence a phase 
transition seemed to have occurred.  

To further investigate the effect of the plasma treatment, all the samples were measured in a 
SQUID magnetometer. Therefore the ZFC-FC curves were obtained, as well as hysteresis curves 
at three different temperatures: 300 K, 100 K and 5 K. It was demonstrated that there were no 
differences in those measurements for samples diluted with toluene or acetone. In comparison 
to the undiluted sample the behavior also stayed the same except for the saturation 
magnetization which was reduced due to a lower number of nanoparticles. The hysteresis curves 
showed superparamagnetic behavior and a horizontal shift which was attributed to exchange 
bias. The ZFC-FC curves of the untreated sample in combination with literature data revealed 
that the particles consisted of maghemite and wustite. It had been demonstrated that with 
increasing oxygen plasma duration the amount of maghemite was increased at the expense of 
wustite with no effect on the superparamagnetic behavior or exchange bias except for a reduced 
blocking temperature with increasing amount of maghemite.  

In the next step 20 nm of platinum, gold, palladium or niobium were deposited on the samples 
by different deposition routes (magnetron sputtering, molecular beam evaporation or IBS, 
respectively). For the reason that the oleic acid shell could not be established, four samples were 
prepared for every metal: 2 min, 10 min and 30 min of plasma treatment and an additional 
sample without plasma prior to metal deposition as reference. Unfortunately only the Pt and Au 
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samples could be measured by MPMS due to restricted measurement time. While the reference 
sample for Pt exhibited the same behavior as the sample without platinum coating, the sample 
treated with oxygen plasma for two minutes prior to metal deposition seemed to be comparable 
to the sample treated with plasma for 30 min without metal coating. Hence it was assumed that 
the transformation of wustite to maghemite could be initiated by plasma and sputtering but a 
critical energy impact had to be overcome. Therefore plasma treatment on its own was not 
sufficient but in combination with 2 min of plasma a metastable state was created, hence the 
transformation could occur.  This assumption was further confirmed by the measurements with 
increased plasma duration. Additionally a Verwey transition was observed for plasma durations 
of 10 min or 30 min, respectively, indicating a transition from maghemite to magnetite. This was 
assumed to arise from the increased total energy impact. For the samples covered with gold a 
similar behavior could be observed. But for the reason that the energy impact on gold sputtering 
is lower the effect is attenuated. Hence 2 min of plasma treatment were not sufficient for an 
almost complete wustite transformation and there was no Verwey transition at all, hence there 
was no magnetite.  

Finally the interactions between the nanoparticles were specifically investigated by memory and 
delta-M measurements. Therefore a sample treated with plasma for 30 min was compared to a 
similar sample that was additionally covered with 20 nm of Pt. For the reference sample a 
memory effect could clearly be established hence the particles behave as super spin glass with a 
strong dipole-dipole interaction in a disordered, collective state. This assumption was further 
confirmed by the delta-M measurement that also exhibited dipolar interactions. For the sample 
covered with Pt the memory effect occurred to be less intense indicating weaker super spin glass 
ordering.  Excluding larger particle distance and smaller magnetic moments the cause seemed to 
be the platinum matrix. This was further confirmed by the delta-M measurement that revealed a 
positive peak which is attributed to exchange interaction in literature. For the reason that the 
particles are not in direct contact the effect still seems to be caused by the matrix. 

Since the measurement time at the MPMS was restricted, several measurements have to be 
complemented such as the ZFC-FC and hysteresis curves for the reference sample for gold or all 
the samples covered with palladium and niobium. Additional memory-effect and delta-M 
measurements of a sample covered with palladium or niobium would be interesting to compare 
the effect on interactions. The gold sample could serve as valuable reference matrix-system, 
hence there is no effect on the interactions expected. For the reason that results obtained for 
the platinum sample seem to be better than expected they should be confirmed for example by 
XMCD measurements. Furthermore it would be interesting to observe if the transformation 
process is reversible for example by hydrogen plasma treatment. 
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Appendix  

A. Datasheet nanoparticles by Ocean NanoTech LLC  
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B. Diamagnetic correction 

Figure Tangent slope 

Figure 4.14a -1.25e-9 

Figure 4.14b -1.3686e-9 

Figure 4.14c -1.154e-9 

Figure 4.16a -5.006759378e-9 

Figure 4.16b -5.325032991e-9 

Figure 4.16c -5.258355927e-9 

Figure 4.17a -4.87595041e-9 

Figure 4.17b -4.866985935e-9 

Figure 4.17c -4.796898752e-9 

Figure 4.19a -5,165457157e-9 

Figure 4.19b -5,259535678e-9 

Figure 4.19c -5,358436768e-9 

Figure 4.20a -5,330271541e-9 

Figure 4.20b -5,574589499e-9 

Figure 4.20c -5,562043128e-9 

Figure 4.23a -8,99262079e-10 

Figure 4.23b -5,598555684e-9 

Figure 4.23c -5,690422955e-9 

Figure 4.24a -5,334236546e-9 

Figure 4.24b -5,439769875e-9 

Figure 4.24c -5,142616946e-9 

Figure 4.25a -6.075653048e-9 

Figure 4.25b -6.396314062e-9 

Figure 4.25c -6.418433682e-9 

Figure 4.27a -7.618946464e-9 

Figure 4.27b -7.618746026e-9 

Figure 4.27c -7.694938377e-9 

Figure 4.29a -6.328487067e-9 

Figure 4.29b -6.387559317e-9 

Figure 4.29c -6.3311512851e-9 

Figure 4.30a -7,93759478e-9 
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Figure 4.30b -7,792191428e-9 

Figure 4.30c -7,835950981e-9 

Figure 4.33a -5,909847747e-9 

Figure 4.33b -7,589366841e-9 

Figure 4.33c -6,076453413e-9 

Figure 4.33d -7,747624518e-9 

Figure 4.33e -6,3e-9 

Figure 4.33f -7,595494594e-9 
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C. Coercive field strength of hysteresis loops (5 K) 

 

 

 

 

 

 

Figure Coercive field [Oe]   Shift [Oe] 

Figure 4.14 -1554 691 296.5 

Figure 4.16 -2368 1491 438.5 

Figure 4.17 -2252 1271 490.5 

Figure 4.19 -2317 1710 303.5 

Figure 4.20 -1052 458 297 

Figure 4.23 -561 110 225 

Figure 4.24 -1826 690 568 

Figure 4.25 -613 394 109.5 

Figure 4.27 -498 174 160 

Figure 4.29 -637 368 134.5 

Figure 4.30 -639 200 219,5 

Figure 4.33e -536 135 200,5 

Figure 4.33f -471 200 135,5 


