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The Institute of Solid State Research (Institut fiir FestkorperForschung — IFF) is dec-
voted to condensed matter physics. The scientific success of the IFF owes much to the
conception of its founders that new discoveries are made at boundaries of disciplines: this
is as true today as it was then.

In its more than thirty years of existence, the IFF has grown into a versatile and successful
organism. It has pioneered topics such as magnetoelectronics and set trends towards
multi- und cross-disciplinary research. This was manifest in the foundation of the Insti-
tutes of “Electronic Materials” and “Scattering Methods”, as well-as by the establishment
of a young interdisciplinary field at the boundaries of modern physics — “Soft Condensed
Matter”.

The IFF pursues research into the fundamental principles of the physics of condensed
matter in the solid and liquid state. In its application-oriented research, the Institute real-
izes ideas for technological innovations. These challenges are tackled from three direc-
tions: we investigate the phenomena of condensed matier, perform material-oriented stud-
ies of complex systems, and we develop and improve experimental and theoretical meth-
ods.

Statistical physics and quantum mechanics form the physical basis of [FF research. On a
microscopic scale, they determine the interaction of electrons and atomic building blocks
and how they react to external influences. Particular strengths of the IFF include the the-
ory of electronic structure, clusters and polymer physics, the dynamics of structure forma-
tion and phase transitions, materials and phenomena of magneto- and nanoelectronics,
spintronics, high-temperature superconductivity, electron microscopy and spectroscopy,
as well as the instrumentation of synchrotron and neutron sources and their application to
the study of matter.

Dedicated state-of-the-art laboratories and facilitics are available for the preparation of
polymers, colloids and ceramics, and for growing thin films and crystals. In addition to
standard methods for materials characterization, highly sophisticated techniques are used
and further developed. These techniques range from superconducting microscopy to fem-
tosecond laser spectroscopy. The associated Ernst Ruska-Centre for Microscopy and
Spectroscopy with Electrons develops and operates the most advanced transmission elec-
tron microscopes in the world. As a complement to local research opportunities, instru-
ments are constructed and operated at external neutron and synchrotron radiation sources
in Germany and abroad. Within the newly founded Jiilich Center for Neutron Science
(JCNS) the IFF operates experimental stations at the FRM-II in Munich, the ILL in
Grenoble, France, and the SNS in Oak Ridge, USA. All facilities are open to scientists of
cvery nation.

The international networking of the IFF is a pillar of its success: the Institute initiated,
e.g., two EU Networks of Excellence (NoE). It is partner of more than one hundred uni-
versities and research institutions from all continents, Within Germany, the Institute co-
operates closely with nearby universities and maintains intensive relations with scientists
in all parts of the country. The IFF co-founded the Centre of Nanoelectronic Systems for
Information Technology (CNI). Furthermore, in recent years the IFF has become partner
of major companies such as Bosch, Infineon, DaimlerChrysler, Thomson, ExxonMobil,
Agilent, and Philips.
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The research groups of the IFF cannot be regarded separately: the Institute has a depart-
mental structure comprising six experimental and three theoretical divisions, as well as
joint service facilities. The IFF is an institute of the Research Centre Jilich in the
Hermann von Helmholtz Association of German Research Centres (HGF). On campus, it
collaborates closely with the Institute of Thin Films and [nterfaces (1SG) and the Institute
of Biological Information Processing (IBI).

Collaborating closely with the other members of the Hermann von Helmholtz Association
the [FF makes key contributions to the strategic mission of the HGF within the following
research programmes

» Information Technology with Nanoelectronic Systems,-

*  Condensed Matter,

» Large Scale Facilities for Research with Photons, Neutrons and Tons
*  Scientific Computing

IFF researchers utilize the Central Department of Technology and the Central Electronics
Laboratory and the supercomputers of the John von Neumann Institute for Computing
(NIC). The TIFF can also draw on its own technical and administrative infrastructure, an
important requirement for designing and constructing scientific instruments, such as syn-
chrotron beamlines, neutron spectrometers, sputtering facilities, or crystal growth facili-
ties.

The success of the Institute is based on the inventiveness and initiative of its more than
three hundred staff members. The IFF supports independent research by encouraging the
responsibility of its individual members, a philosophy that contributes greatly to the
stimulating atmosphere in the departiment. In order to sustain this level in the long term,
special encouragement is given to the younger generation, examples being the mterna-
tionally renowned IFF Spring School and the laboratory course on neutron scattering,

The casual observer is struck
by the wide range of topics
and extensive networking at
the IFF, whose strength is to = . ;
link complex topics together \ Aty hY ' )
with its scientific and indus- — NS '
trial partners. In the sixties, / _
Germany seemed to be about \__/. ! (s Yo
to miss the boat in solid state
research. The success of the
IFF  demonstrates how a
leading position worldwide
can be achieved by a modern
research strategy.
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A major focus at "Theory I" is the analysis and computation of structural, clectronic,
and magnetic properties and processes in molecules and solids, in terms of both basic
research and practical applications. The goal is to achieve a microscopic understanding
of such complex phenomena.

Our research covers key areas of condensed matter theory and computational materiais
science. We explore the electronic and structural properties of systems from large or-
ganic (including biological) molecules, low-dimensional magnets, and magnetic multi-
layers, to complex solids. We consider transport properties across interfaces, electronic
gxcitations, and dynamical properties of atomic and molecular clusters, solids, and
solid suirfaces, as well as the quasiparticle behaviour of semiconductors, oxides, and
transition metals that results from electronic correlations. We analyze the physics of
strongly correlated materials, such as transition-metal oxides and molecular crystals
paying particular attention to complex ordering phenomena. Other arcas include
nanoscale tribology, including friction, plastic deformation, adhesion, and brittle frac-
ture, as well as nonlinear processes in the atmosphere and agrosphere.

A major asset of our institute is the competence in developing conceptual and compu-
tational methods based on density functional theory, molecular dynamics simulations,
and Quantum Monte Carlo methods.
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The Institute “Theory 1I” focuses on soft matter studies. The main research topic of the
Institute is the theory of complex fluids and soft matter systems. Soft matter physics is
an interdisciplinary research area encompassing statistical physics, materials science,
chemistry, and biology. Our systems of interest include polymer melts and liquid crys-
tals, as well as colloidal suspensions. Recently the focus has shifted to more complex
systems ranging from colloids in polymer solutions or liquid crystals to mixtures of
surfactants and amphiphilic block copolymers. This brings the systems closer to appli-
cations in materials science or biology.

At "Theory 11" a large variety of methods are applied. In fact, a combination of analyti-
cal and numerical methods is often required to successfully characterize the properties
of these complex systems. In particular, simulation methods (Monte Carlo, molecular
dynamics), computational hydrodynamics, field theory, perturbation theory, and exact
solutions are employed. Since the building blocks of soft matter systems often contain
a large number of molecules, "simplified" mesoscale modelling is typically required,
which is then linked to the molecular architecture.

A characteristic feature of soft-matter research is the fruitful interaction between theory
and experiment. IFF "Theory 11" closely cooperates with the Institute for Neutron Scat-
tering (Richter) and the Institute for Soft Matter (Dhont) to successfully tackle many of
the essential aspects of the systems investigated..

11
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The research of institute Theory III is concerned with the mechanisms of the formation of
structures and their consequences in condensed matter. The investigations start from elec-
tronic properties which define the shortest length and time scales, but they also encom-
pass the macroscopic consequences. The analytical and numerical studies are in many
ways closely connected to experimental research performed in other groups of the IFF,
but also to activities in other institutes of the Research Center Juelich (FZJ). The institute
contributes mainly to the research-programs "Condensed Matier" and "Nanoelectronic
Systems” of FZJ.

Central points of interest for the research in Theory LI are in the field of electronic strac-
ture of solids, in particular effects of strong electronic correlations. A specific interest
concerns materials relevant for information technology. A second mainstream is formed
by cooperative phenomena in condensed matter. Questions here aim at the dynamics of
structure and pattern formation and the statistical mechanics of order and disorder proc-
esses. Specific activities concern the effect of long-range interactions like clastic effects in
solids, friction and fracture phenoimena, or hydrodynamic interactions in solid-liquid sys-
tems.

The research of Theory Il employs all analytical and numerical techniques applicable to
many-body problems of equilibrium and non-equilibrivin phenomena in condensed mat-
ter. In addition, the development of new methodological concepts and numerical proce-
dures is part of our research interest. The development of parallel program codes adapted
to massively parallel computers has received special attention in recent years.

13
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The "Neutron Scattering” Institute is concerned with neutron research placing major
emphasis on soft condensed matter. Materials that react strongly to weak forces are
termed soft.

Apart from their structure, we are interested in the glass dynamics of amorphous poly-
mers and the dynamics of systems like polymers in melts and solutions (e.g. gels, rub-
bery networks, aggregates). Another field of interest is complex liquids such as micro-
emulsions or colloid systems. The Institute has modern chemical laboratories for the
synthesis and modification of soft matter.

The Institute for Neutron Scattering operates several scattering instruments at the
DIDO reactor (FRI-2) and in the associated ELLA neutron guide laboratory including
experimental stations for small-angle scattering (SANS), neutron spin echo spectros-
copy (NSE), reflectometry and backscattering spectroscopy (BSS1). These instruments
are available to researchers on request (Instruments), Another focus of research is the
development of neufron instrumentation for research reactors and future spallation
sources worldwide. This includes the new Munich reactor (FRM-II) and the megawatt
spallation source SNS at Oak Ridge (USA).

15
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The research areas of the "Electronic Materials" Institute comprise (1) technologies for
the integration of electroceramic materials into micro- and nanoelectronics, (2) diclec-
tric and fetroelectric properties of oxide ceramics, and (3) the defect structure in oxides
in the vicinity of internal and external interfaces.

These key areas are complementary to the rescarch activities of the Institute for Elec-
tronic Materials (IWE 2) at RWTH Aachen University. Both labs are managed by one
and the same director. The project teams are often formed by staff members and stu-
dents from both institutes.

Specialized state-of-the-art laboratories and facilities exist for the preparation of ce-
ramics, as well as for growing thin films and structures under clean room conditions
(e.g. CSD, MOCVD, RIE), In addition, standard methods for materials characterization
and highly sophisticated techniques are used and are being constantly further devel-
oped.

The Institute is one of the seven founders of the Centre of Nanoelectronic Systems for
Information Technology (CNI). The idea is to strengthen the bridge between IEF and
ISG (Institute for Thin Layers and Interfaces) on campus, and research groups close to
Itilich. These partners form a "virtual” centre of internationally recognized competence
in nanoelectronics with joint projects and facilities.

17
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At the Institute for Scattering Methods, we focus on the investigation of structural and
magnetic order, fluctuations and excitations in complex or nano-structured magnetic
systems and highly correlated electron systems, Our research is directed at obtaining a
microscopic atomic understanding based on fundamental interaction mechanisms, The
aim is to relate this microscopic information to macroscopic physical properties. To
achieve this ambitious goal, we employ the most advanced synchrotron X-ray and neu-
tron scattering methods and place great emphasis on the complementary use of two
probes. Some of our efforts are devoted to dedicated sample preparation and charac-
terization from thin films and multilayers via nano-patterned structures to single crys-
tals for a wide range of materials from metals to oxides,

A significant part of our activity is devoted to the development of novel scattering
techniques and the construction and continuous improvement of instruments at large
facilities. Within the MuCAT consortium, we operate a sector at the Advanced Photon
Source APS in Argonne, USA. And in the frame of the recently founded Jitlich Centre
Jor Neutron Science JCNS, we operate neutron instruments at three leading facilities,
the research reactor FRM-II in Garching, the Institute Laue-Langevin ILL in Grenoble,
France and the Spallation Neutron Source SNS in Oak-Ridge, USA. All these instru-
ments are accessible through a peer-review system to general users.

19
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The Soft Matter group investigates the chemistry and physics of colloidal systems, some
times in combination with other soft matter components like polymers and surfactants.
Colloidal systems can be regarded as solutions of very large molecules (typically 10 nm -
10 micron). Colloidal particles are still small enough to exhibit thermal motion, and there-
fore obey the same laws of thermodynamics and statistical physics as simple molecular
systems. In particular, colloidal systems exhibit phasc transitions and show non-
equilibrium phenomena that are also found for simple molecular systems. Due to the slow
dynamics of colloids and the tunable interactions between the colloidal particles, how-
ever, there are many transitions and non-equilibrium phenomena that do not occur in sim-
ple molecular systems, like gellation and shear-band formation..

The aim is to understand macroscopic phenomena that are found in various colloidal sys-
tems on a microscopic basis with an open eye for possible technological applications.

The main topics that are studied are :

- The phase behaviour, pattern formation, phase separation kinetics and dynam-
ics of suspensions of spherical and rod-like colloids under shear flow, with an
emphasis on crystallization and the isotropic-nematic phase transition,

- Mass transport induced by temperature gradients, also referred to as themodif-
fusion, where both single particle diffusion and the effect of interactions be-
tween colloids are of interest.

- Dynamics and micro-structural properties of colloidal systems near walls and
interfaces, of spherical, plate-like and rod-like particles.

- The effects of pressure on interactions, the location of phase transition lines
and gellation transitions and the dynamics of colloids and polymers under high
pressure.

- Response of colloids to external electric fields, where the phase behaviour,
phase separation kinetics and dynamics is of interest.

- The equilibrium phase behaviour of mixtires of colloids and polymer-like sys-
tems, including depletion interactions induced by these various types of poly-
mer-like depletants.

- Dynamics of various types of colloidal systems in equilibrium, such as mix-
tures of spherical colloids, suspensions of rods and tracer diffusion of spherical
particles in networks of rods both in the isotropic and nematic state.

- The synthesis of new colloidal model particles, with specific surface proper-
tics, interaction potentials and particle geometries. Different specific properties
are required in order to conduct the various above mentioned investigations.

Most of the equipment that is used for our research is home built. The available equip-
ment includes scattering equipment (dynamic and static light scattering, small angle scat-
tering, evanescent-wave scattering, forced Rayleigh scattering and Brillouin scattering),
optical set ups (like dichroism, birefringence and tandem interferometry), microscopes
(like internal total reflection microscopy and confocal microscopy) and various shear cells
and pressure cells for scattering and microscopy.

21
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The Institute "Microstructure Research” of Prof. Urban focuses on the atomic and mi-
crostructural understanding of crystatline material properties with a special emphasis
on electrocerantics, metal alloys, nanostructured semiconductors and oxide supercon-
ductors.

In some of these fields, the competence covers the whole range from basic research to
the development and preparation of prefabricated technical devices. In other fields, ac-
cess to novel material classes and intricate problems is provided by qualified collabora-
tions. Current reseach programmes, performed either exclusively at the institute or in
the framework of international cooperations, range from pure material preparation car-
ried out hand in hand with all-embracing electron microscopic analyses to the design of
electronic circuifs and the development of advanced structural analysis techniques.

Over and above these general physics and technology-related projects, as a globally es-
tablished organization, the institute continuously focuses and complements special
competence in the field of advanced transmission electron microscopy techniques ac-
companied by the development of novel investigation methods. For these purposes, the
institute operates and maintains the Ernst Ruska-Centre for Microscopy and Spectros-
copy with Electrons, which, as a supraregional user facility, benefits from the unique
scientific expertise in the field of transmission electron microscopy, which is being
continuously extended at the institute.

23
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At the Institute “Electronic Properties” we explore the intricate and multifaceted inter-
relations between the electronic structure and the physical properties of matter. The
current focus of our research lics on magnetism, magnetic phenomena, and their ex-
ploitation in nanoscience and information technology. The systems of interest range
from ultrathin films and thin film layer stacks through quantum wires and dots to clus-
ters and molecules.

Magnetism is a many-electron phenomenon and is characterized by a complicated in-
terplay of interactions taking place on different length, energy, and time scales. Thus,
hybridization and cotrelation effects dominate the electronic structure of a magnetic
system. We are particularly interested in the influence of reduced dimensionality on the
magnetism and the formation of quantum effects in nanoscale magnetic structures. The
crosslinks between electronic structure and magnetism are addressed by a variety of
spectroscopic techniques, ranging from high-resolution photoelectron spectroscopy to
x-ray absorption spectroscopies. In order to study the spin state of matter directly spin-
resolving approaches, such as spin-polarized photoemission and x-ray magnetooptics
(circular and linear magnetic dichroism, x-ray resonant magnetic scattering) are em-
ployed. These experiments are carried out at proprietary beamlines operated at the syn-
chrotron radiation facilities BESSY (Berlin) and DELTA (Dortmund).

A second major topic of interest concerns the behavior of magnetic systems on short
and ultrashort time scales. In the nano- and picosecond regime, different magnetody-
namic processes such as domain nucleation, magnetization rotation and precession oc-
cur. These processes are experimentally investigated by a variety of pump-probe tech-
niques and interpreted via micromagnetic simulations. Laser-based approaches provide
a high time-resolution, whereas time-resolved photoemission microscopy combines
high lateral resolution with large magnetic sensitivity and element selectivity. On the
sub-picosecond regime, we are interested in the energy and angular momentum trans-
fer processes taking place between the electron, spin, and lattice subsystems. Under-
standing these processes provides an access to fundamental spin-dependent interac-
tions, such as spin-orbit and exchange coupling. Such experiments are performed by
femtosecond pump-probe methods.

The third main topic in the IEE is Spintronics, i.e., the physics of spin-dependent
transport processes. Resting on a long-standing experience with giant (GMR) and tun-
nel-magnetoresistive {TMR) phenomena, the current studies concentrate on the funda-
mental physics of spin transport and transfer phenomena. This also includes the devel-
opment of new magnetic materials systems for the use as electrodes, such as, e.g.,
magnetic semiconductors or halfimetallic ferromagnets. A particular emphasis is put on
the development of smart magnetic switching alternatives. In this context, we explore
magnetic switching processes and magnetization dynamics induced by spin-polarized
electrical currents. The interest in these current-induced magnetic switching phenom-
ena is just one facet of the broader activities on Nanospintronics, which are occupied
with the spin transport through nanostructures, such as magnetic point contacts or cat-
bon nanotubes.

With these activities, the IEE contributes to two major HGF research programmes,
namely Condensed Matter and Informationtechnology with Nanoelectronic Systems.

25
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The inverse problem of Electrical Impedance Tomography
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Jilich, C. Schwarzbach,
f Geophysik der Bergakedemie Freiberg

The different resistivity of soil or rock layers has often been used to determine the position and
thickness of these layers by injecting currents, measuring the clectric potentials at diffevent places
and comparing these results with finite clement calculations in which the resistivity of the soil is a
parameter in each finite element. As is typical of tomographic problems the number of equations

is not sufficient for determining these parameters.

Theoretically an even over-determined set of

equations can be obtained by using not only d¢ currents but ac currents with arbitrary many
frequencies, We show: this need not be true in reality and we give relative noise level requirements
for achieving a relevant information gain when using ac currents. It turns out that very low noise
levels are needed to get essentially more information out of ac current measurements than of dc

current measurements

The different resistivity of different soil or rock layers
makes it possible - at least in principle - to determine
the soil structure by measuring clectrical potentials(1][2]
[3]. To achieve this, electrodes are distributed close to
the surface of the soil and arranged along cables in small
cdrilling hioles. From some electrodes (positive and nega-
tive) currcnts are injected into the soil. The remaining
electrodes are used to measwre the electrie potential at
the electrode positions of FIG.1). These measurenients

Qberilaeche

53*53?;;5%
-

FIG. 1: Sketch of layers and electrodes. The electrodes have o
distance between lm and 10m and the cables reach a depth of
20m till 500m.

are compared with numerical results obtained from finite
elemente computations[1][4]. Typical in such cases is the
underdetermination of the problem.

A modified approach[1]|2] consists in applying ac cur-

32

rents. At first sight this is very promising since the
impedance of typical soils depends distinctively on (low)
frequencies. Thus measuring the electrical potentia! {or
arbitrary many frequencics transforims the problem of
getting the soil structure fvom an under-determined one
to an over-determined one.

We have shown[0] that the relevant information (which
is equivalent to the munber of relevant equations) is lim-
ited and depends sensitively on Lhe precision of the mea-
surements. We argue as follows: The frequency depen-
dence of many soil and rock impedances can be fitted by
the Cole-Cole parameters[5]). So the computed potential
¥ is a function of all the Cole-Cole parameters c, the
frequency w and the location r: W = W(r,w, ¢). The cost
function[7] E is given by

Olwr)ie — Wilrg, vy, ¢
21‘\7 Zl ( 7 )l (1)

[9in1 |2

where $(w; ) are the measured electric potentials, Ng is
a normalization constant and the ;5 ave weight factors.

We concentrate on the situation in whicli the Cole-Cole
parameters of the model agree - up to a small deviation
dcy - completely with the real ones. Thus /£ = 0. This
can be achieved by choosing an exemplary model struc-
ture, cf FIG.2). From the deviation between computed
and given values for the eleclric potential we get a set of
equations determining the estimaled correction de. We
obtain de = de, if the set contains a sufficient number of
relevant equations. This is always true if the number of
frequencics is large enough and the relative noise level of
the given values is infinitely small. However, in realistic
cases the situation is quite dilferent. E.g. data obtained
from a frequency close to an already used one will not
lead to new infornation if the cdata are noisy. This con-
sideration can be placed on firm mathematical ground by
applying the method of singular value decompositions to
the matrix OU;(rg, wy, cj/dc. The resulis for the system
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FIG. 2: Sketch of an exemplary subsurface structure, it is ns-
sumed that all layers ere running perpendicular to the plane
{i.e. there Is no y dependence of the siruciure). Surface
layer: overburden, bulk layer: host rock, inclined layer: frac-
ture zone.

relative noise level [1672] 1077 [167T 1077
1 lrequency 73 127 174 | 214
A} frequencies 122 | 268 456 | 690

table I number of relevant cquations ohtained for data of
only one frequency (1 = 107" Hz) and of 40 frequencies in
the interval [107% H 2, 1000H 2| (the distance of the
frequencies is logarithmic

of Fig.2 arc contained in table I and II. In table [ the
number of relevant cquations are deteriined when mea-
suring only at ore frequency and when measuring at 40
frequencies respectively. Note the sensitive dependence

number of frequencies [relative noise level
1072710 %] 107 J107?
1 73 | 127 | 174 | 214
2 99 | 218 | 315 | 402
5 100 | 220 | 350 | &59
10 100 | 220 | 391 | 5G0
15 100 | 220 | 392 | 560

table IT ANumber of relevant equations as function of the

relative noise level and of the mumber of {requencies in the

interval [1073 Hz, 1Hz| (the distance of the frequencies is
logarithmic)

on the relative noise level. Table 1] shows Lhe maxinmm
information that can be obtained when increasing the
nunber of measurements in a given frequency interval.
Increasing the lrequency does not lead to an increase of
relevant equations to the same extent. On the contravy
saturation occurs beyond that further measurements in
that frequency interval become useless.

In conclusion we can state that doing measurements at
many frequencies increases the number of relevant equa-
tions. But that number saturates at a value depending
sensitively on the relative noisc level. This means that
the tomographic problem changes from an underteter-
mined one (when using dc current) to an ill posed prob-
lem (when using ac cwrrents) and the nsual methods such
as regularization procedures are still required.

(1] A. Kemua: Tomographic inversion of complex resistivity,
der Andere Verlag, Osnabriick (2000)

[2] D. Kretzschnnar: Untersuchungen zur luversion von spek-
tralen [P-Daten unter Beriicksichtigung elektromagnetis-
cher I{abelkopplungseffekte, thesis, TU Berlin (2001)

[3] A. Kemna, J. Vanderborght, B. IKulessa, H. Vereecken, J.
Hydvology, 267 125 (2002}

[1] C. Schwarzbach:  optimization and generalization of
Kemna's code (2-3d solutions of Poisson equation as func-
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tion of impedances), private connmunication (2004)

[5] K.8. Cole and R.H. Cole: J. Chem. Phys. 9, 341 (1941)

[6] A. Erven: Diplom thesis (supervisor M. Reissel, H. Lust-
feld), FIT Aachen, Abt. Jiilich (2005)

[7] Note that the Cole-Cole paramcter arc discrete which
means that the cost function F can be looked at as the
ITamiltonian of a generalized Ising model.
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Polymerization of proteins actin and tubulin: the role of nucleotides ATP, G'TP

R. O. Jones, P. Ballone[t], and J. Akola
Inslitute Theory 1

The polymerizing proteins actin and tubulin are found in almost all cells and are crucial to iimpor-
tant. biological processes. Polymerization in both requires complexation by a nuclectide (adenosine
triphosphate (ATP) and guanosine triphosphate (GTP), respectively), whose role is not understood
in cletail. Both reaciions arc entropy-driven, and we suggest thal this arises from the softening on
polymerization of vibrational modes iocalized near ATP and GTP. Simulations for a mesoscopic
model bascd on particles and harmonic oscillators reproduce the transition from a dilute, gas-like
state at low T to filaments at high 7" and support this assignment.

F&I8-Nr: To2310207

Alter earlier studies of polymerization in liquid sulphur
and phosphorus, we turn to the biological molecules actin
and tubulin, Although an atomistic study of polymeriza-
tion in not yet possible, we have developed a model that
indicates Lhe origin of the transition. Reversible poly-
merization of proteins is essential to cell motility and
replication [1] and has motivated much study of both
molecules. The monomers (Fig. 1) show important par-
allels: The actin monomer (G-actin, molecular weight
42 kDa, Fig. 1(a)) consists of four subdomains with a
cleft containing a hound nucleotide (adenocsine triphos-
phate ATP or diphosphate ADP) and a divaleut cation
Mpg?* or Cat (2, 3]. Polymerization to F-actin is fol-
lowed by hy<drolysis of the ATP molecule [3] to ADP and
an jnorganic phosphate group P;. The af-tubulin dimer
{molecular weight 55 kDa, Fig. L(b)) {4] is the basic
unit of microtubules, which are essential components in
all eukaryotic cells and show dynamic instability that is
based on binding and hydrolysis of a related nucleotide
(guanosine triphosphate G'1P). Such instabilities are the
likely ovigin of some forms ol cancer.

The measured TAS in actin polymerization exceeds
the reaction enthalpy AH [5], and entropy as a driving
force is consistent with the increased polymerization rate
in actin and tubulin solutions as temperature T increases
[G]. "The source of entropy driving these transitions is
unclear. We focus on the dynamical propertics of actin-
ATP and propose thal entropy provided by the softening
of ATP vibrational modes offsets the loss of translational
entropy and the increase in potential encergy upon ag-
gregation. This picture is supported by simulations of a
model that includes essential features of actin-ATF and
displays an equilibrium phase diagram shmilar Lo those
measured. A related mechanism should be active in tulu-
lin.

Tu the (classical) harmonic approximation, the vibra-
tional entropy of actin-ATP is:

k

S/Ky=—y logllie/KpT]

i=l

(1)

where g is the Boltziann constant, and k is the num-
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FIG. 1: Ribben diagrams of monomers of (a) actin (with ATP,
after Ref. 3) and {b) tubulin (with GTP and GDP, after Refl.
4).

ber of vibrational modes with frequency wy. If a single
mode in G-actin changes frequency [rom wg o wr on
aggregation, the entropy change per monomer is:

AS = SF - SG = [(U log[w(;/w;n], (2)
Grouping monomers into N = N/P polymers of length
P will raise translational entropy by ASjgem depen-
dent on the thermodynamic conditions, If AL is the
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increase in internal energy upon polymerization, and
the monomer-imonomer interaction is repulsive, polymer-
ization is possible above the floor temperature Ty =
AU/[ASideal + ASyip] whenever ASigear + AS i < 0.

The harmonic stretching frequency of the ADP-P; co-
valent bond is predicted our deansity functional calcula-
tions to be we = 924 em ™!, and the dramatic reduction
of the ADP-P, stretching frequency in F-actin (wg ~ 0)
could provide a free energy contribution at high T large
enough to overcome the AU and ASjje. contributions of
opposite sign.

We have developed a model comprising N spherical
“particles” (the protein monomers) that interact with a
pair potential supplemented by bending contributions.
A purely repulsive pair potential is adopted to empha-
size the relative roles of potential energy and entropy.
Each particle carries s intramoclecular (vibrational) de-
grees of freedom, for which we use harmonic oscillators
vy =1, N1 = 1,..,,5}, whose dynantics depend
on the particle coordination. Full details of the modei are
given elsewhere [7], and we show that it leads to ordered
aggregates in an initially disordered configuration as T
is increased. A suitable choice of functional form and
parameters results in long, semiffexible polymers remi-
niscent of the actin and tubulin [§]. Simulations have
been performed for systems of 4000 atoms at a range
of tomperatures and densities, using molecular dynamics
(MD) in the NVT ensemble and a 2D geometry. The
simulation cell is a square of side L in all cases.

Repeated quenches and annealing cycles atl low density
led at T = 0 to a disordered configuration of isolated
particles with separations greater than R.. Increasing the
kinetic energy results initially in nearly elastic collisions,
followed by the separation of the particles, and then to
more persistent changes. The degree of polymerization
shows a monotonic rise with increasing T, reaching 80 %
of the tolal mass at T = 0.6 {reduced units}.

FIG. 2: Snapshots frem simulations of the basic model,

Short linear units (dimers, trimers, ctc.) predominate
at T ~ 0.1, and larger aggregates of 10-15 particles sel-
dom oceur. At intermediate (T ~ 0.5) and high tem-
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peratures (T > 1) the dominant species are medium-size
(~ 20 particles) open chains {see Fig. 2); larger molecules
{up to 80 particles} are also present. The sinmlation
results depend strongly on density, with even slight in-
creases greatly favoring aggregation, which takes place
at lower T and produces much larger molecules. On the
other hand, no visible aggregation takes place at the low-
est density over the temperature range we have explored.

Polymerization in tubulin is also enhanced by increas-
ing T and density. One non-exchangeable molecule of
G'TP is bound to a-tubulin, and A-tubulin can hydrolyze
its bound GTP to GDP-P;, release Pj, and exchange
bound GDP for GTP. The microtubule is stabilized at the
ends by caps of GTP-subunits. Tubulin, however, shows
collective dynamic effects leading to the sudden collapse
of microtubules, even at cquilibrium, which suggest that
the deseription of tubulin polymerization requires addi-
tional ingredients.

Our model focuses on the dependence of intra-
molecular (vibrational) modes on the environment, and
the simulations show intriguing similarities to the be-
havior of proteins polymerizing with increasing I'. The
results suggest that actin polymerization arises from
the softening of intramolecular vibrational modes {par-
ticularly of ADP-P;) caused by the docking of actin
monomers. The essential role of ATP is that the affected
modes are localized near this molecule 3], as well as wa-
ter molecules in the first hydration shell [10]. The loss
of phosphate by F-actin, often identified with ATP hy-
drolysis, is here of secondary importance. This picture
could be tested by comparing the full vibrational spectra
of actin-ATP in filaments and in the isolated monomers,
This is a formidable challenge, but the investigation of
the actin-ATP vibrational properties is an exciting and
importiant subject.

[f] Permanent address: Universith degli Studi di Messina,
Dipartimento di Fisica, 1-98166 Messina, ltaly.
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“The principal net chemical reaction occurring in the whole world”:
DF study of hydrolysis of ATP at the active site of actin

R. O. Jones and J. Al{ola[‘f]
Institute Theory T

Adenosine 5’'-{riphosphate (ATT) is a basic energy carriet in cellular metabolism. As a high-cnorgy
intermediate, it provides a way 1o convert energy from one bicchemical process to another via an
environment-cdependent hydrolysis reaction. Actin is a protein thai cccurs in most mammalian cells,
andl it is erucial for muscle contraction and many other processes. Density functional calculations for
four possible paths of the hydrolysis reaclion at the active site of actin show that the lowest energy
barrier (21.0 keal/mol) is found for a dissociative reaction where the terminal phosphate breaks on

approaching the catalytic waler.

F&BE-Nr 52310207

Gln-137

J\:i!

FIG. 1: Active site of actin: (a) Front view: Triphosphate tail
of ATP, water molecules, and residue side chains are plotted in
licovice representation. Magenta sphere is an Mg cation. (b)
Side vicw: Triphosphate and catalytic water are emphasized
{note location of WATI), and S-hairpin segments of actin are
labeled. Color key: I, white; C, green; N, blue; O, red; and
I, yellow.

Adenosine §’-triphosphate (A1P), the universal energy
carrier in the living cell, consists of adenosine linked to
three phosphate groups. Removal of the outermost -
phosphate group to form adenosine diphosphate {ADP)
provides energy for use in other reactions. With provision
of energy, the inorganic phosphate group P; can be bound
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to ADP to form ATT. The formation and use of ATP
is “the most prevalent chemical reaction in the human
body” and “the principal net chemical reaction occurring
in the whole world” [1]. It will come as no surprise that
it has been studied in a vast array of contexts, and we
focus here on the mechanism of this veaction at the active
site in the protein actin {Fig. 1).

Actin {molecular weight 43,000} comprises two do-
mains connected by an a-helix link, and the overall
shape resembles a cloverleaf with a deep interdomain
clelt that can bind one adenine nucleotide (ADP or
ATP) complexed with a divalent cation (Mgt or Ca®t).
ADP/ATP is essential for the stability of actin under
physiological conditions [2]. Actin is involved in muscle
contraction, cellular motility and division (cylokinesis),
vesicle transport, and the establishment and maintenance
of cell morphology. It is also an essential component of
structures such as the intestinal brush border or the sen-
sory cells of the inuer ear (stereocilia}. The versatility of
actin is a consequonce of the dynamic nature of filamen-
tous actin (F-actin) assemblies that form in living organ-
isms. In the cyloplasm of a cell, a microscopic network
of actin filaments (cytoskeleton) is formed via polymer-
ization of actin monomers (G-actin). The contribution of
the ATP/ADP reaction to determine the structure, func-
tion, and dynamics of actin is crucial in this context, and
most actin subunits hydrolyze a single molecule of ATP
to ADP during the lifetime of F-actin.

We have published the results of density functional
(DT’) calculations of the hydrolysis of ATP to yield ADP
and P; in an aqueous environment [3], and we have now
extended this work to ATP hydrolysis at the active site
of actin. DF calculations incorporate details of the elec-
tronic structure of ATP, water molecules, and the aclive
site without introducing adjustable pavameters, and our
goal is to provide an atomistic description of plausible
reaction paths. The protein plays a crucial role, since
it affects the properties of ATP, and the coordination of
the end products provides valuable information for the
subsequent phosphate migration process that completes
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FIG. 2: Snapshot of ADP-Pj-actin after 5 ns of molecular
dynamics (blue ribbons) compared with the initial crystal
structure of ATP-actin (red ribbons). The actin subdomains
are labeled according to the standard notation. ADP*~ and
H2PO, are shown in licorice format, and the Mg cation is
represented by a green sphere (simulation).

the hydrolysis.

In order to obtain information about the possible con-
formational changes due to hydrolysis, we have per-
formed i addition 5 ns of classical molecule mechanics
for the ATP-actin {ADP-Pj-actin} system embedded in
an orthorhombic box of water (altogether 38700 atoms).
We used the ORAC simulation package [4], which em-
ploys a multiscale time step, and the AMBER99 force
field for bimmolecules [5]. For ATP, a recently developed
force field [6] is applied with classical point charges de-
rived from the DF calculations of this studly.

The reactions have been studied using DF calculations
and applying constraints to coordinates to allow phos-
phate stretching, attack by the catalytic water molecule
(WAT1), and OH~ formation via water deprotonation,
The lowest cnergy barrier (21.0 keal/mol) is found for

37

a dissociative reaction where the terminal phosphate
breaks on approaching the catalytic water, followed by
proton release. Strelching the terminal bridging P-O
bond results in rupture with an cnergy barrier of 28.8
keal/mol. The calculations alse demonstrate the role of
the neighbowring residues in the reaction. GIn-137 and
His-161, for example, take no significant part in the pro-
cess.

The inunense complexity of the system (a single
molecule of actin has a molecular weight of 43,000, and
the aqueous enviromuent is of central importance) means
that a combination of classical foree ficld and DF caleu-
lations has distinct advantages over the usc of either ap-
proach alone. Classical force ficlds allow us to perform
much longer simulations on many particles (see Fig. 2),
but cannot yet provide a convincing picture of reaction
mechanisms. The latter is the realm of density functional
calculations. Details of the present calculations, as well
as DF calculations of molecules related Lo ATD, are pro-
vided elsewhere [7].
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Impurity-Vacancy Conmplexes in Si and Ge

. TIohler, N. Atodiresel, K. Schroeder, R. Zeller, and P. II. Dederichs
Institute Theory III

We have investigated the electronic and geometrical structure of impurity-vacancy complexes
for sp-impurities in Si and Ge, using the pseudopotential plane wave {(PPW) and the all-eleciron
Kohn-Korringa-Rostoker (KKR) methods. For oversized impurities, in particular of the 5sp and Gsp
series we find a new configuration in the form of a split-vacancy, while impurities of the 3sp and
dsp series prefer the usual substitutional complex (except Al, which prefers a split complex in Si).
These trends strongly correlate with the lattice relaxations of nearest neighbors around the isolated
{without vacancy) substitutional impurities. For Cd and Sn, where experimental PAC and EPR
data exist, our calculated hyperfine parameters agree well with these data.

Intrinsic defects and their complexes with impurities
play an important role in semiconductor physics. Par-
ticularly interesting systems arc vacancy-impurity com-
plexes in 51 and Ge. From experiments on Sn in Si (EPR
[1]) and on Cd in Ge (PAC [2]) it was suggested that
in these systems an exotic configuration is preferred: a
split-vacancy complex with the Spn (Cd) atom on the
bond-center position and the vacancy spiit into two half-
vacancies on the nearest neighbor (NN) gites. Previous
ab initio calculations [3] for Sn in Si found a very small
encrgy preference (0.045 eV) for the split-vacancy com-
plex compared to the substitutional-Sn-vacancy pair on
NN sites.

Here we present a systematic study of impurity-
vacancy complexes in Si and Ge. Our results show that
as a general rule oversized impurities form split-vacancy
complexes, while impurities with sizes comparable to the
host atoms prefer the usual substitutional complex. In
the calculations we have used two different density fune-
tional methods (for details see [4]). The pseudopotential
plane wave (PPW) method has been used to investigate
the configuration and stability of the impuriiy-vacancy
complexes. The stable configurations for the Cd and Sa
inipurity-vacancy complexes and the relaxations of the
neighboring atoms have been recaleulated by the KKR-
Green-function method, which as an all-electron method
allows to calculate the electric field gradients, isomer
shifts and hyperfine fields.

FIG. 1: The Sn-split-vacancy configuration (left} and the
usual substitutional Sn-vacancy configuration (right).

We have found that hoth in Si and Ge the substitu-
tional Cd (and Sn) vacancy-complex is instable and re-
laxes into {he highly symmetrical split-vacancy complex,
where the vacancy is split into two “half-vacancies” on
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neighboring sites and the Cd or Sn atom occupics the
hond-center position in between (Fig. 1). This configu-
ration is about eV lower in energy than the substitu-
tional configuration (see Table II}. The local deusity of
states (LDOS) at the impurity site of the split-vacancy
complex in Ge is shown in Fig. 2, where the cnergies are
given relative to the Fermi level chosen at the top of the
valence band Fr = E,q. The different peaks are labeled
by the rreducible subspaces Ay, Aoy, By and E, of the
Dyg point group symmetry of the complex. Compared to
the Cd complex (d-level at about -9 eV}, the d-level of Sn
is fully localized and at much lower energies, otherwise
the level scheme is very similar: the A;, state at relative
low energies, the As, and the doubly degenerate E,, state
slightly below the gap, the doubly degenerate Fy state in
the gap and, for Sn, a second A, state at higher energies.
Since the occupied Ay, Az, and i, states accommodate
8 electrons, of which the 6 neighboring host atoms pro-
vide 6 (one dangling bond each), the vacancy complex
with Cd (with 2 valence clectrons) is neutral ([CdV]%),
and the complex with Sn (with 4 valence electrons) is
doubly paositively charged ([SnV]?%). As discussed in [4],
the level sequence is basically the same as for the diva-
cancy, The Cd and Sn-atoms can be considered as Cd®t
and 8Sn*? jons inserted in the center of the divacancy and
only weakly hybridize with the 6 neavest neighbors. The
attractive ionic potentials shift the divacancy states to
lower energies, in particular the fully symmetrical A;,
state. This effect is naturafly stronger for the Sni* ion
than for the Cd?* jon. The same level sequences is ex-
pected for other Bsp impurities.

By occupying the F, state in the gap, different charge
states of the complexcs are realized, i.c. [SnV]}*, [SnV]°,
..., and analogously [CdV]~, [CdV]*~. Both the [SuV]t
and the [SnV]® complexes are magnetic with total mo-
ments of 1 and 2 up, and with small local moments of
(.045 pp (0.008 prp) and 0.091 pp (0.016 pp) on the
Sn site in 81 (Ge). The calculations have shown that siz-
able relaxations of the neighboring host atoms toward the
Sn (Cd) atoms exist, which increase with the electronic
charge.

The hyperfine parameters for the Cd-split-vacancy

complexes are listed in Table I In the split configura-
tion the weak hybridization of the impurity atoms with
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FIG, 2: LDOS projected on the irreducible subspaces of the
Daa group at the Cd site for the impurity split-vacancy com-
plex in Ge.

the six NN atoms results in a nearly isotropic charge
density and a unusually small FFG. Our results are in
good agreement with PAC measurements [2] and allow a
unique assignment of the measured Cd EFG values to the
Cd-split-vacancy complex in the charge state [CdV]™.
For the neutral Sn-split-vacancy complex our results
are in good agreement with available EPR data. The
measured hyperfine field {(-91.02 kG) {1] at the neighbor-
ing 8i atoms adjacent to a SnV complex agrees well with
our calculated value -82.96 kG for the neutral complex.
The measured hyperfine field at the Sn atom [5] is close
to aur calculated value for the neutral Sn-split-vacancy
complex [4]. The caleulated isomer shifts agree well with
unpublished measurements of R. Sielemann.

TABLE I Hyperinefields HF and electric field gradients BFG
at the Cd site for the Cd-split-vacancy complexes in Si and
Ge.

Si host Ge host
system HF [kG) EFG [Mhz] | HF [kG] BEFG [MH z]
v]cdvy® -6.97 -32.69
VicdV]'™™ 218 -27.99 8.5 -55.69
[V|CdIV])*~ -49.47 -79.64
EXP [2 6 + 28.00 + 54.00

We have calculated the structure of impurity-vacancy
complexes for other impurities, in particular for heavy
impurities with larger sizes than Si or Ge atoms. For the
elements Cd, In, Sn and Sb of the 5sp series and the even
heavier element Bi we have found that the split-vacancy
impurity complex is preferred over the substitutional one
by energies between 0.5 to 1 ¢V (see Table IT). This sug-
gests that this complex is the stable one for all oversized

impurities in Si and Ge.

On the other hand, we find that impuritics of the 3sp
and dsp scries, with the exception of Al in Si, prefer the
gubstitutional complex, in most cases rather distorted by
a sizable relaxation of the impurity toward the bond cen-
ter {sec Table IT). In order to discuss the impartance
of impurity size for the relative stability of the substitu-
tional and split configurations we have calculated the lat-
tice relaxations of the isolated impurities of the 3sp, dsp,

TABLE II: Relaxations of neutral impurity-vacancy com-
plexes and substitutional impurities in Si and Ge. The forces
F {in mRy/a.n.) on the impurity atom are given for the
undistorted substitutional-vacancy complex, a negative sign
means forces directed toward the bond center. The energy
differences AFE (in eV) are belween the fully relaxed split-
vacancy and distorted substitutional-vacancy complex. The
stable positions r of the impurities in (111) direction are also
given; 0.5 is the bond-center and 1.0 the substitutional posi-
tion. The values Ar* refer to the NN relaxation of the isolated
impurities (in % of the NN-distance).

Si host Ge host
F AR r | AF F AE r | Ar
Al -224 -0.15 0.50| +2.03 | -0.96 +0.03 0.82| -0.51
Si -4.50 +0.30 0.88) -1.51
P -11.5 +1.27 0.95 +0.04 || -11.7 4081 0.93) -0.7%
Ga +5.37 +0.22 1.04| +0.32 ||+14.6 +1.11 1.04| -1.65
Ge -21.7 +0.530 0.87) +1.13
As 417 +082 0.90) +2.52 || -44{.1 +0.41 087|+1.80
Se -44.9 +0.55 0.92) +7.09 || -37.6 +0.35 0.91]|4+-5.65
Cd -85.2 -1.04{ 0.50 -69.6 -1.01 0.50
In -77.2 -0.69 0.50| +6.02 | -43.2 -0.47 0.50|+3.17
Sn -105. -0.88 0.50| +6.24 | -79.0 -0.60 0.50|+4.18
Sh -128. -0.68 0.50) +7.91| -109. -0.6f 0.50/+6.52
Bi -182. -0.92 0.50|+10.3%| -152. -0.86 0.50|+8.68

and bsp series. In general, we have found a good qualita-
tive correlation of sign and size of the NN relaxations of
the single impurities with the stability of the two config-
urations, although a strict one-to-one correspondence is
not valid. As a rule of thumb we can deline an impurity
as “oversized”, yielding a stable split-vacancy complex,
if the NN relaxation exceeds 3%. There are two excep-
tions: substitutional Al shows only 2% NN relaxation in
Si, yet we find the Al-split-vacancy complex stable, and
Se shows a NN relaxation larger than 5% in both 8i and
Ge, yvet the distorted substitutional complex is stable.
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Rashba effect at magnetic metal surfaces

G. Bihlmayer," 8. Bliigel,! K. Starke,? and 0. Krupin?

! mstitute Theory 1
L Institut fiir Baperimentalphysik, Freie Universitdl Berlin, Germany

In semiconductor helerostructures the Rashba effect allows the manipulation of spin-polarized
electrons in & two dimensional electron gas by an external electric ficld. This tiny elfect is difficult
observe directly or to access with ab initio calenlations. But on some mctal surfaces the Rashba
cffect can be observed as spin-orbit splitting of the surface state. Qur first-principles calculations of
the elean and O covered Gd(0001) surface show a Rashba spin-orbit splitting for the exchange-split
surface state in good agreement with experimental data. We can manipulate the strength of this

splitting by adsorption of O on this surface, as has also been shown cxperimentally.

Exploring the possibility to use the clectron-spin de-
gree of [reedom for storage, processing and trauster of in-
formation is a current focus of condensed matter physics
research [1]. The key issue of future spintronic devices is
to control and manipulate the electron spin wilhout the
need to apply an external magnetic field, whicli becomes
exceedingly difficult to be integrated in high-density de-
vices. Rashba had realized early on [2] that, due to rel-
ativistic effects, electron-spin manipulation could as well
be done using an electric ficld since it acts as a maguctic
field in the rest frame of a moving electron. This cffective
interaction is described by the Rashba Hawmiltonian

Hup=ale.xk) o (1)

and i largest when clectron momentum k, its spin given
by the Pauli matrices o and the clectric ficld along the
unit vector e, arve perpenclicular te cach other. The
Rashba constant a comprises intra-atomic spin-orbit cou-
pling and the effective clectric field strength seen by the
clectron. It is obvious from Eq.(1) that this interaction
exists only when inversion symmetry s broken, either due
to an external field or due o the local crystal symmetry,
e.g. at an interface. Based on this concept Datta and
Das |3] proposed a scheme of a FET type spin transistor,
in which the electron spin is controlled through the gate
voltage and, both, souree and drain arve made of maguetic
electrodes through which spin polarized electrons ought
to be injectod into and detected from a two-dimensional
clectron gas, respectively [3].

The requirement of structural inversion asymmetry for
non-vanishing Rashba cffect is met par excellence by sui-
face {iuterface} states in which electron propagation is
confined to & planc perpendicular to the surface {(inter-
face) potential gradient (along z), i.e. e, L k; is natu-
rally fulfilled {ef. Eq.(1}). The Rashba effect leads to a
measurable splitting of {spin-degenerate) surface bands
when the Rashba constant o in Eq.(1) is sufliciently large,
i.e. when hoth, the spin-orbit interaction and tle electric
field ave large in the surface (interface) region. Extremely
large effects have recently been fouud theoretically and
experimentally on Bi surfaces [4]. The fact, that also on
a nonmagnetic swface the electron has a spin-direction
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FIG. 1: Calenlated surface state dispersion (left} and charge
density (right) of Gd(0001). The two lines correspond to sur-
face states on the upper (emply symbols) and lower (full sym-
hols) swface of the Gd film. The inset shows the magnetic
surface Brillouin zone {BZ) for the indicated magnetization
direction.

given by E¢.(1) can even he abserved in STM Lmages |5)].
Here, we show the existence of a sjzcable Rashiba split-
ting at magnetic metal surfaces, Experiment and ob ini-
ltio calculations reveal a sizable Rashba splitting of the
d—derived surface state at the ferromagnetic Gd{0001)
surface, which increases substantially npon formation of
the ordered O(1 x 1)/Gd(0001) surface monoxide [6].
Calculations were performed using density functional
theory in the local density approximation. We use the
full-potential linearized augmoented planewave method in
film-geometry [7] as implemented in the FLEUR pro-
gram. Spin-orbit coupling is included self-consistently as
described in Rel [8]. The Gd surface was simulated by
a relaxed 10-layer film embedded in semi-infinite vacua.
O was adsorbed on the fco site and its relaxed position
was 0.78A  above the topmost Gd layer. This outcr-
most metal layer shows a strong (18%) outward relax-
ation upon O adsorption, while the innecr layers remain
nearly unperturbed. The magnetic moment was always
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FIC. 2: Calculated surface state dispersion (left) and charge
densily (right) of O/Gd(0001}. The difference of the energy
dispersion of the two swrface states on the upper and lower
surface is shown in the lower panel.

assumed to be in the surface plane in {1000) direction.
We see in Fig. 1 the spiu-orbit split swrface state of
Gd(0001), the splitting heing linear in k. Comparison
with experimental data shows that the size of the Rashha
splitting is in good agreement with the experimental val-
ues. 'U'he dispersion was measured for opposite mague-
tization dircctions showing two branches are oppositely
shifted in Ak wor.t. BZ center. In the caleulation, the
surface was simulated by a thin film having an upper and
a lower surface. Since the polential gradients on these
two surfaces are opposite, we observe the upper and the
lower surface state with the same Rashba splitting that
would result from two calculations of a surface state on
omne of these surfaces but with opposite maguetization,
Adsorption of oxygen leads to formation of an Q layer
on the Gd(0001) surface which exhibits an exchange-split
pair of surface bands originating from hybridization be-
tween Gd 5d and Op states [9]. The calculation shows
that O adsorption strongly mocdlifies the clectronic struc-
ture of the swrface Gd atom (see Fig. 2). The O atom
cdraws charge from the surface Gd (Gd(S) in Fig. 2}. Fu-
thermore, the surface state is now pushed te the subsur-
face Gd layer {cl. right side of Fig. 2) so that it might be
considered as an interface state between the (buik) Gd
and the (surface monoxide) GAO layer. In good agree-
ment with the experimental data we find now the na-
Jjority and minority suwrface stale cccupied and dispers-
ing upwards. The Rashba splitting of the surface states
is found to be more than twice as large for the O cov-
ered surface than for clean Gd(0001), again in very good
agreement with the experimental data. Note, that now
the shift is cpposite for opposite spins and, also experi-
mentally, it changes sign upon magnetization reversal.
From Eq.(1) it is evident that the sign of the inter-
action will change by reversing eilher the magnetization
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direction or electron momentum. The nteraction tlus
leads to a separation in momentum space of clectrons
with equal energies and opposite spins, causing tlie splil-
ting of the spin degenerated band into two hands. As the
surface state of Gd(0001) is of pure majority spin charac-
ter, experimentally no spin-resolved detection method is
needed Lo observe the Rashba effect which, as expected,
is rather a shifl of the band than a splitting. For the
C-induced surface states, both, minority and majority
states ave present and well separated i energy. The op-
posite spin character of the states results in opposite signs
of the Rashha interaction, cf. Tq.(1).

From the calculated charge densities and the decom-
position of the wavefunction in p and d-character, the
increase of the obscrved Rashba-splitting can be traced
hack to a change in the shape of the waveluuction of the
surface state. Since the Rashba constant is largely deter-
mined by the intra-atomic spin-orbit coupling constant,
a slight increase of p-character of the wavefunction in-
creases the Rashba splitting. Irom FFig. 2 we see further,
that both the splitting and the dispersion is a bit larger
for the minority than for the majority surface state.

Although the (Rashba) spin-orbit splitting of the
d((]O[)l) and O/Gd(0001} surface states in T — M and
— K direction appear very shmilar to the splitting of
t.hc Au(111) surface state [10] with an additional (Zee-
man) spin-splitting, onc has to keep in mind one impor-
tant difference: Whereas on a nonmagnetic surface the
spin polarization of an electron is always perpendicnlar
to the electric field and the dircetion of propagation (k),
in the present magnetic case it is defined by the magne-
tization direction. Therefore, in the case of Au(111) the
Ruashba-splitting is identical in all I directions, while on
1d{0001) it is zero, when the global magnetization di-
rection coincides with the propagation cirection of the
electron (i.e. Kz in Fig. 1).

[1] S. A. Wolf, D. D. Awschalom, R. A. Buhrman, et al.,
Science 294, 1488 (2001).
[2] L. 1. Rashiba, Sov. Phys. Solid State 2, 1109 (1960).
[3] S. Datta and B. Das, Appl. Phys. Lett. 56, 665 (1990).
[4] Y. M. Koroteev, G. Bihlmayer, J. 15, Gayone, et al., Phys.
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[9] C. Schissler-Langcheine, R. Meler, H. OLt, et al.,
Rev. B 60, 3449 {1999).
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Lett. 77, 3419 (199G).
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Non-collinear magnetism in 3d nanostructures on Ni(001) and on Feg,;,/Cu(001)

8. Lounis, Ph. Mavropoulos, P. H. Dederichs, and S. Bliigel
Institut fiir Festkarperforschung, Forschungszentrum Jilich, D-52425 Jilich, Germany

Magnetic nanostructures on non-magnetic or magnetic substrates have atiracted strong attention
due to the development of new experimental methods with atomic resolution. Motivated by this
progress we have extended the full-potential Korringa-Kolin-Rostoker (IKKKR) Green function method
to treat non-collinear magnetic nanostructures on surfaces. We focus on the complex magnetism
of 3d impurity nanoclusters, sitting as adatoms on or in the first surface layer of the ferromag-
netic Ni(001) sarface. While clusters of Fe, Co, Ni atoms are magnetically collinear, non-collinear
tnagnetic coupling is expected for Cr and Mn clusters on the surfaces of elemental ferromagnets.
The origin of frustration is the competition of the antiferromagnetic exchange coupling between the
Cr or Mn atoms with the antiferromagnetic (for Cr) or ferromagnetic (for Mn) exchange coupling
between the impurities and the substrate. We discuss also similar non-collinear configurations for
Cr-trimers and tetramers on the fee I%e/Cu(001} surface.

During the last years, extensive theoretical and exper-
imental work has been carried out in the area of com-
plex non-collinear magnetisin, particularly for bulk sys-
tems, but recently also for surfaces and nanostructures.
In fact a lot of interesting physics would be missed if only
collinear magnetic structures were considered. Magnetic
nanostructures on magnetic or nonmagnetic substrates
are attractive to the scientific community due to their
novel and unusnal properties[l] being of relevance both
for theory as well as for the device applications. Once
of these properties is the non-collinear magnetic order
oceuwrring for geometrically frustrated magnetic systemns,
e.g. on a triangular lattice, in disordered sysiems, ex-
change bias systems, and molecular magnets, or for other
systems which exhibil either competing exchange inter-
actions, or an interplay between exchange interaction and
strong spin-orbit coupling,.

The aim of this work is to investigate small 3d
chusters of adatoms on the ferromagnetic Ni{001) and
Fegyp /Cu(001) swrfaces or as impurities (inatoms)
within the first layer of these swrfaces. We use the
full-potential KKR Green function method[2] which we
recently have extended to treat non-collinear magnetic
statesi3).

The basic difference between non-collinear and
collinear magnetisim is {he absence of a naturai spin quan-
tization axis common to the whole crystal. The density
malrix is not anymore diagonal in spin space as in the
case of collinear magnetism. Instead, in any fixed frame
of reference it has the form

o |PidT) Pn(F)] TS

re I | = r) o om{r 1

ptey = |21 )~ Lyl ()
Here, & = (0x,0,,0.) are the Pauli matrices, n(f") is

the charge density and (¥} is the spin density vector,
the direction of which is spatially varying.

3d single adatoms and inaloms

Natural candidates for magnetic adatoms are elements
of the 3d series. As the calculations show, the early
3d atoms Sc, Ti, V and Cr couple antiferromagnetically
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{AT") to the Ni substrate moments, while Mn, Fe, Co and
Ni atoms couple ferromagnetically (FM). Clearly the AF-
FM transition occurs when the adatom atomic number
changes from Cr (7 = 24) to Mn {4 = 25). As regards
the adatom moments, due to its half filled d band, on
Ni(001) the Mn adatom carries the highest magnetic mo-
ment (4.09 g ) followed by Cr (3.48 pug) and Fe {3.2445).
In case of inatoms, the general irend is similar to the
adatom behavior, and the local impurity momeats are
only slightly reduced.

Adatom and inatom dimers on Ni{001)

We focus our discussion here on Cr and Mn first neigh-
bor dimers. For the dimers with other 3d impurities the
local moments are parallel aligned and couple cither fer-
romagnetically (Fe, Co, Ni) or antiferromagnetically (V,
Ti} to the substrate moments. Thus the behavior is dom-
inated by the adatom—substrate interaction and no sig-
nificant amount of frustration exists so that the magnetic
configuration is collinear. However both the Cr- as well
as the Mn-dimer adatoms couple strongly antiferromag-
netically to each other, which is in competition with the
interaction with the substrate atoms, favoring a parallel
alignment, of the dimer moments and being either of an-
tiferromagnetic nature, for the Cr-dimer, or of ferromag-
netic one for the Mn-dimer. Thus frustration occurs and
non-collinear structures can be expected. The important
configurations arc shown in Fig. 1. Here Fig. 1{a) shows
the magnetic ground state for the Cr- and Mu-dimer in
a collinear calculation. The dimmer moments couple an-
tiferromagnetic to each other and are collinear to the
subsirate moments. In this configuration the two dimer
moments are no longer equivalent, resulting in a ferrimag-
netic state. The results of non-collincar calculations are
shown in Fig. 1(b) for the Cr-dimer and in Fig. 1(c) for
the Mn-dimer. In this configuration the Cr-(Mn) adatom
moments are aligned antiparallel to each other and basi-
cally perpendicular to the substrate moments. However,
the weak AF{FM) interaction with the subsirate causes
a slight tilting towards the substrate, leading to an an-
gle of 94.2°(72.6°) instead of 90°. We also observe a
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FIG. 1: Most stable configurations of Cr and Mu dimer on
Ni {in blie) obtained with (a) the collinear KI(R method and
(1b)-(¢) the non-collincar KKR method. Forr Cr{Mn) the rota-
tion angle with respecl to the 2 axis is equal to 94.2°(72.6°)
and the collinear(non-collinear) state is the ground state (see
text). (d) shows a side view of the stable Cr trimer on the fec
Fe(001) swlace (in green), with two Cr aloms pointing down
(the second one cannot be seen), one Cr atom pointing up.
(e} shows the stable Or tetramer on the same fec Fe surface.

small tilting 0.3° (7.4°) of tlie inagnetic moments of the
four onter Ni atoms neighboring the Cr-(Mn-) dimer (the
two inner Ni atoms do not tilt for symmetry reasons).
After performing total energy calculations we finel that
for Cr-dimer the ground state is collinear as in Fig. 1(a)
whereas the Mn-dimer prefers the non-collinear configu-
ration (FFig. 1(c)) as ground state (total energy difference
L\ENCOI—Fcrri = —13.45 me\").

For an estimate of the total encrgy differences, it is in-
teresting (o compare these nen-collinear ab initio results
with calculations hased on the Heisemberg model. We as-
sume a classical spin Hamiltonian in terms of the tilting
angles 8, and #; of the two dimer aloms with respect to
the substrate moments (the azimuthal angles ¢ do not
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enter the expression hecause of symmetry reasons):
H=—Jcr_crtos(f) —02) —dJce—ni(cos 0y +cosfa). (2)

We can evaluate the interatomic exchange constants [
via a fit to the total energy obtained from collinear cal-
culations of the FM, AF, and Ferri configurations. One
directly finds, that the 90° orientation as in Fig. 1(b) is
encrgetically degenerate with the collinear confliguration
in Fig. 1(a), since in both cases the interaction with the
substrate vanishes. However only the configiration of
Fig. 1(a} is an energy minimum or extremum. For the
90° conliguration a small vaviation ol the angles #; and
B2 from the 90 values leads to a linear change of the en-
ergy ~ A#, such that exchange interaction encrgy with
the substrate atoms can be gained by tilting either to-
wards the substrate, as for the Cr-dimer, or away [rom
the substrate, as for the Mn-dimer. The calculated tilting
angles ave in good agreement with the ab initio results.

In order to evaluate the effect of changes in coordina-
tion and hybridization, we have also studicd firsl neigh-
bor dimers in the fArst layer {(inatom dimers). In both
cases we lound again a collinear solution as in Fig. 1{a)}
and non-collinear solutions as in Fig. 1(1) for Cr and in
Fig. 1(c} for Mn, with similar tilting angles. However i
both cases the collinear solution has a lower energy.

Cr Trimer and Tetramer on fec Fe(001)

In response to recent measurcients we have extended
these caleulations to Cr multimers on Fegarr/Cu{001),
te. the Cu(001) surface covered with three ferromag-
nelic monolayers of I c¢ Fe. Here in general the hybridiza-
tion with the substrate is mmuch stronger than for Ni, and
the different non-collinear configurations can he well ex-
plained by the Heisenberg model. The ground state for
the trimer is basically collinear, singe for threc Cr atoms
there is always an uncompensated interaction with the
substrate, which cdoes not oceur for the 90° configura-
tion. Nevertheless by tilting of the wrongly aligned third
Cr momenl some more cnergy can be gained, so that also
this configuration is non-collinear. Fig. 1(e) shows the
ground state for the Cr-tetramer. As one mighl have
guessedd rom the dimer results on Ni(001), all neigh-
Loring Cr moments arc antiferromagnetically aligned in-
plane, with the directions slightly tilted towards the sub-
strate to gain some exchange interaction cnergy.

i1} J. 1. Lau, A. Félisch, R. Nietubyé, M. Reif, and W.
Wurth, Phys. Rev. Lett. 89, 57201, (2002).

[7] N. Papanikolaon, R. Zeller, and P. H. Dederichs, J. Phys.:
Condens. Matter. 14, 2799 (2002).

[3] S. Lounis, Ph. Mavrepoulos, . H. Dederichs, S. Bliigel,
preprint: cond-mal /0509760,
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Dynamical Correlations in the homogenecous electron gas: double plasmon excitations

in simple metals

H. Lustfeld and K. Sturm
IFF, Institute Theory I

Dynamical correlations in the homogeneous electron gas are investigated by evaluating exactly
the leading correction to the RPA proper polarizability that defines the frequency w and wavevector
k dependent dielecric function e{k,w). Oufside the particle-hole (ph) spectrum predicted peaklike
structures in the high frequency tail of the dynamic structure factor due to double plasmon excita-
tions were recently observed in inelastic x ray scatlering spectroscopy {IXSS) on Al and Ne. The
evaluation of e(k,w) inside the ph spectrum is in progress. This will enable us to analyze further
experimental observations inside the ph spectrum of simple metals and assess the quality of the
approximation by checking sum rules and the ground state theorem.

Dynamical correlations in the homogeneous electron
gas are central to time dependent density functional the-
ory, a very active area of research. The aim of the present
investigation is to obtain exact results for dynamical cor-
relation effects with the k and w dependent diclectric
function e(k,w) of the jellium model in the high density
limit. We write e(k,w) in terms of the proper polariz-
ahility 7, (k,w), Le.

e(k,w) = 1 +v(k)m,(k,w) (1)

In many body perturbation theory mp(k,w) is defined
as the sum of irreducible diagrams. The leading cor-
rection to the RPA bubble are depicted in Fig.1 It was

p+k+q} pHq

n= My=

FIG. 1: The wa, 75 and wo diagrams ore lowest order cor-
rections lo the RPA bubble. The wavy lines signify the dy-
namically screencd Coulomb interaction. p, p’, ¢ and k are 4
dimensional vectors including frequency.

demonstrated long ago [1] that a consistent set of dia-
grams generated in selfconsistent approximation (SCA)
must fnchude the me diagrains. It will then give the cor-
rect rg dependence of the compressibility sum rule. Thus
we have

e(k,w} = 1+ o(k)|molk,w +
+wa(lk,w) +wplk,w) + .k, w) + -+ ](2)
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molk, w) defines the well knonw Lindhard dielectric fune-
tlon e,{k,w) = | +v{k)mp{k,w). Although these formal
results were obtained long ago [2] the corresponding ex-
pressions of w4, g and ng involve seven-dimensional
integrals whose numerical evaluations is a formidable
task that prevented computation for arbitrary k and
w until recently [3]. There it was realized that the
sevon-dimensional integrals could be reduced to three-
dimensional integrals by analytical means. Nevertheless
the numerical evatuation of the diagrams is very compli-
cated and as a first step the imagmary part In e(k, w) for
(k,w) outside the ph spectrum was computed, of Fig.2.
Since Im my(k,w) vanishes in that regime we have
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FIG. 2: Fzcitation spectrum of the homogeneous electron gas.
u: upper bound of the ph spectrum w = K + 2k; b: lower
bound of the ph spectrum w = k* — 2k; e lower bound of the
ph-ph spectrum w = K2/2 — 2k. wy denotes the onsct of the
RPA plasmon dispersion wp (k) with the culoff wavenumber
ge. The line 2wy (k/2) marks the onset of pl-pl excitations

f4].

Ime(k,w) = v(k)mlzalk,w) + 7k, w) + molk, w)]
= I'm{eapcik,w) (3)
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Dynamical correlations that constitute I'measgeo(k,w)
outside the ph spectrum were found to consist of ph-ph
excititions, ph-plasmon (ph-pl) excilations and plpl ex-
citations. Comparisons with existing experimental data
on simple melals were very satisfying, Contributions to
the plasmon half width [5]

fep (k. w)
Jw

AE (k) =2 (ImfAHc(k,w) ®

(4)

the high frequency tail of the dynamical structwre factor

Stewy= g [ (5)
W T drZeng i ek, w) |’ Y

and optical absortion of alkali mctals [6]
_AV8,L PGl
3 w3

O‘(w) I??]‘EAB()(G“(),W) (6)
wore considered. These successes stimulated further ex-
perimental investigations on simple metals. In particular,
the predicted peaklike structures in the high frequency
tail of S(k,w) resulting form pl-pl excitations were re-
cently observed experimentally by IXSS [7] on Al and
Na, cf. Fig.3 and Fig.4. The rather suecessful con-
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FIG. 3: Al pl-pl correlation peak extructed from the experi-
menial S(q,w) spectra.

parison with various experimental obseravations is the
impetus behind our effort to complete the evaluation of
e(k, w) by computing fme(k,w) inside the pl spectrum
as well as Ree(k,w). This is the most diflicult part of
the computation because of the singular nature of the
integrands in this (k,w) regime. Work is in progress.
When this is achieved not only structures inside the ph
spectrum obscrved in experiments can be analysed and
compared with the calculated result but also the qual-
ity of the considered approximation could he assessed by
checking Kramers-Kronig rclations and sum rules such as
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FIG. 4: Celculated Al pl-pl correlalion peak for rs = 2.07 on
an absolute scale, broadenced by the experimental resolulion.

the f-sun rule, the conductivity s rule, the thivd fre-
gquency moment sum rule and the ground state theorcin
that relates the excitation spectrum to the ground state
encrgy [8]. This will also shed light on the importance
of diagrams not considered in the present approximation,
such as e.g. second order exchange diagrams whicli inight
he responsible for the discrepancy in the intensity of pl-
pl excitations befween theory and experiment, cf. Fig.3
and Fig.4.
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Dephasing by Kondo impurities: Exact results

T. Micklitz?, A. Altland', 1. A. Costi?, and A. Rosch'
Y Institule for Theoretical Physics, Universily of Cologne, 50937 Cologne, Germuany
2 Institut fiir Festhirperforschung, Forschungszentrum Jilich, 52425 Jilich, Germany.
: (Dated: December8, 2003)

We calculate the dephasing rate due to magnelic impuritics in a weakly disordered metal as
measured in a weak localizalion experiment. If the density ns of magnelic impuritics is sufficiently
low, the dephasing rate 1/7, is a aniversal function, 1/7, = (ns/v) f(2'/1), where T is the Kondo
temperature and # the density of states, We show that inelastic vertex corvections wilth a typical
energy lransfer AL are suppressed by powers of 1/(r,AE) o ng. Therefore the dephasing rale

can be calculated [vom the inelasiic cross section proportional to mwIm? - |md’

2 where T is the

T-matrix which is evaluated numerically exactly using the numerical rencrmalization gronp.

Dephasing, i.c. the loss of wave coherence, is a ubiqui-
tous phenomenon in the quantum mechanics of complex
syslems. It is of relevance to any experiment where both
interforence and interactions play a role and is, there-
fore, of profound importance in all areas of nanoscopic
and mesoscopic physics.

In weakly disordered mctals, the interference of elec-
tronic wave fimctions on time-reversed paths leads to a
characteristic reduction (o1 enhancement in the presence
of spin-orhit interactions) of the conductivity|1]. The
maguitude of this cfiect is controlled by the dephasing
time 7, the typical time-scale over which electrons
get enlangled with their environment (phonons, other
clectrons or dynamical impurities) thereby loosing the
ability to interfere. Fwen small magnrelic fields break
time-reversal invariance thus prohibiting the interference
of thne-reversed paths. Fitting the magnetorcsistivity to
weak localization (WL) theory is a means to determine
the dephasing rate 1/7, with high precision.

Experiments [2| show a puzzling saturation of the de-
phasing rale at the lowest experimentally accessible tem-
peratures T, while theoretically it is expected that in the
limit 'I' — 0 all inclastic process freeze out when the sys-
tem approaches its (thne-reversal invariant and unigue)
ground-state. This has lead to an intense discussion [2
4, 6] as to whether quantum fluctuations can induce de-
phasing at T = 0. We believe that the presence of a
few parts-per-million (ppm) of dynamical impurities —
realized by atomic two-level systems [7] or by magnetic
impritics [8-11] — may be an alternative cause of the
saluration phenomenon.

We consider the Hamiltonian H = Hyp -+ Hg, whace

Ho = /(ldx el (x) [% — i+ V{x)]cg(x) (1)

deseribes ¢lectrons in a weak non-magnetic disorder po-
tential ¥, modcled for convenience by Gaussian white
noise: {V{(x)V (x'})v = 52-8(x —x') where v is the den-
sity of states (DOS), 7 = /v, the clastic scattering Lime
and | the clastic mean free path. The coupling of the clee-

Lrous to a small concentration ng of spin-1/2 hnpurities
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FIG. 1: Bethe-Salpeter equation for the Cooperon ¢! in the
presence of (dilute) magnelic impurities to linear order in ny.

‘v is the bare Cooperon in the absence of interactions and T
the irreducible vertex obtained by adding sclf-energy, elastic-
and inelastic vertex contributions. The crosses with attached
dashed lines denote the averaging over impurity positions x;,
the squarcs the interactions to avbitrary ovder in J.

is described by the Kondo Hamiltonian

Hg=J Zgici(xi)aoa’co'(xi)- (2}

To calculale physical quantities, we have to average over
¥ (%) and the positions x; of the spins, taking into ac-
count the exchange coupling .J to all orders.

We wish to explore the impact of dynamic impurity
seattering on the WL corrections to the electric condue-
tivity. This amounts to computing the impurity gener-
ated "self energy” or ‘mass’ of the Cooperon describing the
colerent propagalion of an electron and a time-reversed
hole in the disorderecd enviromment. As justified in de-
tail n [5), mixed interaction/clisorder diagrams can be
neglected and the prohlem reduces to the solution of the
Bether-Salpeter equation depicted diagrammatically in
Fig. 1{a). To lincar order in ng, the two-particle irre-
ducible vertex I shown in Fig. 1(1;) can be separated
inte three distinet contributions: self-energy diagrams
(the frst two terms in Fig. 1(b)), an ‘elastic’ vertex cor-
reclion with no energy transfor between upper and lower
line, and an ‘inelastic’ vertex where interaclion lines con-
nect the two lines.

Since self-energy and elastic vertex contributions con-
serve the energy of single clectron lines, the solution of
the reduced Bethe Salpeter amounts to a straightforward
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FIG. 2: Universal dephasing rate calculated via NRG. Acci-
dentially, there is alimost no dependence on the dimension .
Nevertheless, the e-dependence of 1/7,(e, T) is important as
can be seen from the comparison to the 1/7,(c = 0,T) curve
(dot-clashed line). The low-T" behavior of 1/, (for d = 1)
is shown in the insct together with the analytic result for
T & T (solid line).

summation of a gecmetric series. Selting the center-of-
mass frequency {1 (see IFig. 1) to 0, the Cooperon obtains
as Co_gle, ¢} = 50=d(c — ¢}/[Dq? + 1/7,(,T)| and
the WL correction to the conductivity is given by

1
— 0.2 / d
=27 fdef (6)/dq 17 (e}'

with the T and ¢ dependent dephasing rate

1 2ng

To(e, T) T

L\O’\\rL
— (3)

ODrude

[ro Im[T(e)] — e TR(P] . ()
The many-body T-matrix [defined by the Green func-
tion Guxr(€) = GY.(e) + G (e)T(e)GY .. (€)] describes
the scattering of electrons from a single magnetic imn-
purity. Together with the numerical evaluation of 1/7,
and the analybic estimate of the leading corrections [5),
Eq. (4} is the main result of this work.

Fitting to Ag = 2T20‘Dmdefddq(qu + ‘?‘,;](T))_],
we next relate our results to the T-dependent dephasing
rates, 7., (T) extracted from experiments. Comparison
with the energy-—resolved representation (3) gives

. [—f(lef’(e)np(e,T)“ﬁ]_ yl=1,3
m = exp[— [def () InTy (e, T)] =2
— [def (e} /74(e, ) L\ WRTe 2 1,

where the last line applies to the case where a strong
magnetic field is present and the Cooperon can be ex-
panded in 1/(wgpT,). (wg is the "cyclotron” frequency of
the Ceoperon.)

The T-matrix in Eq. 4 can be evaluated for arbitrary
values of T/Ty and ¢/Txk using the numerical renormal-
ization group for dynamical quantities [16] (with mod-
ifications suggested in [17]). The zresult is shown in
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Fig. 2 where we define and determine the Kondo tem-
perature T = TIEO) from the T 0 susceptibility
x = (gup)?/ (4TI§(0)). For T » Tk, we confirm {up to nu-
merical prefactors [9, 13)) 1/7, =~ 3wng/(8v In*[T/Ti|}
giving risc to a very weak T dependence for T 2 ' . For
T < 0.3Tk onc observes a crossover regime where 1/7,
varies almost linear in T while at lowest T one obtains
the expected T? behavior.

In conclusion, we have shown that the dephasing rate
due to diluted magnetic impurities can be calculated i-
rectly fram the inclastic eross seetion (4) introduced in
[14]. This result is valid for all types of diluted dynami-
cal impurities as long as typical energy transfers remain
larger than 1/7,. A measurement of 7, for spin-1/2
impurities along with an independent experimental de-
termination of Ti and ng would put our theory to a
parameter—ree test.
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Effect of Dynamical Coulomb Correlations on the Fermi Surface of Nag3Co0,
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The tag quasi-particle spectra of Nap.3Co02 are calculated within the dynamical mean field the-
ory. It is shown that as a result of dynamical Coulomb correlations charge is transfered from the
nearly filled ey subbands to the @14 band. This charge flow is intimately coupled to the spectral
weight transfer from the coherent peaks near the Fermi level to the Hubbard bands and cannot be
understood within the static LIDA+U method which favors a charge transfer from aig to ey states,

The tntercalated layer compound Na,CoO4 has been
intensely studied during the recent years since as a fune-
tion of Na doping it exhibits a variety of fascinating
properties. The relevant valence bands near the Fermi
level consist of Co ty, states with occupancy d®**. For
x = 0.50 — 0.75 an unusually large thermopowoer is ob-
served; for x ~= 0.3 hydration gives rise to a superconduct-
ing transition af 4.5 K. In a narrow region near x = 0.5
the material undergoes a metal insulator {ransition; the
end-member at x = 0 with a single hole per Co atom
mright be a Mott insuiator. In the limit x = 1, since the
filled ts; bands are separated by about 1.5 eV from the
empty ¢, bands, onc finds a band insulator.

In the metallic phase the hexagonal Fermi surface con-
sists of a large electron sheet centered at I’ and six small
hole pockets near I (see Fig. 1). Because of the layered
structure the tp, levels split into a aq, level and dou-
bly degenerate e, levels. The large Fermi surface stems
mainiy from the a;, bands while the small hole pockets
have predominantly ey character. The existence of these
hiole pockets is thought to be crucial for the supercon-
ducting phase. On the other hand, recent angle resolved
photoemission data for x = 0.7 provide evidence only for
a1g bands crossing the Fermi level. To address the ques-
tion of possible modifications of the Fermi surface via
Coulomb correlations not included in the local density
approximation (LDA), several theovetical studies were
carried out within the LDA+U approach. Typically, a
gradual filling of the ¢, subbands with increasing U is
found. In the metallic phase, however, it is well known
that correlations have an important dynamical compo-
nent not captured within the LDA4U.

The aim of this work [1] is to elucidate the possibility
of modifying the Fermi surface of Nag 3CoG2 via dynam-
ical Coulomb correlations. More specifically we focus on
the charge transfer between the paramagnetic tz, sub-
bands. Since only the total electron number is conserved
when correlations are taken into account, the occupa-
tions of individual subbands may vary with the strength
of the local intra- and inter-orbital Coulomb energies.
In a single band picture, the typical effect of dynami-
cal fluctuations is the spectral weight transfer from the
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guasi-particle peak near Ep to the incoherent satellites
associated with the lower and upper Hubbard bands. In
a multi-band material, this spectral weight transfer will
in general be orbital dependent, opening the intriguing
possibility of redistributing electronic charge among the
valence orbitals and thereby modifying the shape of the
Fermi surface.

To investigate these kinds of multi-band correla-
tion effects we usc the dynamical mean feld theory
(DMFT) combined with the Quantum Monte Carlo
(QMC) method. The remarkable result of this work is
that in the metallic domain of Na,CoQOs near x = 0.3

0.5
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FIG. 1: Upper panel: Fermi surface of Nap.sCoO2. LDA: o
symbols; DMFT: + symbols (schematic). Lower panel: tight-
binding fit to LDA band structure of Nap sCoO2; Er = 0.
The e, states near K just above Ep give rise to the small
hole pockets of the Fermi surface.
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FIG. 2: Quasi-particle spectra for metallic Nap3CoQO2 calcu-
lated within the DMFT (solid curves) for I/ = 2 eV, J = U/4;
T = 770 K, Er = 0. Dashed curves: LDA local density of
states, (a) aig states; (b) ey states.

dynamical correlations shift charge from the e, states
to the a,, bands, thereby stabilizing the e, hole pockets
and slightly reducing the a;, Fermi surface. The key rea-
son for the charge transfer from ey to a1, states is the
fact that both quasi-particle distributions exhibit impor-
tant incoherent regions. Since with increasing Coulomb
interaction both a;, and e, spectra consist of incoher-
eni conkributions of approximately equal intensity, their
occupations must approach one another.

Fig. 2 shows the a;, and e, quasi-particle spectra for
Nag.3CoQsg as calculated within the DMFT. The spec-
tra show the characteristic band narrowing near Er and
the transfer of weight from the coherent to the incoher-
ent spectral region. In the case of the slightly narrower
ey band dynamical correlations are large enough to give
rise 10 a lower Hubbard band. Also noticeable is the
substantial lifetime broadening of valence states caused
by excitation of electron hole pairs. The subband occu-
pations are: z, = 0.842, z, = 0.902, which should be
compared to the LDA values n, = 0.797, n. = 0.927.

This trend is in striking contrast to the one found in the
LDA+U which favors integer occupations and leads to a
reduction or elimination of the ey pockets. For a para-
magnetic ta complex with one-fold a4 and two-fold ey
subbands, the orbital dependent potential is given by the
non-diagonal element of the Hartree Fock self-energy in
the ty, basis |2]: EHJJ = §(U—5J), with § = (n.—ng)/3.

z
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Thus, 35 > 0 for U > 57 if ne > 1g, leading to a sep-
aration of a;, and e, band energies. Dynamical correla-
tions associated with the narrowing of the quasi-particle
peak near and the transfer of spectral weight to the in-
coherent. region, which are the prominent characteristics
of the DMFT, are absent from the LDA+U.

The correlation induced band narrowing is consistent
with infrared optical data which show transitions within
the ta, manifold at lower energies than predicted by the
LDA. Also, the dynamical correlations for x = 0.3 might
play a role in the metallic range at larger Na concen-
trations. For x == 0.7, however, additional effects such
as bi-layer splitting of ty; bands and transition to a half-
metallic magnetic phase must be taken into account. Tur-
thermore, for the interpretation of photoemission spec-
tra surface induced single-particle and correlation fea-
tures need to be considered {3]. It is not clear, therefore,
whether the results obtained here for x = 0.3 are in con-
flict or not with photoemission data for x = 0.7,

In sumunary, we have explored the meoedification of
the Fermi surface of Nag3CoQOsz as a result of dynam-
ical Coulomb correlations not included in the LDA nor
LDA+U. The main effect of these fluctuations is the spec-
tral weight transfer from the quasi-particle peak near Ep
to the incoherent part of the spectrum associated with
the Hubbard bands. In a multi-band material, these
dynamical processes are orbital dependent. In partic-
ular, they can give rise to charge transfer between sub-
bands induced via hybridization and interband Coulomb
interactions. The highlight of the LDA band structure
of Nay 3Co04 is the distinctly different filling of the tag
bands, with the nearly full ¢y subbands yielding charac-
teristic hole pockets of the Fermi surface. Accounting for
correlations within the dynamical mean feld theory we
have shown that electronic charge is shifted from the ¢4
subbands to the a;, band, thus slightly enlarging the hole
pockets and reducing the main electron sheet of the Fermi
surface. It would be very interesting to perform photoe-
misstonn and quantum oscillation experiments to verify
the existence of the e, pockets at 0.3 Na concentration.
It would also be desirable to extend the present dynami-
cal calculations to the more complex metallic phase near
x = 0.7 in order to analyze the existing photoemission
data.
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Orbital-Selective Mott Transitions in the Nonisotropic Two-Band Hubbard Model
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The Mott transition in a iwo-band Hubbard model involving subbands of different widths is
studied as a function of temperature using dynamnical mean field theory combined with exact di-
agonalization. The phase diagram is shown to exhibit two successive first-order transitions if the
full Hund’s rule coupling is included. In the absence of spin-flip and pair-exchange terms the lower
transition remains first-order while the upper becomes continuous.

The nature of the metal insulator transition in ma-
terials involving subbands of different widths has been
intensively debated during the recent years. This is-
gue is relevant for the understanding of the effect of
strong local Coulomb inicractions in systems such as
Cag_,Sr.RuQ4. The pure Sr compound is superconduct-
ing below 1.5 K. Iso-electronic replacement of Sr by Ca
leads to an effective band narrowing due to octahedral
distortions and a metal insulator transition, In this layer
perovskite the partially filled Ru g, bands for » = 2
consist of wide dyy and narrow d;,,,, bands. Since the
onsite Coulomb energy lies between the subband widths:
Wazgs < U < Woy, the usual criterion with the parame-
ter U/W as a measuve of the importance of correlations
must be generalized [1, 2]. As a consequence of non-cubic
crystal fields many other transition metal oxides also in-
volve non-equivalent partially occupied subbands.

A key question in these materials is whether the wide
and narrow subbands exhibit separate Mott transitions
or whether single-particle hybridization and inter-orbital
Coulomb interactions ensure a single transition for all
bands simultaneously. In the present work [3] we combine
finite temperature dynamical mean field theory (DMFT)
with exact diagonalization (ED) to determine the phase
diagram of a two-band Hubbard model consisting of non-
hybridizing, half-filled subbands with semi-circular den-
sity of states of width W; = 2 eV and Wy = 4 eV. The
subbands interact via intra- and interorbital Coulomb
matrix elements 7 and U’ = U — 2J, where J is the
Hund’s rule exchange integral. In contrast to the multi-
band Quantum Monte Carlo (QMC) approach, which in-
cludes only Ising-like exchange terms to avoid sign prob-
lenis at low temperatures, ED permits also the consider-
ation of spin-flip and pair-exchange interactions. To be
specific we take J = U/4 which is approximately satisfied
in several transition metal oxides.

"The main result of this work is that the T'/U phase
diagram in the presence of the full Hund’s rule exchange
exhibits two successive first-order phase transitions, with
separate hystoresis loops and coexistence regions. The
intermediate region corresponds to the T > 0 analog
of the orbital-selective Mott (OSM) phase obtained at
T =0in [4]. I spin-flip and pair-exchange terms are
omitted, we find a single first-order transition succeeded
by a non-Fermi-liguid phase, in agreement with previous

50

1.2 | N
] AN (@) J'=J
P T X 10
1 \l*\ﬁ' z, T=25meV | ™ -
N A T dosasd -
~
o8 v & - -
E‘“ 5 meV \T\\XS -
aooe N Y T Ao -
A

1_‘\__ h
04 L T ! v }
1 \\\\ e -‘:;H— ‘.
0.2 ¢ - ‘

2 2.4 2.8 3.2
U (eV)
1'2 n T ¥ T T T T ]
(b} J'=0
N xd
1 T T=2.5 meV e

2.8

FIG. 1: Z; ({7} of nonisotropic two-band Hubbard model, cal-
culated within ED/DMFT. (a) J/ = J = U/f4, (b) J' = 0.
J = U/4. Solid (dashed) curves: narrow {wide) band. Re-
sults for different 1" are displaced vertically by 0.3.

QMC results [5, 6].

Fig. 1(a) shows quasiparticle weights Z;(U) for J' =
J = U/4, where J' denotes spin-flip and pair-exchange
terms. Two critical regions can be identified, each with
hysteresis loops characteristic of first-order phase transi-
tions. Al the lower transition both bands undergo first-
order transitions — but in fundamentally different ways:
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FIG. 2: Phase diagram for nonisotropic two-band Hubbard
model, calculated within ED/DMFT. (a) J' = J = U/4, {b)
J' =0, J = Uf4. Solid dots in (a), (b): stability boundaries
of both subbands near lower first-order transition. Open dots
in (a): stability boundaries of wide band near upper first-
order transition. Dashed line in {b): approximate location
of continuous transition of wide band. Symbols (x): T = 0
transitions obtained in [4, 7]; {+): results for T' = 31 meV [5].
Lines are guides to the eye.

Z1(I7) becomes very small while Zo(U') drops to a finite
value. The narrow band therefore undergoes a ‘complete’
metal/insulator transition, whereas the wide band ex-
hibits an ‘incomplete’ transition to a new, considerably
more correlated phase. This band becomes fully insulat-
ing near 3.0 eV, where it exhibits a weak second hysteresis
loop.

Fig. 1{b) shows Z;(U) for J' =0, J = U/4, i.e., in the
absence of spin-flip and pair-exchange terms. The results
are similar to those in Fig. 1{a), with the important ex-
ception that the wide band above the lower transition
is even more correlated and the upper transition is now
continuous at smaller I/, The lower transition remains
first-order for both subbands. The results in Iig. L{h)
confirm the picture obtained previously within the QMC
for T > 0, J = 0 [5], showing a single first-order tran-
sition near U/ = 2.1 eV, at which the narrow band be-
comes insulating, followed by a mixed insulating/bad-

metallic phase until the wide band hecomes insulating at
7=27¢eV.

The phase diagrams deduced from the ED results for
T > 2.5 meV are shown in Fig. 2. For J' = J as well
as J' = 0 the transition at /;5(T) is first-order for both
subbands. The subsequent transition of 1he wide band at
U727 (T) is first-order for J' = J but continuous for J* = 0.
At UF(T) the metal/insulator transition is complete only
for the narrow band. The wide band first undergoes a
transition to a more strongly correlated phase and be-
comes ruly insulating at the second transition at U2 (T).
The overall shape of the phase diagram for J' = J agrees
with the one recently obtained by Inaba et al. [8].

Quasiparticle spectra derived within the QMC/DMET
for J' = 0 [5] showed that in the intermediate phase the
sclf-cnergy of the wide band at small w,, deviates signif-
icantly from metallic ~ w,, behavior. Accordingly, the
quasi-particle spectra show a pseudogap which for larger
U/ gets more pronounced, indicating progressive bad-
metal, non-Fermi-liquid properties. A true gap opens at
UZ(T). Asindicated in Fig. 2(b), in the absence of spin-
flip and pair-exchange the intermediate phase is a mixed
imsulating/NFL phase and not an OSM phase with co-
existing insulating and Fermi-liquid-metallic subbands.
The same trend is found using the T > 0 ED/DMFT.
Thus, the OSM phase in Fig. 2(a) is the T > 0 analog of
the orbilal-selective Mott phase identified first by Koga
el al. [4] at T = 0.

For the analysis of experimental data of materials such
as Cas_,SrpRuQ, it is necessary to account also for hy-
bridization hetween orbitals. Moreover, spatial Auctua-
tions and deviations from halffilling might play a decisive
role close to the Mott transition. More work is needed
to investigate whether both fivst-order transitions per-
sist in the presence of these effects, or whether the weak
first-order behavior of the upper transition disappears
and only the dominant lower fransition survives as the
common first-order Mott transition for all bands.
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Studying the antiferromagnetic phase of the MHubbard model by dynamical mean-ficld theory
reveals striking dillerences to the static ([artree-Fock) mean-ficld: The Slater band is strongly
renormalized and spectral weight is trausferred to spin-polaron side hands. Already for intermediate
values ol the interaction ¥ the overall baudwidth is larger than in Hartree-Fock, and the gap is
considerably smaller. Such differences survive any renormalization of the interaction strength.

In order to understand strongly correlated materials,
one needs to go beyond the conventional local density
approximation (LDA) [1]. Methods have been devel-
oped like LDAGU [2], where the LDA is supplemented
by a local Coulomb interaction U treated in the static
Hartree-Fock (HF) wmcan ficld theory, and its sibling
LDA4DMET 3], which emiploys the more sophisticated
dynamical mean-field theory (DMIFT) [4]. While it is
generally accepted that LDA+DMET deals more accu-
rately with strongly correlated metals, the computation-
ally simpler LDA+U is considered to be sufficient for
insulators with a large I/ — at least in the presence of
magnetic or orbital ordering. Indeed, LDA+U is widely
cinployed for the caleulation of varicus physical prop-
erties of such strongly correlated insulators. To assess
in how far this approach is appropriate, we analyze the
differences hetween the static and dynasical inean-field
treatment of insulators with leng-range order at inter-
mediate to strong Conlomb interaction . Studying the
autiferromagnetic (AF) phase of the one-band Hubbard
model, we demonstrate that at large 7 dynamic prop-
erties and the structure of excited states are strikingly
different in the Slater (HIF) and the DMFT antiferro-
magnet. More specifically the Slater hands are strongly
renorinalized, most of the spectral weight is translerved
to spin-polaron side bands, and the overall bandwicdth
is proportional to the non-interacting width, instead of
shrinking like 1 /U in HF.

We focus on lavge values of 7. This is made possible by
exploiting technical advances in the inethodology and by
the wnicue capabilities of the JUMP computer. Therehy
we improve the accuracy of the DMI'T calculation to
the point that we can make definite statements not only
aboul the size of the AF gap but also regarding the inner
structure of the (Hubbard or Slater) hands below (ancd
above) the gap. In the Jarge U limit, we can cven make
coutact with the #-J model which has been studied in
DNMFT Ly Strack and Vollhardt. We recover the spin-
polaron peaks of [5] which are however dispersive in our
calculation — an effect ocewrring in ovder ¢2/U? and hence
absent in Rel. [3].

We solve the DMET cquations for the one-hand Hub-
lard model with on-site coulomb repulsion I and a semi-
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exact - s J=D/8 }
2 | e DMFT ; U=8D ;N =25 b

focal spectral function

(U2 D

FIG. 1: Spectral function of the lower Hubbard band. Red:
DMFT solution of the Hubbard model for 7 = 8D and N, =
25; green: exact solution of the +-J model for J = D?/U.
Both spectra have been plotied using the same broadening.

circular density of states N(w) = (2/xD?) VD? — 2
with half-handwidth D, using the Lanczos algorithm
at 7' = 0 for the associated Anderson impurity model
(ATM). A continued fraction expansion of the DMET
Weiss fickls [7] allows us to obtain rcliable spectra in
the intermediate-to-large U region. Moreover, in the AF
phase we can push the number of AIM sites N, to much
larger values than conmnonly possible.

Fig. 1 shows the comparison between the spin-averaged
local spectral function for the Hubbard model, caleulated
with DMET for U = 813 and N, = 25 (red curve), and
the exact spectral function of the infinite-dimensional
(d = co) t-J model with J = D?/U [5]. In both cases, we
show only the negative frequency part of the spectrum,
i.e., the lower Hubbard band centered around w = —U7/2
(the = axis is shifted correspondingly). The shape and
the position of the lowesl energy peaks in the DMI'T
gpectriun are almost independent on Ny, reflecting the
fact that, contrary to the case of the paramagnetic insu-
lating phasc, in the AF phase the peaks do not originate
from the discreteness of the impurity model but have a
true physical meaning [5, 6]: If we start with a hall-filled
autiferromagnet and take an electron out (lower Hub-
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FIG. 2: Bvolulion of the lower Ilubbavd band with U/D. The
solicd gray lines represent the HF spectrum lor U = D and
7 = 8D. In the insel the spectral weight and the quasiparticle
dispersion are shown as a function of U7/ D.

bard band), the hole can propagate through the crystal
without creating double occupancies and hence without
the cost of /. When moving, the hole reaks hiowever AF
houds, with an energetic cost proportional to nJ where n
is thie length of the path through the lattice. As a conse-
quence, diserete peaks appear at distance J which can be
interpreted as spin-polaron side bands |8] for dispersion-
less spinwaves [9]. In the U —oc {J — 0) limit, these spin-
polaron peaks become dense and the lower Hubbard band
recovers the shape and the width of the non-interacting
densily of states, with the important difference that the
stales are now incolierent. The difference between the
position of the DMET and ¢-J peaks i1 Fig. 1, which is
of order D?/U? (i.c., neglected in the t-J model).

It is now interesting to see whether and to what ex-
tend the &J-like features survive with decreasing U. In
IMig. 2, we show fow different cases ranging fromy U = 81
to I/ = D. The spin-polaron structwre turns out to he
surprisingly robust: It is present all the way down to
U/ = 3D, where the spectru still is qualitatively si-
ilar to the spectrun at large U, Only for U ~ D, the
spectrum resembles the Hartree-lock one (full grey line).

A deeper insight can he gained by analyzing the lead-
ing peak of the ITubbard band (the right-most peak in
Figs. 1 and 2): We find that it contimuously evolves from
the weak-coupling Slater (HF) peak. However, its spec-
tral weight Z is dramatically reduced when increasing U
since more andd more spectral weight is transferred to the
spin-polaron side bands, As shown in the inset of Fig. 2,
Z scales as DU for U 2, 2. Althiought a similar scaling
can be found measuring the weight of the first peak in
the {-J spectrum, there is a profound difference in the
nature of the peak: In the Hubbard model it has a finite
dispersion, while in the i-J in d = oo it is completely dis-
persionless [5]. We find that the effective bandwidth w of
this quasiparticle excitation scales as 23 /U2, for large U,
as shown in the inset of Fig. 2. This behavior can be un-
derstood as an effect of the second-order hopping terms
O{1/U?) neglected in the mapping to the f-J Hamilto-
mian. Consequently, we have a quasiparticle renormal-
ization ol the Slater (HF) peak (sce Fig. 2). The width
of this peak shrinks like D?/U and is further reduced by
7 =~ D/U so that altogether w~ZD? /U =D3/U?.

Another striking difference between the Slater and the
DM spectrum is the size of the spectral gap. In HIY
(see again Fig. 2), the Slater peak is located roughly at
the center of the DMIT lower Hubbard band (whose
width is of order W and which is structured by spin-
polaron side bands). Hence, the magnitude of the spec-
tral gap is reduced from the HIY value, at large U from
U to U — TV, This shortcoming of HF questions the re-
liability of static mean-field caleulations for describing
spectra at julermediate or large 7. On the other hand,
the wide use of LDA+U for antiferromagnets or orbitally-
ordered phases with a large gap seems to be supported
by the fact that IIF and DMITT yield the same results for
static groundstate properties, such as magnetization, ki-
netic and polential energy. In practice, U is often used as
an adjustable parameter, c.g., adjusting the LDA+U re-
sulls to the experimental gap. As we have demonstrated,
this is very dangerous since the static properties then be-
come wrong.
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Magnetic Structure and Crystal-field of Pyrochlore Ho,Ru,0,
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The magnetic structure of the pyrochlore compound Ho,Ru,(; was investigated by neutron scattering
techniques. In Ho,Ruy05, Ho and Ru form two individeal networks of corner-sharing tetrahedrons giving
rise to frustration. Magnetic order of Ru** was observed below 95 K. By means of neutron dilfraction, we

had found the Ho™

ions are ordercd below 1.7 I and have spin-ice g =

0 magnetic structure. By the neu-

tron time-of-flight experiments performed on DNS and SV-29, we had observed the transitions from ex-
cited states at 1.7 and 4.5 meV, and the transitions front ground states at 22 and 27 meV. We thercfore
conclude that the crystal-field in Ho,Ru,07 is nearly identical to that of spin-ice pyrochlore Ho,TiO5.

Pyrochlore oxides of the chemical formula A,B,04, where
A is arare-earth ion and B is a transition-metal ion, have the
face-centered-cubic structure with space group Fd3m and
eight molecules of this general formula in a unit cell.
A5B>0; has attracted much attention on account of the un-
usual structure of corner-sharing tetrahedrons which can
produce geometrical frustration and interesting low-teni-
peralure magnetic properties, leading lo exicnsive studies
by both experimental and theoretical physicists. For exam-
ple, Ho,Ti,O; had been identified as a spin ice configura-
tion and has been modelled with an Ising-likc anisotropy
and a net ferromagnetic interaction'. TbyT1,0; is a flue-
tuating spin liquid state at low temperature as explained by
an antiferromagnetic Heisenberg model’.

In RE;Ru,0; (RE = rare earth and Y), Ru has a partially
filled 44 shell and possesses a magnetic moment, while RE
and Ru form two individual networks of corner-sharing
tetrahedrons. 1t was reported that all the RE;Ru,05 show a
specific heat jump in the temperature range 75-160 K which
is correlaled with the rare-earth ionic size™*. Neuwron dif-
fraction studies® on Y>Ru,Q; and NdyRu,0; show growing
integrated intensity at peaks (111) and (220) with de-
creasing temperature. The magnetic order is atiributed 1o
the Ru'* jons because the exchange interaction between the
inmer 4f electrons of rare earth ions is expecled to be much
weaker than the interaction of the 4d electrons of Ru*'. The
magnetic moments of Ru'* are estimated to be 1.36 1y and
1.18 g in Y,Ru,0; and NdyRu,Q5 respectively, Magnetic
effects of Y;Ru;07 and Nd;Ru,O; were also observed in
specific heat measurements”. Tt was explained as antiferro-
magnetic correlated Ru moments, but macroscopically
exhibiling a spin-glass-like behavior duc (o geometrical
frustration. In  Ho,Ru,05, susceptibility data® show slight
irreversibility in zero ficld ccoled and field cooled data
below 95 K, which is in very good agreeciment with the re-
port of measurements of specific heat’, It is interesting to
investigate the ordering mechanism of Ru®* and the most
likely orderings in RE* in the RE;Ru,0; family, and fur-
thermore to study the possible interaction between Ru™* and
RE™.

Ho:Ru;O; polycerystalline samples were synthesized by
solid-state reaction methods. High purity starting materials
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Ho,O; and RuQ; were mixed in stoichiometric proportions,
heated at 850°C for 24 h, pressed into pellets, and then
sintered at 1150°C for 48 h. Because of the high volatility of
RuQO,, the sintering process was performed in a sealed
quartz tube. The powder x-ray diffraction patterns reveal no
impurity in the samples within sensitivity limits of a few
percent, and show the samples to have cubic structure and a
lattice parameter of 10.122 A at room temperature.

Powder diffraction experiinents were performed at SV-7
using both closed-cycle and orange cryostats for different
temperature ranges from 1.7 K to room temperature. A
neutron wavelength of 1.096 A was selected for the diffrac-
tion experiments.
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Fig. 1 (A) A weak magnetic peak occurs between 120 K and
65 K at 111 pesition. (B) Strong magnetic peaks observed

below 1.7 K.
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Fig. 1 (A) shows the magnetic ordering from Ru" which
is consistent with the reported ordering temperature at 95 K.
Fig. 1 (B) indicates an additional magnetic phase transition
cccurting at 1.7 K
magnetic peaks, we conclude that the magnetic ordering
comes from Ho. The magnetic peaks can be indexed in the
q = 0 structure meaning the mwagnetic unit cell is identical to
the chemical unit cell. The best results of Fullprof fit for
the magnetic peaks at [.7 K has an R-factor of 3.57, and my,
= 4.69 U, my = 3.40 pp, m, = .67 Wy for the moments
along x, y and z directions respectively, as shown in Fig. 2.

Fig. 2 the projection on x-y
plan of the magnetic structure
of Ho™ on Ho,Ru,0; m,
=4.69 ug my =340 pp , m,
=(L.07 Uy , M=5.85 1y . R=3.57.
+, - Imean the directions on +z
and —z axis respectively.

In order to understand the nature of the magnetic order
and the ground-state spin dynamics, it ts important in any
hcavy rare-earth system to determine the single ion crystal-
field splittings. We therefore carried out inelaslic neutron
scattering measurements to investigate the low lying crys-
talline electric field energy levels of Ho;Ru,(;. Neutron
diffuse scattering experiments were performed at DNS by
using closed-cycle apparatus for temperatures from 10 K to
rooin temperature. Neutron wavelengths of 3.3 A and 5.25
A were selected for the time-of-flight cxperiments.
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Fig. 3 Time-of-flight spectra taken at (A) DNS using wave-
length 5.25 A, temperature from 10 1o 290 K (B) SV-29
using wavelength 1.58 A, temperature 90 K for different Qs
and their Gaussian fits
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Fig. 3 (A) shows the inclastic time-of-flight spectra taken
at DNS using the neutron wavelength 5.25 A. The intrinsic
transitions from the excited statcs are observed at 1.7 and
4.5 meV and the intensities of the peaks are growing with
increasing temperature. This result is very similar 1o the
published transitions between crystal-field levels in
Ho,Ti,0;°. In Ho,Tiy05, the first ground state transition is
al an energy of about 20 meV, which is far above the energy
range DNS can reach. Neutron time-of-flight experiments
were carried oul al SV-29 between temperature 2 1o 120 K
in an orange cryostat for the purpose of investigating the
excitations at higher energy levels. Fig. 3 (B) shows the
spectra for different Q values at 90 K for neutron wave-
length .58 A at $V-29. Two ground state excitations have
been observed at 194 and 22 meV. Those peaks arc fol-
lowing well the Ho™' form factor intensity decay with Q.
Another ground state excitation was found at 27 meV. We
have good evidence to believe that the erystal field splil-
tings of Ho,Ru,0y and Ho,Ti>,05 are nearly identical.

Since the long range ordering occurs below 2.9 K, the
spin ice delicate balance in the system has been broken so
that the Ho™ moments no longer lie exactly along the
<1 11> direction as observed in Ho,Ti,07 The moment
canting and long range order may come from the influence
of Ru"™. Further experiments arc necessary to understand
the interactions between Ho' and Ru'. Studies on
Ho,Ru, Ti, (07 may also be a good approach to investigate
the hroken balance of the spin ice state at low temperature.
Another mystery in our studies is the crystal field splitlings
below the ordering temperature 2.9 K. The data from SV-29
show the crystal field splitting in Ho,Ru;O5 without ob-
servable change from temperature 2 K up to 120 K even
though long range order occwrs at 2.9 K. In addition to the
static magnetism studies, spin echo experiments had been
proposed to obscrve the dynamical magnetism in Ho.Ru,05.
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The magnetic properties of [Lrn,, [Thar,] superlattices have been studiced for a series of different
compositions {indices denote the number of atomic layers). Medulated magnetic order —as found in
the bulk systemns— is short range and restricted to the Er layers for all samples beside the [Erzo|Ths)
superlattice, the sample with the sinallest Tb layer thickness. We observe antiferromagnetic coupling
between single ferromagnetic Tb layers in all smmples, with the onset of this ordering depeuding on
the Tbh layer thickness. We argue that the cxchange coupling is limited to the interface near region
due Lo competing anisotropies, Therefore long range modulated magnetic order is observed in the
[Erzo|Tbs| superlattice only, where the interface regions overlap.

The magnctic coupling and its influence on the
electronic properties in artificial superlattices at-
tract the interest of scientists [rom a fundamen-
tal and a applied point of view, The different
magneto-resistive ellects are used for example in
reac-heads of hard disks or sensors for the anti-
skid system in cars. But the basic physics behind
the cffects are still subject of investigations.
Magnetic superlattices containing RE metals were
among the first systems, when the field of mag-
netic interlayer coupling came up in the middle of
the eighties. Majkrzak et al. [1] and Salamon et al.
(2] report on long range ordered magnetic phases
throughout a multilayer stack, even if the mag-
netic layers are separated by non-magnetic spacer
layers. The thickness of a bilayer D ranges from
10-100 atomic planes. This coupling was explained

FIG. 1: Schematic view of two bilayers from a super-
lattice sample. The left sketch shows shows a modu-
lated magnetic structured, e.g. a helix, in both layers.
The right. one indicates a ferromagnetic ordering in one
layer and a hetical order in the second layer.

in terms of an extension to the conventional RKICY
interaction, which is responsible for the magnetic
order in RE metals. The conduction clectrons in
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the spacer layer are polarized by the magnetic mo-
ments of the magnetic layers and mediate the mag-
netic information to the next hilayer. Complica-
tious arise, if one combines two maguetic laycrs
with different magnetic structures. How docs the
resulting magnetic structure look like? The struc-
Lure s determined not only by the RIKICY inter-
action, but aunisotropy and magneto-elastic forces
must be taken into account.
We have investigated the magnetic structure of the
[Er|'L'b] system. The two materials have faicly dif-
ferent magnelic propertics. Th orders at a tem-
perature of Ty = 230 K in a helical structure,
i.c. the maguetic moments in one basal plane of
the hexagonal lattice are aligned parallel within
the plane and turn by a given angle propagating
along the c-direction. At T, = 220 K the struc-
ture changes to a ferromagnetic aligmment of all
planes. In Ir the anisotropy favors the alighment
of magnetic moments perpendicular to the basal
plane. At Ty = 82 I the c-axis compouncut of
the moment orders with a sinusoidal modulation
wlien propagating along the c-direction. Below
Ty1 = 54 K a basal plane component develops,
which is aligned in a helical way. A third phasc
transition at 1y = 20 K leads to a cone structure,
i.e. the c-axis component orders forromagnetically,
while the basal planc component stays helical [3].
Neutron diffraction and resonant x-ray mag-
uetic scattering (RXMS) were used to determine
the magnetic structure for a series of supcrlattices
with dilterent compositions. The neutron diftfrac-
tion yiclds an overview of the existing magnetic
structures. The resonant magnetic scattering can
probe the magnetic structure element specific, if
the photon energy is tuned to absorption edge of
the respective clement. The different periodici-
ties of the superlattice and maodulated magnetic
structures give rise to a large number of diffrac-
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FIG. 2: RXMS as a function ol (). measured in ¢ —
# geometry at dilferent temperatures, normalized to
the maximum intensity: RXMS from the [ErgnETl)s]
sample close to the Th Ly, absorption edge (F = 7.518
keV).

tion peaks ay can be seen from the RXMS of the
[Erze|Tbs] superlattice in Fig 2. The reflections
labelled with n¥ correspond to the bilayer thick-
ness (see Fig 1}. From the intensities we deduce
the structwral properties like interface width, lat-
tice constants in the different layers etc.. The re-
Acctions labeled with {2n + 1}/2% correspond to
twice the bilayer thickness. Their origin is purely
magnetic. Therefore we conclude that the Tb lay-
ers order ferromagnetically with an antiferromag-
netic coupling to the next Th layer as indicated in
the right part of Fig. 1. Finally we observe re-
Aections labeled wiili 7%, ‘They correspond to the
modulated magnetic structure, schenatized by the
serewline in Fig. 1. The additional reflections la-
beled with 7* show, that the modulated mag-
netic structure is coherent across several bilayers.
For the samples with thicker Th layers, broad r*
reflections exist. With RXMS, these broad reflec-
tions can be detected only at the Er absorption
edge. We conclude that in these cases the mag-
netic modulation is limited to a single Er layer.
We argue that the exchange interaction, which is
responsible for the modulated magnetic order, is
limited to the interface region. Here the clements
form a kind of an anisotropic alloy. If two interface
regions do not overlap, the different anisctropics
prevent an exchange coupling to the next layer.
For the ferromagnetic layers, the coupling can be
mediated by dipolar interactions, which lead to an
antiferromagnetic coupling. For details we refer Lo
the our recent publications [4, 5].

Surprisingly, we find in the [ErgThs] super-
lattice a coexistence of the modulated magnetic
order and the antiferromagunetically coupled ferro-
magnetic layers in both elements Er and Th. To
resolve this issue we studied recently the diffuse
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polarized neutron scattering under grazing inci-
dence. As an example we present the scattering
of neutrons that kept the initial polarization at 22
I, after the samiple has heen cooled in zero field.
At this temperature we observed hefore the coex-
istence of modulated magnetic order and coupled
ferromagnetic order. The broad intensity distribu-
tion yields the information about the correlation
length of the magnetic order in the growth dirvec-
tion of the superlattice and in plane. As the next
step we will deduce the domain structure from a
modeling of the intensity of all spin chaunels.

In conclusion, neuiron scattering and RXNMS elu-
cidated the origin of the different magnetic phases
found in a series of [Er|Th] superlattices. The neu-
trons uncovered the magnetic structure, while the
RXMS ailowed the investigations of the compet-
ing interactions in Er and Th, respectively. The
combination of both methods has proven to he ex-
tremely valuable for studies of magnetic nanostruc-
tures consisting of different magnetic specics.
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FIG. 3: Diffuse scattering of polarized neutrons at
grazing incidence at 22 K as a false color plot. The
color code refers to the logarithmic normalized inten-
sity.
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Reversal mechanisms for exchange coupled ferromagnet,/antiferromagnet (FM/AF) multilayer sys-
tems have been observed to depend upon the dircctions (6) of the applied field with respect to the
unidivectional anisotropy divection. All FM layers switches sequentially (layer by layer) either by
nonuniforin mode (via domain formation) or uniform mode (via coherent rotation) and also simud-
taneously which is by uniform mode only. The different remagnetization behavior is observed by
specular and off-specular scattering of polarized neutrons. We explain these findings within a gen-
eral and simple model by the angular dependencies for reversal guided by the relative strengths of

exchange, Zeeman and anisolropy energies.

I. INTRODUCTION

When a bilayer system of ferromagnet (FM) layer in di-
rect contact with an antiferromagnet {AF) layer is cooled
beclow the Néel temperature a shift in the hysteresis loop
ts observed. This shift is by an exchange bias field which
is crucial for designing thin film magnetic sensors as spin-
valves. The magnetization reversal in such systems is
complex and are subject to recent studies.

Asymmetric hystoresis loops due 1o different magne-
tization reversal processes in different branches of the
hiysteresis loop are common [1] in exchange coupled
FM(ferromagnet) / AF (anti-ferromagnet) layers.  Theo-
retically Beckmann ef. ol [2] showed that depending
on f, the angle between applied field H, aud the AF
anisotropy axis or the field cooling axis Hpg, the rever-
sal mode is either by coherent rotation (uniform rover-
sal mode) for both loop branches or asymmetric with
a nommiform reversal for the increasing branch. Here
nonuniform refer to the reversal of magnetization with
no component perpendicular to the H, direction which
is esseniially reversal by domain nueleation and growth.

Neutron scattering under grazing incidence with polar-
ization analysis has proven to be an extremely powerful
and unigue technique for the investigation of this phe-
nomenon {sce Ref. [3] and references therein). For one
dimensional analysis four different cross sections can be
distingnished, namely non-spin flip (2,4 and R__) and
spin flip (SF) channels (R4 _ and R_ ). Here, the indices
+ and - to the intensity R represent the polarization par-
allel and antiparallel to the guiding field. Magnetization
rotation is identified by a significant increase of the spee-
ular reflectivities in the SI¥ channels, which correspond
to in-plane magnetization components perpendicular to
the guiding field H, applied collinear to Hyo. Reversal
by domain nucleation and propagation does not provide
enhanced SF intensities, because the magnetization is al-
ways collinear to IT, {shows up in NSF channels only).

Recently we ohserved sequential reversal of the FM lay-
ers in [[rddn/CoFelyg 3] and also in [Co/CoO]zp mul-
tilayers (MLs) [4] which was directly related to the evo-
lution of the grain size along the stack. The nonuniform
reversal of each CoFe layer was found to proceed symmet-
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rically via domain wall imotion for both remagnetization
directions. This reversal mode — gymmetric, but non-
mmiform — corresponds to the situation for # = 0° {or ouwr
polycrysialline ML specimens, unlike usually observed
asymmetric reversals in epitaxial bilayer specimens [1].

II. EXPERIMENT AND DISCUSSION

In the present case we measure specular and
off-specular Polarized Neuntron Scattering from  the
UrMnfCoFeljq specimen along each full magnetization
loop: increasing (negative to positive) and decreasing
{positive to negative) field sweeping direction of the H,
for the hysteresis loop with respect to the divection of
Hype. We show the measurements with 8 =15° for in-
creaging and decreasing fields with respect to Hpe di-
rection in Fig. 1. The specular intensity along the line
a; = ay shows first order and weaker second order Bragg
peaks at a;r = 25 and 50 mrad respectively correspond-
ing to the bilayer thickness.

The fitting of the specular reflectivities for the NSF
and SF channels are done taking into account the non-
ideal polarization efficiencies. Each layer rotates or flips
independently and sequentially with field strength, fan-
ning around in different. dircctions in a certain field which
shows the layer resolved magnetization direction with re-
spect to the I, dircction. On the deceasing field branch:
the bottom layers start flipping fivst followed by the tap
layers as we increase the field strength. On the increasing
branch: the top layers rotate in different directions while
the bottom layers flip back. The flipping and rotation
of layers are scen by the presence/abscnce of SF signals
of different intensities as we sweep the ficld strength on
both branches of the loop.

For 8=90° and 45°, we ohserve a large specular SF
signal 1l along the hysteresis loop, indicating uniform
magnetization reversal by coherent rotation. The fits to
the data are done considering all the layers to rotate co-
herently with the field. The variation is monotonic and
gradually follows the F, direction with increasing field
strengths.

For a finite angle 0, the strength of the anisotropy fiekl
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FIG, 1. NSF and SI' specular reflectivity patierns

{solid symbols) aleng with their fits (open circle) for
[fraaMngo(6.0 nm)/CogpFean(3.0 nm)]ie ML with =15" lor
increasing and decreasing branches of the field.

H 4 (depends on the projection of the FM magnetization
onuto the casy axis) and that of the exchange field of the
AF {IIx) decide on the angle (@) between the cffcctive
ficld Hepp and the Mppr divection. In our system, for
f=15°, we see uniform/non-uniform reversal depending
upon the relative strengths of Hx and I7, fields of each
layer, which is increasing from bottow to top of the ML,
The Il 5 : acted upon cach layer, make different angles
@12 with Mp,p, which decides upon the strength of the
torque for the reversal. Thus, we observe a laycr-hy-layer
reversal meclianism in the stack. A skefch showing the
angles for §=15° when Hy > H, is prosented in Fig. 2.
The angle at equilibrium ¢, for the increasing brauch of
the hysteresis loop (a) makes a large angle with M par.
As the sign of FM maguetization {decreasing branch of
the hysteresis loop) reverses so does the anisotropy field
and the corresponding angle ¢z (b) can be very close to

180° thus a small angle with Mgyp. Larger angle means
larger torque which favors rotation of the magnetization
whereas a small angle favors fiipping by domain wall mo-
tion.

I Ha<Hx

i HFC/easy axis
Uniform reversal (rotation)

tecreasing

Ha Fla
Wy

Nonuniform reversal {domain wall)

HFC/'easy axis

FIG. 2: Sketch showing the Heyy (green) when 8 =15° and
Hx (blue) > [fs (ved). The Mprar (yellow) and H, (vio-
let) are making an angle & and @ respeclively with the easy
axis which is the Hre divection. The effective angles ¢, and
¢z decide upon the torque for magnetizalion reversal via (a)
rotation or () domain wall.

IIL. CONCLUSION

The above observations therefore are understood in
general terms of the torque exerted on the system due to
dilferent effective feld strengths and the corresponding
angles with the maguetization axis. Wc systematically
varied the relative strengths of the exchange and uniax-
ial anisotropies in a single multilayered systemr which is
particularly possible due to sequential switching of layers
with increasing N. All reversal modes are accompanied by
small scale fluctuations of the perpendicular component
of the in-plane magnetization on a length scale compara-
ble to the grain size thus indicating the domain to domain
fluctuations in the system. Qur measurements show a
gradual crossover from layer fipping (cdomain wall mo-
tion) for low torque reginics to coherent rotation for high
torque regimes.  Our experimental findings finally un-
ravel the mysteries of magnetization reversal of exchange
coupled systems and explain earlicr observations of asym-
metric and symmetric hysteresis loops.

[1] M. R. Filzsimmons ef al, Phys. Rev. Lett. 84, 3986
(2000).
[2] B. Beckmann ef al., Phys. Rev. Lett. 91, 187201 {2003).
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[3] A. Paul et al., Phys. Rev. B 70, 224410 (2004).
[4] A. Paul et al., (submitted).
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Unraveling complex ordering in La, Sy.MnO; (x~1/8) with synchrotron X-rays
from below 1 keV to above 100 keV

Y. Su', H.F. Li', D. We1‘1neille3, J. PerBBon’', P. Meuffels?, S. Mattauch', A. chedov“', J. Grabis?,
H. Zabel®, D. Prabhakaran®, A.T. Boothroyds, V. Kaiser® and Th. Briicke!

f[f:.ﬁ'/i!.!f.'e_)‘br Scattering Methods, IFI7/ ZIHS."."HN(_’fOI'E!e’C.’f'()i?fC Materials, [FF
MuCAT, APS, ANL, U.S.A. 7 Institut fiir Experimentalphysik/Festkdrperphysik, Rubr-Universitdt Bochium
*Department of Physics, University of Oxjord, UK. /% Institut fiir Kristallographie, RWTH-Aachen

New insights on complex low-temperature charge and orbital ordering and associated struc-
tural modulations in La,,Sr,MnQO; (x~1/8) have been gained from our latest resonant scat-
tering experiments carried oul int the soft X-ray (~ 600 ¢V) and hard X-ray (~6-7 K¢V) range,
and quantitative high-cncrgy X-ray {(~ 100 KeV) diffraction measurements,

Lightly doped La,,St;MnO; (x~1/8) compound
exhibits a very inlriguing ferromagnetic insulating
(FMI) phase at low temperatures. The exact nature
of this FMI behavior is still being strongly dcbated
in spite of intemsive investigations carricd out
during fast couple of years [1-4]. Nevertheless, the
consensus on the importance of charge and orbital
degrees of freedom has been reached, the central
argoment is now focused on how charge and or-
bital ordering take place. The latest suggestion is
that the localized holes and surrounding e, orbitals
in adjacent Mn cation sites are organized in the
form of so-called arbital polarons, the ordering of
such orbital polarons would lead to a FMI phase
[2-3]. There exist several alternative charge/orbital
ordering models [4-5]. Therefore, this compound
also represents an outstanding example to tackle
complex ordering phenomena in highly correlated
transition-metal oxides {TMO).

To directly detect charge and orbital ordering in a
scattering experiment is far from frivial due to
their small perturbation to the average charge den-
sity of a lattice. The resonant X-ray scattering
(RXS) technique has been tipped to have unique
sensitivity to charge and orbital ordering due to its
spectroscopic characteristics. On the other hand,
non-resonani scattering methods will provide ac-
curate information on the charge-density distribu-
tions of core electrons, and therefore are sensitive
to lattice modulations. To disentangle complex
ordering phenomena, an integral approach has to
be chosen.

The situation concerning charge ordering in this
compound is ameng the most puzzling. According
to the classic ionic charge-ordering scenario Mn'"
and Mn** order periodically, and they can be dis-
tingnished via the chemical shift of the 1s core
level. This chemical shift will lead 1o the

60

occurrence of resonant cnhancement of a charge-
ordering rcflection at the Mn K-edge via a ls—dp
dipolar transition.
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Fig. I Observation of charge orderig by soft X-ray
resonant scattering (above), while no signal is
abserved at the Mn K-edge (below).

However, as shown in Fig. 1(c), no resonance at
the charge-ordering reflection with ¢ = (0,0,0.5) is
observed in our RXS cxperiment carried out at the
Mn K-edge (~ 6.554 KeV), despite the proposed
moedels predicted that the charge ordering should
take placc at ¢ = (0,0,0.5) [4-5]. To clarify the
nature of charge ordering in the FMI regime of
this compound, we carried out soft X-ray resonant
scattering experiments in a UHV scattering
chamber at BESSY-1I. This technique has unique
sensitivity to the charge ordering of 3¢/ elcctrons
via a dipolar transition to an unoccupied 3¢ band,
instead of via indirect chewical shift effects. As
shown in Fig. [(a), a clear resonant enhancement
of ¢ = (0,0,0.5) can be observed near the Mn L;-
edge i.e. at ~ 640 eV. Furthermore, an
extraordinary resonance was also observed near
the so-called pre-edge region (~ 530 ¢V) of the O
K-edge. The pre-edge spectroscopic feature is in
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general interpreted as originating from strong ly-
bridization of the O 2p orbitals with unoccupied
Mn 3¢ orbitals. Thereforc, just similar to the case
in high-Te¢ superconducting cuprates, the charge
degree of freedom in manganites will possess a
strong 2p character. In fact, it is quite astonishing
to notice that the character as a charge-transfer
ingulator (CHD) has been largely ignored in the
physics of manganites. Qur observations with soft
X-rays clearly indicate that the charge ordering
does take place in this compound, however, in a
different form. The classic ionic ordering with in-
teger 3d7 configurations of cations and fully filled
oxygen 2p shells has to be challenged.

Orbital ordering of 3d elections can be observed
by RXS at the Mn K-edge, since the orbital occu-
pancy of single e, clectron in manganites is always
accompanied by local distortions. This local ani-
sotropic structure effects will lead to the occur-
rence of anisofropic anomalous scattering, also
called the Tempelton scattering. Comprehensive
RXS experiments on this compound have been
undertaken at MuCAT, Advanced Photon Source
(APS), USA. As shown in Fig. 2(a), significant
resonant enhancement can be observed in the re-
ciprocal space with ¢ = (H,0,0/2) (H,L ~ odd),
when the photon energy is tuned to the Mn K-edge
at ~ 6.554 KeV. The energy dependcnce of several
superstructure reflections with ¢ = (H4,0,L/2) (I,L
~ odd) is shown in Fig, 2(1). All resonant reflec-
tions disappear when warming the sample above ~
140 K. The characteristic azimuthal-anglc
dependence has also been confirmed, indicating
that this resonant behavior is caused by an
anisotropic effect i.e. orbital ordering.
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Fig. 2 Observation of orbital ordering by RXS at the
Mu K-edge.

It has been known that La; Sr,MnQO; (x~1/8) un-
dergoes several complex laltice modulations and
structural phase transitions in the FMI regime.

However, the nature of these structural
modulations has not been well cstablished.
Therefore,  high-energy  X-ray  diffraction

experiments were undertaken at the 6-1D-D undu-
lator beamline of MuCAT, APS to investigate the
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complex lattice modulations with photon energy
chosen at near or above 100 keV (sce Fig. 3).
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Fig. 3 Investigation of complex lattice modulations by
high energy X-ray diffraction.

A superstructure  lattice modulation with ¢ =
(H72,H72,H) (H~odd) has be observed up to reci-
procal positions with very high ¢ eg at
(10.5,10.5,21) below ~ [40 K. This observation
leads us to suspect that ¢ = (H/2,H2,H) (H~odd)
represents a coherent strain wave modulation. The
strain wave modulation will help 1o stabilize an or-
bital ordering pattern through elastic interactions.

In summary, comprehensive synchrotron X-ray
scattering experiments on one of the most chal-
lenging and complex correlated clectron systems —
lightly doped La;,St,MnO; (x~1/8) have been un-
dertaken, which enable us to finally confirm the
occurrence of charge ordering in this compound
by soft X-ray rcsonant scattering. New insights on
the orbital ordering and unusual lattice
modulations were obtained.

We acknowledge BESSY-II and APS for pro-
viding cxcellent synchrotron beams, and technical
staffs at IFF for their full supports.

[1] Y.Endoh, ef al., Phys, Rev. Lett. 82, 4328 (1999)

[2] J. Geck, ef al., New Journal of Physics 6, 152
(2004)

[3] R.Kilian and G. Khaliullin, Phys. Rev. B 60,
13458 (1998)

[4] T. Mizokawa, ef al., Phys. Rev, B 61, R3776
(2000)

[S] M. Korotin, ef al., Phys. Rev. B 62, 5696 (2000}
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Strain Relief of Heteroepitaxial Bee-Fe Filmis on Mg(001) *

G. Wedler and C.M. Schneider
Institut f. Festhorperforschung “Elekironische Figenschaften”,
Forschungszentrum Jilich, D-52425 Jilich, Germany

We have investigated the strain relief in heteroepitaxial bee-Fe(001) iron films grown on Mg(001)
by means of scanning tunneling microscopy. We find that the tensile misfit strain is relieved during
coalescence of flat, mainly 2-3 monolayers (ML} high Fe islands at the high thickness of ~ 20ML.
To accommodate the misfit between merging strain-relaxed islands, a network of %[111] serew dis-

locations is formed.

The system LI'e/MgO/Fe(001) is highly interesting with
respect to spin-dependent tunneling processes. Theoreti-
cal predictions have identified a coherent tunneling mech-
anism bascd on the symmetry of specific wave functions,
which should lead to extremely high tunncling magne-
toresistance {'IMR) [1]. Recently, experimental evidence
for an enhanced TMR of up to ~ 220% at room tem-
perature has been found in epitaxial and polycrystalline
highly textured layer structures containing MgO tunnel-
ing barriers [2, 3]. As the crystalline ovientation and the
interfacial perfection plays an impertant role in this spin-
polarized tunneling phenomenon, the growth and mor-
phology of the individual layers — also of the magnetic
electrodles — in the Fe/MgO/Fe{001) sandwich are impor-
tant issues. For this reason, we investigated the growth
and the strain relief mechanism of IFe-films on MgO(001).

Epitaxial layer growth often leads to a strain caused hy
the lattice mismatch of substrate and film. ‘L'his strain
may result in structural instability, thus affecting growth
mode and/or film morphology, The Stranski-Krastanov
growth mode is one pathway to reduce the strain by the
formation of 3D islands on top of a continuous wetting
tayer [4]. Anotlier mmechanisim is the inteoduction of misfit
dislocations without the formation of 3D islands [5].

Whereas the strain relicef in cpitaxial films has Deen
studied extensively for fee-type systems, the respective
behavior of the bee-class is less well known. A major
difference of the bee to the fee lattice is a higher activa-
tion barrier for dislocation glide. This results in a low
mohility of («/2){111) screw dislocations in the plastic
dleformation of bee bulk materials, and may also affect
the nuclcation aud glide of dislocations in hee films. In-
deed, previous thickness dependent stress measurements
in the Fe/MgO(001) system revealed a relief of the ten-
sile strain only above a thickness of 2-3 nin (15-20 atomic
layers) [6], which is more than twice the critical thickness
expected from energy considerations [5]. Since the sub-
strate has an fee structure, the transmission of disloca-
tions between substrate and film is suppressed. Thus, the
dislocations are confined to the hee-Fe film, which allows

*work performed in collaboration with A. Tramperl and R. Koch
(Paul-Drude-Iustitul fir Festkorperclektronik, Berlin)
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us to study the dislocations in the film itself. Qur in-situ
scanning tunneling microscopy (STM) studies (Fig. 1) re-
veal the merging of 2-3 monolaycr thick islands at the
surface of the 2-3nm films, in the course of which a net-
work of screw dislocations is formed, as the dominant

10 nm

11G. 1: Strain relaxation in Fe/NMgO{001) as seen by STM:
{a) 800 x 600um?* image - 7.5um Fe film grown @ 570K;
film surface showing a dense array of ~ Ll high {cf. line
scan) square islands on top of a 6nm thick continuous layer;
each island contains scrow dislocations. Insct: 180 x 180 um®
zoom of the screw dislacations. (b) 36 % 26nm” image - 5
nm Fe film grown @ 520 K: formation of screw dislocations
{(arrow) during island coalescence. (¢) Respective 19 x 12 nm?
image — island with borders raised by ~ 0.03 mn due to lattice
contraction (cf. Fig. 2); single scan along dashed line.
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I'1G. 2: Sphere maodel (top view) illustrating the mechanism of
strain relaxation in Fe/NMgO 001: The blue spheres represent
the uppermost (001) planc of the expanded and thus highly
strained continuous Fe(001) layer {misfit is exaggerated for
reasons ol clarvity, sce text). Upon coalescence of the two
strain-relaxed 2D islands (hright spheres} a screw dislocation
is formed in the contact region.

mechanism of strain relaxation.

“Ihie straiu investigations in Rel. [6] showed that the Fe-
films are highly strained up to a thickness of ¢ = 2—3 1.
Ouwr STM study proves the Fe films to be continuous for
t > 1.3nm; at lower thickness steps of the insulating
substrate inhibit long-range conductivity ncecssary for
STM ivestigations. Fig. 1(a) displays an STM image of
a 7.5 nm thick Fe film grown at 570 K to MgO{001). Ac-
cording Lo the strain data, at this thickness the Fe fihn is
in a stage wheve the relief of misfit strain progresses. In-
terestingly, the entive film surface is pattorned by a dense
atray of square islands with heights of about Tum [cf.
line scan of Fig. 1{a)], sitting on top of a continuous I
layer of about 6 nm. The mcaun island length is ~ 28 nm.
Fach island containg at least one, olten lwo (right- and
lefthanded}, screw dislocations [cf. inset of Fig. 2(a}]. Our
STM studies thus clearly disclose that in the casc of bee-
Te(001) fihns — in contrast to fec films - a large mumber of
screw dislocations is formed upon strain rvelaxation. At
thicknesses ¢ < 2.5 mm no serew dislocations were found.

Fig. 2 sketches a realistic mechanisin for the insertion
of serew dislocations into a growing (001} film. The blue
spheres in Fig. 2 represcut the uppermost {001) plauc
of the biaxially expanded coutinuous e layer (~ Gum
thick). Tor reasons of clarity we increased the misfit of
the sphere model to ~ 11%, i.e., requiriing an additional
row every nine rows for complete relief of the misfit strain.
Far comparison, in Fe/MgO 001 with a misfit of 3.5%
insertion of an additional row cvery 29 lattice distances
(~ 9mn) is sulficient. The two 2D islands in IFig. 2 -
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growing on top of the strained (001) plane — have relaxed
the strain. Due to the reduced lattice spacing, only the
atoms in the ceuter of the square upper island of Fig. 2 sit
in the fourfold hollow sites of the bee Jattice (indicated
by HJ. Atoms near the step edges are shifted Lo energet-
ically less favorable bridge sites {B) as well as to on-top
sites in the fouwr corners (T). In the lower part of Fig. 2 a
second 2D island coalesces with the upper island. At the
contact region atoms of thic lower island (marked by 2)
have moved beneath the edge and the corner atoms of the
upper island (marked hy 1), thus pushing them upwards
onto top sites of the bee lattice. Due to the strain relax-
ation in thie lower island, a reversed situation is obscrved
farther to the left in Fig. 2, where atoms of the square
island lie underneath {i.c., 1° below 2'). A closer look
reveals that the restructuring of the conlact region has
created two screw dislocations with («/2){111) Burgers
vectors, suggesting that island coalescence may provide a
natural way to insert screw dislocations in Fe/MgO(001).

That island coalescence indeed plays a crucial role in
the formation of screw dislocations is supported by the
data in Fig. 1(1b). It shows a 5nm thick Fe film, grown
al a lower temperature of 520 K. Due to the reduced sur-
face dilfusion at 3201< the island shapes are less regular
and therefore still contain information of the islad co-
alescence. The marked island (arrow) — being only one
example out of wany — has emerged from coalescence of
two smaller islands, In agreement with our model {Fig. 2}
two serew dislocations have formed, with their coves lying
in the boundary region. Notice also the island in Fig. 1(¢)
with its horders raised by ~ 0.03 mn, thus indicating the
lattice contraction as illustrated in Fig. 2.

Our results (details ¢f. [7]) lead to a conclusive pic-
ture of the strain relief in a hec-metal fitm. Coalescence
of islands of appropriate height provides an cnergeti-
cally favorable path for the nucleation of dislocations,
wherehy screw dislocations accommodate the misfit be-
tween merging islands is. Interestingly, there is a pro-
nounced preference for forming screw dislacations which
is in clear contrast Lo the strain relief in fee films. The
strong harrier for dislocation glide - which is typical for
ree metals — is most likely responsible for the delayed
onsct of strain relief in Fe/MgQ(001). In fact, strong
Larriers for dislocation glide might provide a general ex-
planation for the large kinetic barriers to inject disloca-
tions in heteroepitaxial systems.

[1] W. II. Butler el al., Phys. Rev. B 63 (2001) 054416.

[2] S.S. P. Parkin el al., Nature Materials 3 (2004) 862.
[3] S. Yuasa et al.,, Nature Materials 63 (2004) 868.

[4] E. Bauer, Z. Kristallogr. 110 {1958) 372.

[5] J. H. Van der Merwe, J. Appl. Phys, 34 (1962) 123.

[6] R. Koch ef el., J. Magn. Magn. Mater. 159 (1996) LL11.
[7] G. Wedler et ol., Phys. Phys. Lett. 93 (2004) 236101,



IFF Scientific Report 2004/2005

Sub-Nanosecond Time-Resolving X-Ray Photoemission Electron Microscopy:
Incoherent Magnetization Rotation Observed in Permalloy Microstructures®

C.M. Schneider and A. Kuksov
Institul [ Festhkorperforschung “Elektronische Eigenschaften”,
Forschungszentrum Jilieh, D-52425 Jiilich, Germany

We carried out time-resolved X-ray pholoemission electron microscopy (TR-XPEEM) on Permal-
loy microstructures. The stroboscopic experiments leature a time-resolution of A7 < 130 ps. We
cbserve a strong influence ol incoliereni. magnetization votation processes, leading to a significant
transient stray-feld formation at the edges of the microstructure.

A solid understanding of the micromagnetic processes
which determine the dynamics of magnetization rever-
sal is mandatory for a further improvement of cxist-
ing devices and the evaluation of new magnetic writ-
ing sirategies. These processes comprise domain nu-
cleation, domain wall motion, or incoherent and coher-
ent magnetization rotation. Although some knowledge
can be gained from spatially integrating over the sam-
ple response, a much more detailed picture wiil cmerpe
from laterally resclving techniques. Dircet imaging of
fast magnetization reversal rewains a considerable exper-
imental challenge and has long been & domain of magne-
tooptical technicues [1]. However, recent years have wit-
nessed the advancement of new powerful magnetic mi-
croscopy techniques hased on the usc of synchrotron ra-
diation [2, 3]. The successful implementation of nanosec-
ond time-resolution intoe X-ray photoemission microscopy
(XPBEM) was demounstrated just recently [4-G].

We describe stroboscopic XPEEM studies on Permal-
loy microstructures with a time resolution of 130 ps. The
TR-XPEEM experiments have been performed at the el-
liptical undulator beamline ID 08 at the ESRFE using a
dedicated photoemission electron microscope. The ex-
periments described below employed ESRI?s “i16-bunch”
mode, which delivers light pulses of about 106 ps width
and about 176 ns repetition time. A bunch marker fram
the storage ring was uscd o trigger a magnetic field pulse
of about 10ns width. The time delay between field and
light pulsc was set by a switchable delay unit {see scheme
in Fig. 1).

The samples comprised 100 wide Cu microstrip
lines of 200nm thickness. The maguetic sample was
placed on top of the stripline and consisted of a bilayer
(40 NigiFejg, 2nm Cu), which had been lithograph-
ically patterned into elements of different geometrical
shapes and sizes (sce also Rel. 4). A short current pulse
through the micro stripline generated a transient in-plane
magnetic ficld at the position of the microstructures.

*work performed in collaboration withh A. Krasyuk, A. Oelsner,
D. Neeb, 3. A. Nepijko, G. Schonhense (J.-Gutenberg Universitit
Mainz), J. NMorais (Instituio de Fisica - UFRGS, Porto Alegre,
Brazil), C. de Nadal, and N. B. Brookes (ESRT, Irance)
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FIG. 1: Principal set-up of the time-reselved XPEEM exper-
iment.

In Fig. 2 we show a sequence of domain images {Ni L
XMCD contrast) taken along the rising edge of the field
pulse {AB/AL ~ 1mT/ns) with a delay step width of
At = 125 ps. Prior to the field pulse, both elements re-
veal Landau-like domain patterns [7]. This proves the
sample to reproducibly be driven back into the samce
state after cach ficld pulse cycle by the demaguetizing
ficld. With increasing strength of the transient field, we
start to see chavacteristic changes in the domain config-
uration, which are highlighted by forming differences of
subsequent images {Fig. 2, bottom row). The diffcrence
images exhibit clear structures indicating an actual time
resolution well below the chosen delay step width.

We note that the dominant changes in IMig. 2, i.e. the
formation of stripe-like domains, appear alternatingly in
the triangular domains on the right aud left hand side of
the bar, respectively. In the static case, these domains
have a magnetization vector M opposite to the direc-
tion of the transient field f;'(!) generated by the current
pulsce througl the stripline. Domains with M I ﬁ(l‘) ex-
hibit only a homogeneous contrast level. A magnetic field
pulse of opposite sign creates a stripe-like pattern in the
opposing Lriangles, clearly demonstrating the orientation
between M and H(t) to be responsible for this behavior.
Similar observations are made with a hipolar pulse.
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FIG. 2: TR-XPEEM domain images of NigiFeiy rectangular
bars (20 pmx80 prm and 40 pmx80 pm size) taken along the
rising edge of a unipolar magnetic field pulse at t = 0 (a), 125
(b), 250 {c), 375 {d), 500 {e) and 625 ps ({). Directions of light
incidence and pulse field H are given, together with a sketch
of the particle domain structure in the intitial state. Bottom
row: subsequent differences between images (b} to (f).

Images taken at smaller field of view reveal more de-
tails of the dynamic hehavior. Fig. 3 shows the domains
in the upper part of the narrow bar at £ = 0 (a), 1.75
(b), 7.875 (¢) and 10.875ns (d} after the onset of the
field pulse (upper panel). The Landau pattern (Fig. 3e)
at ¢ = 0 (PFig.3a) proves the fully relaxed initial state.
For comparison, the changes cxpeeted during a slow re-
versal process are given in Fig. 3f. The applied field I
should move the domain walls, expanding the domain
with M || H on the expense of the others. In particular,
the domain with M || F(t) should shrink, causing the
central vortex to shift to the right. Also in the pulsed-
field case, the domain with M || H(£) grows in the applied
field, while domains with A7 LH(#) shrink. The domain
with M | B (), howcver, breaks up into stripes, which
cover almost the same area as the original domain. Asa
consequence, the vortex seems to split up into substruc-
tures, which move along the initial position of the domain
walls with inceasing field strength. Reconstructing the
magnetization distribution from the grey levels in Fig. 3¢
reveals a complex transient domain pattern (Fig. 3g).

The explanation or our findings rests on recent work
of the Freeman group [8, 9]. We attribute our observa-
tions to the action of incoherent rotation processes in the
magnetization. The important difference to the above
time-resolved Kerr microscopy experiments of Freeman
et al. is the lack of a static guiding field. Its role s taken
by the demagnetizing field of the element, which stabi-
lizes the Landau structure. In an incoherent rotation
process, the homogeneous magnetization breaks up into
a system of elongated regions, in'each of which the lo-
cal magnetization vector rotates into an orientation close
to M 1LH(t). The rotation is not restricted to the film
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FIG. 3: Domain images of the upper part of the narrow reci-
angle in Fig. 2 mapping the field pulse (top panel) at ¢ = 0
(a), 1.750 (b), 7.875 {c) and 10.875ns (d). Area marked by
rectangle in (d) is stretched x5 in horizontal direction (h).
Schematic images of expected hehavior of the Landau struc-
ture {e) in a slowly varying field (f) and formation of a stripe
pattern at £ = 7.875ns after the leading edge of the pulse (g).
White line in (h) traces the deformation profile AB along the
particle edge.

plane, as the transient domain patterns observed by the
Freeman group revealed also sizable components of M
normal to the film plane. Probing these components wilt
be an interesting aspect in future vectorial TR-XPEEM
investigations, The microscopic origin of this incoher-
ent rotation is not yet fully understood. We suggest,
however, that it may be associated with structural (edge
roughness) or magnetic inhomogeneitics (mmagnetization
ripple) of the sample. Further details may be found in
Ref. [10].

[i] M. R. Freeman and W. K. Hiebert, in Spin Dynamics in
Confined Magnetic Structures I, eds. B. Hillebrands and
K. Ounadjela (Springer-Verlag, Berlin, 2002)}.

[2] C. M. Schneider and G. Schinhense, Rep. Prog. Phys.
65 (2002) R1785.

[3] P. Fischeret al., J. Phys. D: Appl. Phys. 35 (2002} 2391.

[4] A. Krasyuk et al., Appl. Phys. A 76 (2003) 863.

[6] 1. Vogel el al., Appl. Phys. Lett. 82 (2003) 2299.

[6} 5.-B. Choe et ol., Science 304 (2004) 420.

[7} A. Hubert and R. Schifer, Magnetic Domains: The
Analysis of Magnetic Microstructures (Springer-Verlag,
Berlin, 1998).

[8] M. R. Freeman et «l., J. Appl. Phys. 83 (1998) 6217.

[9] W. K. Hicbert ef al., J. Appl. Phys. 92 (2002) 392,

[10] C. M. Schneider et al., Appl. Phys. Lett. 85 (2004) 2562,
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Magnetic domains in mesoscopic ferromagnets: simulations and experiments

Riccardo Hertel
Institute of Solid State Research (IFF}, Research Center Jillich, D-52425 Jilich, Germany

Micromagnetic simulations are an indispensible tool to the study the magnetization in mesoscopic
particles. A comprehensive picture of magnetic domain structures can be obtained by combining ac-
curate simulation results with high-resolution magnetic imaging techniques. Magnetic structures in
lithographicallly prepared rectangular Co thin-film elements and in sclf-assembled, monocrystalline
Fe/Mo(110) particles have been imaged with X-ray maguetic circular dichroism with photoemission
clectron microscopy {XMCD-PEERM). The resulis of the micromagnetic simulations are in excellent
agreement with the experimental observations, In addition, the simulations provide information
that is not available experimentally. This includes the energy of the magnetization states and a
fully fhree-dimensional description of the magnetization ficld. The latler point is particularly im-
portant in samples of mesoscopic lateral size and of elevated thickness {ca. 100 nm and more).

The size and the shape of a ferromagnetic particle can
have a drastic influence on its magnetic properties and
on its magnetic domain structure, The influence of the
particle size appears most clearly in the so-called single-
domain limit [1}, which describes the transition from a
virtually homogeneous, single-domain arrangement of the
magnetization into a multi-domain, flux-closure magne-
tization structure with increasing particle size. The im-
portance of the particle size is connected with the exis-
tence of a material-specific length scale, the so-called ex-
change length. In soft-magnetic materials, the exchange
length & = /24/ g M2 (M saturation magnetization,
A: ferromagnetic exchange constant) represents a niea-
sure for the exfension of magnetic inhomogeneities like
domain walls or vortices and is typically in the order of
soveral nm. When the particle size is significantly below
or significantly above the exchange length, the magnetic
structure is in a single-domain or in a multi-domain state,
respectively. This is obviously only a rough cstimmation,
and accurate computer simulations are required to estab-
lish the precise single-domain limit [2], which does not
only depend on the particle size but also on its shape.
In sub-micron sized, soft-magnetic thin-film elements of
a few hundred nm size and several mm thickness, a vel-
atively large but finite number of magnetization states
can occur. The lateral confinement of the magnetization

I1G. 1: Magnetic domain structures in Co thin-film elements:
Experiment (left) and simulation (right). The size of the par-
ticles is 1200 nm x 400 nm x 26 nm. The simulated struc-
tures correspond almost exactly to the contrast obtained in
the XMCD-PEEM experiment.

66

limits the number of possible magnetization states, since
only a few domain walls can be sustained in such small
particles and their position inside the sample is deter-
mined by finite-size effects. A theoretical understand-
ing of the occurence of different magnetization states in
mesoscopic, soft-magnetic thin-film elements is impor-
tant from a technological point of view, because such
elements are eniployed in modern magneto-electronic de-
vices. But it is also of fundamental importance for the
study of the magnetization in confined magnetic struc-
tures.

The zero-ficld magnetic structures in rectangular
20mm-thick Co elements with aspect ratios of 1:1, 1:2
and 1:3 and widths of 200, 400 and 600 nm have heen
investigated experimentally by means of XMCD-PEEM
and simulated with a custom-developed micromagnetic
code based on the finite-element method. Several differ-
ent (metastable) magnetization states can occur in such
particles. The first aitn of the study was to investigate
and categorize all of these domain structures. In a sec-
ond step the probability of finding each magnetization
state for different aspect ratios and sizes has been deter-
mined with a statistical evaluation of the experimental
data. The micromagnetic simulations are finally used to
investigate to which extent this probability is conneeted
with the energy of the magnetization state. In ferromag-
ntic particles, the magnetization state is usually deter-
mined by hysteretic effects, i.e. by the magnetic history
of the samiple. If the particles were exposed to a strong
magnetic field, they would remain in a magnetized state
after the field is switched off. Several metastable mag-
netization states would then not be accessible due to an
insurmountable energetic barrier. To observe these mag-
netization states and to obtain a meaningful statiscs it is
therefore essential that the particles are in the so-called
virgin state, i.e. that they have not been exposed to a
magnetic field after their fabrication.

The samples consisted of lithographically fabricated
arrays of particles of same size and thickness. The mmi-
ber of elements ranged from 100 for the smallest (200 mmn
width and 1:1 aspect ratio} to 18 for the largest (GO0 nm
width and 1:3 aspect ratio). The spacing between the el-
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FIG. 2: Topography, magnetic domain structure and simulated magnatization distribution in five Fe/Mo(110) islands of difTerent.
size and shape, The XMCD-PEEM images [middle row) reveal unusual, distorted magnetic domain patterns on the top of the
islands. This observation is reproduced by the simulations (bottom row).

ements was sufficiently large to safely rule out any signifi-
can stray field coupling. In the simulations, ten different
magnetization states have heen obtained, all of which
have also been found in the experiment. Fig., I shows
a typical example of experimental results and simmlated
structures [3]. The different domain states observed in
the arrays have heen counted and their frequency of oc-
currence has been compared with the computed cnergy
of the structures. The results indicate the existence of
a correlation between these two quantities: The magne-
tization state with the lowest energy is most frequently
found, while high-energy states occur much more rarely.
In spite of this qualitative correlation, some exceptions
have also been found. The statistical correlation between
the energy of a magnetization state and its probability
of observation must therefore be considered to be rather
a tendency than as a strict correspondence. A more de-
tailed discussion on this study and on the results is re-
ported in Ref. [3].

In a technically similar, bhut topically guite different
study, magnetic domain struetures in three-dimensional,
mesoscopic Fe particles have been investigated by com-
bining finite-element inicromagnetic simmulations with
high-resolution XMCD-PEEM imaging. The motivation
of this study was Lo extend the relatively well established
knowledge of two-dimensional magnetization structures
in thin-film elements to particles of elevated thickness.
As a model system to study three-dimensional magneti-
zation structures in mesoscopic particles, self-assembled,
monocrystalline Fe islands of about 1.5 g size and sev-
cral 100 nm thickness have been grown on an atomically
flat Mo(110) substrate. The shape of the sample has been
determined by means of low-energy electron microscopy

(LEEM), and the magnetic contrast was obtained with
the same instrument by means of XMCD-PEEM. A large
nunther of Fe islands of different shape, size and thick-
ness has been examined. Fypical LEEM images of such
particles are displayed in the top row of Fig. 2. The
corresponing XMCD-PEEM images and the simulated
magnetic structures are shown in the rows helow. The
sample shape obtained from the LEEM images was uscd
in the siimulations to create a finite-element model of the
sample. The geometrical flexibility of the finite element
wethod is particularvly important in this case, since the ir-
regular, hexagonal shape of the particles and the inclined
lateral facets of the islands are very difficult to simulate
with the frequently used finite-difference method. Adap-
tive mesh refinement methods have heen used to locally
increase the accuracy in regions of strong magnetic in-
homogeneities, thereby obtaining precise solutions of the
three-dimensional vector field of the magnetization.

The XMCD-PEEM results, which display one mag-
netization component on the top swrface of the island,
yield unnsual, asymmetric domain patterns. In contrast
to this, the well-known Landan-type flux closure pat-
terns in thin-film clements are almost perfectly symmet-
rie, as show, e.g., in the second image in the right panel
of Fig. 1. The simulation results are again in perfect
agrecment with the experimental observations. However,
the simulations provide a complete three-dimensional de-
seription of the magnetization inside the sample, which is
not accessible in the experiment. This possibility to ana-
lyze the internal structure of the magnetization is essen-
tial for understanding the surprisingly asymmetric mag-
netic structures observed in the experiment. A detailed
description of his extensive study is reported in Ref. [4].

[L] A. Yamasaki, W. Wulfhekel, R. Hertel, S. Suga, and
J. Kirschner, Phys. Rev. Lett. 91(12), 1272011 (2003).

(2] R. Hertel, 7. Metallkd. 93(10), 957- 962 (2002).

[3] S. Cherifi, R. Hertel, J. Kirschner, H. Wang, R. Belkhou,
A. Locatelli, 5. Henn, A. Pavlovska, and K. Bauer, J.
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Self-Trapping of Magnetic Oscillation Modes

A, Krasyuk,! F. Wegelin," S. A. Nepijko,! H. J. Elmcas,! G. Schénhense,' M. Bolte,? and C. M. Schucider®

{Universitil Mainz, Institut fir Physik, D-55128 Mainz, Germany
2Institut fir Angewandle Physik, Universitit flomburg, D-20355 Hamburg, Germany
#Institut fiir Festhirperforschung, Forschungszentrum Jilich GmbH, D-52425 Jilich, Germany

Under the influence of an oscillatory magnetic ficld the Néel wall in an initial classical Landau
pattern may shill quasistatically away from the center, corresponding to an induced magnetic mo-
ment perpendicular to the cxciting ficld. This effect is caused by a self-trapping of the dominating
spin-wave mode when the systen is excited just below the resonance frequency, the basic driving

mechanism being entropy maximization.

The magnetodynamics in nanostructures is a key is-
sue in magnetic data storage techuology. The high
frequency limit has vecently attracted considerable at-
tention [1-8], as advanced magnetic recorcling concepts
push the switching time inte the gyromagnetic regime,
In mesoscopic elements the high freguency behavior is
cdlominated by confired spin-wave cigenmodes. So far,
most studies have addressed the siinplest case of quasi-
monodomain elements, whereas in larger microstructures
multidoriain configurations prevail. Thin rectangular
platelets of Permalloy (Nigplesp), for example, often ex-
hibit a Landau flux-closure structure comprising a Néel
wall in the center (G].

In our studies we focused on the magnetodynaniics
in 16pmx32pm Permailoy platelets with 10 nm thick-
1tess, being excited by a periedic ficld Ifr(t). The time-
dependent response of the nagnetization PJ’(‘F’) was im-
aged with a photoemission electron microscope (PEEM)
[7] at BESSY (Berlin}, exploiting the x-ray magnetic cir-
cular dichroism (XMCD) contrast. As a surprising result
we found a magnetic moment induced perpendicular to
H,(1). This effect occurs for a Landau flux-closure struc-
ture excited slightly off-resonance. The induced perpen-
dicular moment - leading to a domain wall shift despite
zero local torque - is caused by a sclf trapping of an os-
cillating mode thus maximizing the energy exhausted off
the exciting field.

For the time-resoived studies the Permalloy platclets
were placed on a coplanar waveguide and imaged strobo-
scopically. An cxterually triggered pulse generator syn-
chronized with the x-ray pulses from the synchrotron in-
jected a periodic train of high-frequency current pulscs
iuto the waveguide. The timing between wmaguetic field
pulse ("pump”) and x-ray pulse ("probe”) was adjusted
by a variable delay. The actual pulse shape for differ-
ent amplitudes [see curves I, I, and ITT] is displayed in
I[7ig. 1(a). The maximum field values were of the order of
2 Qe [Fig. 1{a)]. In eflect, this excitation corresponds to
a 500 MHz AC signal with substantial higher harmonic
components [Fig. 1{b)].

The time evolution of the platelet’s magnetization M
comprising a Landau pattern is shown in Fig. 2 (field
pulse T}, Domains oriented parallel and antiparallel to
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FIG. 1: (a) Time dependence of the exciting magnetic field
11:(t). Two periods are shown in order to emphasize the
repetition rate. (b) Fourier transformation of 50 periods of
amplitude I into frequency space.

the light vector P appear black and white, while the two
domains with A L £ both appear grey. A 180°-Néel
wall along the y-axis separates the twao large domains
with M up- {left) and downward (right). In the Néel
wall A points to the left, thus the Néel wall appears
black. The high driving frequency of 500 MHz renders
the image at ¢ = 0 to already reflect a dynamical state
of the magnetization. Between pulses the system does
not have enough time to relax back into the equilibrium
ground state.

At t = 600 ps the intensity in the left and right domains
has increased, indicating a votation of M {owards the
direction of the applied field, i.e. CW in the left domain
and CCW in the right domain. At ¢ = 1100 ps the left
and right domain appear dark, because M has rotated in
the opposite direction. A sccond oscillation is indicated
by the snapshot at ¢ = 1400 ps. This oscillatory response
appears qualitatively also in micromagnetic simulations.

The main excitation mode in the experiment is a pre-
cession of the magnetization in the two large domains. It
is excited by the condition A.(t) L M in these domains.
The presence of two pronounced maxima of M, (t) con-
firms the dynamical motion of Ad. In our case H ()
can be described as an oscillating ficld with sizable over-
tones. Thus, the systcin rescmbles a driven oscillator
and se observe the dynamical answer of the system to
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FIG, 20 Selected XMCD images showing the time evolution
of M {bright areas magnetized to the right, dark areas to the
left) in the Permalloy platelet for delay times £ = 0 ps (a),
600 ps (b), 1100 ps {c) and 1400 ps (d). Exciting AC [ield

and photon polarization P are oriented in x-direction. Second
row shows sketches of the corresponding domain patterns.

the periodic cxcitation instead of a damped oscillatory
relaxation to equilibrium. To determine the frequencies
of this driven oscillation, we analyzed the rotation angle
@(t) = L arccos(Ad,/A), which can be extracted from
the immage contrast. For the left domain we found a value
of 1.25 GHz, ie., just in between the 279 and 3"¢ har-
monic in Fig. 1(b}.

We briefly note that the domain walls and particu-
larly the 180°-Néel wall move only very little throughout
the serics shown in Fig, 2(a-d). Closc to the field pulse
maximum at ¢ = 600 ps the upper triangular domain
(M || H(t)) grows on the expense of the lower hlack do-
main. This occurs through a bulging of the 90° domain
walls downwards. This bulging belhavior is similar to ob-
servations in square particles [1].

The most mtrigning phenomenon is the mean shift e
of the 180°-Néel wall out of its symmetric position to the
right [see Fig. 3(a-c)]. This shift increases with the amn-
plitude of the exciting ficld. It cannot be caused by H . (¢)
directly, hecausc the field is directed parallel to the mag-
netization in the domain wall and thus causes ne torque.
Morcover, the ficld is oscillating and the mean field av-
eraged over one cycle disappears. We can also cxclude
magnetic ficlds along the y-axis. Given our experimnental
situationn we cstimate the external field nceded to shift
the domain wall to the right cdge to H, ~ 3 Oe, i.e. the
samne order of magnitude as the ficld amplitude H;. Such
a large ficld component cannot be caused by a misalign-
ment of the particle and the waveguide or by stray ficlds
from the leads. The presence of static ficlds can also be
ruled out, as the domain wall shift should then be in-
dependent of the exciting field. However, Fig. 3 clearly
shows the shift to incrcase with I?x(t). At the lavgest
fieldl amplitudes the platelet is nearly saturated with the
magnetization vector pointing upwards [Fig. 3(c}).
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FIG. 3: Domain patterns at the time ¢ = 600 ps excited with
three different amplitudes {see Fig. 1{a)] denoted as 1 (a),
I (b) and III (c). A comparison of the experimentally deter-
mined mean domain wall shift € to a numerical simulation is
shown in (d).

norralized wall shift ¢

The observed effect can be explained by the follow-
ing argument: A periodically excited system with a con-
tinuous source (exciting field) and sink {spin damping)
of power assumes a state with maxiimuwm energy stored
in the system and thus maximizes the entropy produe-
tion. The energy stored in our particle is mainly given by
the magnetization precession in the large domains. The
system is excited with a sizable RF ficld component at
1 GHgz, i.e. just below the resonance frequency v, of the
free-running systom (~ 1.25 GHz). Shifting the domain
wall to the right will reduce the effective field determin-
ing the precession frequency and consequently lower v,
in the left domain and raise v, iu the right domain. As
a consequence the precession amplitude will increase in
the lelt domain and decrease in the right domain. Thus,
the total energy has increased, as the precession cnergy
is proportional to the square of the amplitude. More-
over, the domain with the larger amplitude has grown,
which also helps to increase the stored encrgy. The stored
precession encrgy is finally balanced by the stray field en-
ergy, because of the resulting finite magnetic moment of
the particle. The initial domain wall mevement can oc-
cur to the left or to the right. However, we obscrved
exclusively a shift to the right. Small mhomogeneities or
a small vortex motion as described in Ref. [3] could be
the reason.

More details on the results of this experiment may he
found in Ref. {9].
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Detailed understanding of the fast magnetization dynamics in thin ferromagnetic films is essen-
tial for the further development of high speed spintronic devices. The magnetization dynamics in
nanosecond time scale has been recently tested by several groups. Magnetization dynamies in pi-
cosecond time scale, however, is still the hot topic of the current magnetodynamics research. In
our experiments we studied cobalt thin film structures exposed to a very short magnetic pulse (~20
ps FWHM) employing time-resolved magncto-optic Kerr effect (TR-MOKE). The average mag-
netization showed fast damped oscillations with a period of ~100 ps and ~1 ns relaxation time.
Micromagnetic finite-clement simulations indicate that separate parts of the sample respond differ-
ently to the pulse field perturbation and that the domain walls near the edge of the microstructure

respond particularly strongly to the excitation.

I. INTRODUCTION

Several experimental techniques have been employed
recently to address dynamics [1], [2], [3]. One of the
frequently applied techniques exploits the time-resolved
magnetooptic Kerr effect to detect instantancous magne-
tization variations after the short pulse excitation. Sub-
stantial insight can be gained by combining the experi-
mental data with micromagnetic simulations.

II. EXPERIMENTAL SETUFP

In this report, we present measurements and micro-
magnetic finite-cloment simulations of the magnetody-
nawics of & patterned cobalt film on the ps time scale.
Our structures were fabricated on top of an GaAs sub-
strate covered with 1.5-m-thick GaAs film grown at
250°C using molecular beam epitaxy.  Such a low-
temperature-grown GaAs {(LT-GaAs) film shows very
short photoresponse (<1 ps) which makes it the mate-
rial of choice for ultrafast pump-probe experiments. Af-
ter the film growth Ti/Au coplanar waveguide (CPW)
transmission lines were patterned onto the LT-GaAs sur-
face using photolithography. Each transmission line was
terminated by a photoconducting switch with a photore-
sponse of ~20 ps 'WHNM. After the CPW completion 20-
nm-thin cobalt structures with dimensions ranging from

FIG. 1t Coplanar waveguide transmission line with integrated
LT-GaAs photoconducting switch and cobalt film patterned
on top of the central line.
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2 % 6 um? to 150 x 200 um? were patterned on top of the
CPW central line. Fig. I shows a microscope picture of
the sample. A pulsed mode-locked Ti:sapphire laser was
uscd to generate a short excitation pulse as well as to
measure the time-resolved MOKE signal. To obtain syn-
chronized pump and probe pulses we split the laser beam
into two paths. The first beam (pump) was directed
at the photoconducting switch to trigger the magnetic
pulses. The second beam (probe) was reflected from the
cobalt surface wmder the incidence angle of 30 degrees to
detect the TR-MOKE signal. The sample was mounted
inside an optical cryostat between the poles of an elec-
tromagnet and measurements were performed at 100 K.

I11. TIME-RESOLVED MEASUREMENTS OF
MAGNETIZATION DYNAMICS

During the TR-MOKE measurements the direction of
the field pulse generated by the switch was always par-
allel to the surface of the sample and perpendicular to
the CPW lines. The direction of the static external field
was cither parallel or perpendicular to the direction of

10 GHz 18 GHz
N e experiment 22 GHz
g: L — sin(t/,Jexp{-tta} | |-~ ‘i )
~— | . :
= b
5 10
B Ledl Frequency (GHz)
©
e B=5mT
5 - Hpulse
v 1 Static
3 B=25mT field c
1 1 1 1 a
0 260 500 750 1000
Time delay {ps)

IIG. 2: a) Experimentally measured TR-MOKFE signal at
B =5 mT and B = 25 mT b) Fourier transform of the signal
at B = 5 m'T ¢) magnetic field alignment schematics.




IFF Scientific Report 200472005

the pulsed magnetic field. Fig. 2 shows the TR-MOKE
measurements at B = 5 mT, and B = 25 mT at the
static magnetic field parallel to the pulse feld. After
the pulse excitation at small static fields (<10 mT) the
TR-MOKE signal shows a sharp initial increase followed
by damped oscillations with ~100 ps period and ~1 ns
relaxation time. Af static fields exceeding ~25 m'T, how-
ever, only an cxtremely weak TR-MOKE signal is ob-
served due to the almost saturated sample. The oscil-
latory transients can be {it by a damped sine function
v ~ sin(t/7 ) +exp{t/m) with 7, = 95 ps and , = 200

0.6 GHz'
Ell g
T
g I b
2 10
© Frequency (GHz)
E -
% Hpulse
x| B - 80 mT f Static field
» c
i ' 1 1 1 a
0 250 500 750 1000

Time delay {ps)

1M1G, 3: a) BExperimentally measured TR-MOKE signal at
B = 80 mT b) Fourier transform of the signal ¢) magnetic
field alignment schematics.

ps. The Fourier transform of the TR-MOKE signal at
B = 5 mT reveals the presence of two strong oscillatory
modes at 10 GHz and 22 GHz and one weaker mode at
18 GHz. Fig. 3 shows the TR-MOKE measurements at
B = 80 mT with the static magnetic {ield aligned perpen-
dicular to the pulse field. The signal shows again oscilla-
tory transients with ~100 ps oscillation period. Contrary
to the parallel field configuration, however, the signal
shows a longer relaxation time and a more gradual in-
crease of the signal amplitude after the excitation. Most
significantly, amplitude of the oscillatory signal shows no
significant changes with the static magnetic field varia-
tion.

Iv. SIMULATIONS

To account for the observed data we employed micro-
magnetic modelling to simulale the magnetization dy-
namics in a 20-mmn-thin 600 x 200 nm? rectangular cobalt

element subjected to ~20 ps magnetic pulse. We solved
the Gilbert equation that describes the dynamics of the
magnetization vector M i an effective field H, ITRCE
Fig, da shows the initial equilibrium magnetization. A
snapshot of the m, magnetization component of the
microstructure 400 ps after pulse excitation is shown in
Fig. 4b. Several regions with distinct magnetization dy-
namics can be identified. The domain walls close to the

6.3 GHz ) 10 GHz
= 15 GHz
=3
sl E |
N
E L d
© 1 10
St Frequency (GHz)
81 :

g a
5
@
= |

A ] 1 1 L c - b

0 500 1000 1500 2000 .on

Time delay {ps)
FIG. 4: a) Initial equilibrimm magnetization m, b) snap-

shot of magnetization 400 ps after the pulse excitation ¢)
calculated temporal evolution of the volume averaged m. d}
Fourier transform of the signal.

end of the rectangle show a particularly strong oscilla-
tory response to the perturbation. The oscillations of the
domain walls appear to act as a source generating spin
waves propagating across the central part along the long
axis of the sample. Fig. 4d¢ and d show the temporal evo-
lution of the volume-averaged magnetization component
m, and the Fourier transform of the n.(t) signal show-
ing good gualitative agreement with the experiment. The
differences in oscillation frequencies can be attributed to
the different physical dimensions of the sample. In con-
clusion, we performed ultrafast TR-MOKE experiments
and micromaghetic finite-element simulations to study
the spin dynamic in ferromagnetic cobalt thin film struc-
tures. Measured signal showed damped oscillations with
~100 ps period and ~1 ns relaxation time. The simula-
tions showed that separate parts of the sample respond
differently to the pulse field perturbation and that the do-
main walls near the edge of the microstructure respond
particularly strongly to the excitation. Our simulations
indicate that a simple macrospin model is insufficient to
account for details of magnetization dynamics.

{t] Th. Gerrits, H. A. M. van deu Berg, J. Hohlfeld, I.. Bir,
Th. Rasing, Nature 418, 509 (2002).

[2] W. K. Hiebert, L. Lagae, J. Das, J. Bekaert, R. Wirix-
Speetjens, and J. De Boeck, J. Appl. Phys. 93, 6906
(2003).
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[3] A. V. Kimel, A. Kirilyuk, P.A. Usachev, R. V. Pisarev, A.
M. Balbashov, and Th. Rasing, Nature 435, 655 (2005).

[4 W. F. Brown Jr., Micromagnetics, Wiley Interscience,
New York, London, 1963.
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Magnetization induced second harmonic generation in epitaxial Fe;O,/MgO(100)

A. A. Rzhevsky,!' 2 B. B. Krichevtsov,2 A. D. Rata,! C. F. Chang,® R. Sutarto,® L. H. Tjeng,® and C. M. Schueider?

. Institut fiir Festkérperforschung, Forschungzentrum Jilich, 52425 Jilich, Germany
#laffe Physical Technical Institute, Russian Academy of Sciences, 194021 St Petersburg, Russia
3 Physikalisches Institut IT, Universitdt zu Koln, 50987 Kéin, Germany

Surface and interface magnetic properties often markedly differ from those of the respective bulk
system, and may dominate the magnetic behavior of thin films. Discriminating the surface and
interfacial contributions to the magnetism is thus both an experimental chalienge and of importance
to understand thin film magnetism, in particular, in complex systems such as magnetic transition
metal alloys. We have employed nonlinear optical second harmonic genecration to probe the surface
magnetic and struciural properties of magnetite thin films in the high (centrosymmetric, Op) and
low (noncentrosymmetric, C) temperature phases. We observe azimuthal variations of the nonlinear
response reflecting the influence of a cubic magneto-crystalline anisotropy and a symmetry reduction

duce to a magnetically modificd surface layer.

Magnetite - FeaOy - is a strongly correlated valence-
mixed transition metal compound. Due to electron corre-
lation it displays many interesting phenomena, the most
prominent being a metal-insulator transition (Verwey)
at Ty = 125 K. Promising high values of the spin polar-
ization at the Fermi level, FegOy4 thin filins recently at-
tract a lot of attention as electrode imaterial in spintron-
ics. Thus, surface and interfacial magnetic and structural
properties of these films arce of considerable interest, but
remain unclear in many aspects up to now [1]. We report
on studies of the surface structural and magnetic proper-
ties of Fes Oy thin films by the method of magnetization-
induced second harmonic generation (MSHG).

Magnetite films with a thickness of 50 nm were grown
by MBE on MgO(100) substrates. The temperature de-
pendencies of the conductivity and magnetization were
meastred by a two-point probe method and SQUID mag-
netometry, respectively. A sharp Verwey transition was
observed around 118 K (see 1%ig.1).

Azimuth variations of the odd AI(2w) = I(H+) —
I(H-) (MSHG) and even I¢(2w) = (I(H+)+ I[(H-))/2
on magnetization contributions to the second harmonic

oMy = s WH=03T
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™Mb © *?GDQ"\O ]
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10k | ,, ]
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FIG. 1: Blectrical resistivity vs temperature in FezQ./NMgO
films. Insct shows temperature dependence of magnetization.
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FIG. 2: Azimuthal variations of magnetically induced SHG
for different polarization combinations of input (w) and out-
pul (2w) light in FesOQ4/MgO {100) films.

generation signal (SHG) were studied in reflection for a
nearly normal (# ~ 5°) light incidence, using light from
a Ti:Sapphire fs-laser in the spectral region of the charge
transfer (Fe?t —— Fe3*) transitions for different po-
larization combinations of incoming (E = 1.55 V) and
outgoing (K = 3.1 eV) light. The anisotropy measure-
ments were carried out at 300 K in longitudinal geometry
in magnetic fields H up to 0.3 1.

The azimuthal variations of AT ave given in Fig.2, Tak-
ing into account the large value of the absorption coefhi-
cient at 2w (~ 2 x 10°cm™!), we consider the nonlinear
response to arise from the surface only. For pp and sp
configurations AJ is proportional to ~ sinde, where ¢
is the angle between the magnetic field H and the [100]
direction of the film. In contrast to that, Al in ps and ss
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FIG. 3: Even on magnetization contribution to SHG (a) and
magnetic contrast (b) vs temperature in ss configuration.
Dashed line is guide for eyes.

configurations is described by a first harmonic sin @, The
amplitudes of AT for pp and sp and also for ps and ss con-
figurations differ in sign. For intermediate confignrations
(45°,45°) and (—45°,—45°) AT is follows a combination
of a constant and a forth hartmonic term ~ sin4(¢ -+ §).
The sign of hoth constant term and phase shift (§) in
these configurations differs. The magnitude of the mag-
netic contrast defined as p = A7/I® is remarkable and
reaches its maximal value of ~ 80% for ss configuration.

Feg )y is centrogymumnetric at T = 294 K, Thus, bulk
clectric-dipole SHG contributions are forbidden and the
symmetry breaking at the swrface and high-order mech-
anisms reflecting quadrupole or magnetic dipole symmnie-
tries act as sources of SHG. For the 'y, symmetry corre-
sponding to the (100) face the MSHG in longitudinal ge-
ometry is described by a tensor xJ,., which contains ten
nonvanishing clements, whereby five of them arve even and
five odd under magnetization reversal. Using the general
expression given in Ref. [2], which rclates the compo-
nents of Heght at w and 2w, we found that in pp and sp
configurations Al is related to the magnetization compo-
nent A, = Fsindg, which is perpendicular to the exter-
nal field H. The existence of this component follows from
the cubic magneto-crystalline anisotropy of magnetite
and corrclates with torque measurements of FegQ,4{100)
thin films [3]. The parvameter 3 depends on the magnetic
anisotropy constants K, Kz and the magnetic field as
1/H. In configurations (45°,45°} and (—45°,—45%) A,
provides an azimuthal variation of Al ~ sind¢ of the
same amplitude, but without any phase shift (6§ = 0).
The component M, in these geometries gives rise to a
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constant term of opposite sign in accordance with ex-
periment. To explain the non-zero value of § we may
also take into account an azimuthal variation of AL, like
M, = MD 4 £sin? 2¢, where M0 is the magnetization for
H along [100} direction. Such a M, variation is related to
different magnetization values, when magnctite is mag-
netized along middle [110! and hard [100] directions. It
should be noted that in contrast to bultk Fez O, thin fihns
reach saturation only in high magnetic fields ~ 7 T [3].

In ss and ps configurations the azimuthal varviations
of components Af, and A, should not show any mag-
netic contrast. The Al ~ sing experimentally observed
in these geometries can be explained by accounting for a
changed magnetization M, (or an antiferromagunetic mo-
ment} directed normat to [100], which is strongly pinned
and cannot be switched by the external field, In this case
the components M, and A4y, vary upon rotation of the
film as M. = Mising and My, = M;cos¢. The in-
terference of the magnetic SHG signals induced by the
magnetization components M and M; gives rise to the
appearance of A7 ~ sing. In the pp and sp geometries
M does not contribute to Af. Another source of the first
harmonic in Af may arisc from surface areas with a sym-
metry lower then C%. The non-magnetic contribution to
SHG from these areas can involve terms proportional to
sing. The modification at the surface could be due to a
different surface termination or a coexistence of different
magnetic iron-oxide phases.

To study structural and magnetic changes across the
Verwey transition we have nmeasured the temperature
variations of p and [® (Fig. 3). The Verwey transition
manifests itself in an increase of 1° by 25%. This increase
is accompanied by a ~ 50% decreasc of p. At first sight,
one may expect a stronger increase of the I°, since the
Verwey transition is known to be a transition from a high
temperature centrosynumetric (Op) to a low-temnperature
trielinie (Ch) phase, where a strong contribution from the
bulk should be expected. However, taking imto account
only very small changes in angles and bondings giving
rise to a distortion of 0.2° along {110) axis, this result
scems to be plausible. The ~ 50% drop of the mag-
netic contrast observed is much bigger then the drop of
the magnetic moment observed in SQUID measurements
(Iig. 1). This fact can be explained by the difference of
dc and magneto-optical susceptibilities.

Further details on these experiments and resuits can
be found in Ref. [4].

[t] B. Stanka, W. Hebenstreit, U. Diebold, 5. A. Chambers,
Surf. Sci. 448, 49 (2000).

[2] H. Hiibner and K. H. Bennemann, Phys. Rev. B 52, 13411
(1995)

[3] . T. Margulies el al., Phys. Rev. B 83, 9175 (1996).

[1] A. A. Rzhevsky et al., J. Appl. Phys. (accepted).
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Time-resolved photoelectron spectra of Pty(INy)~
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Pump-probe photoelectron detachment spectra of Pta(Nz)™
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have been measured using two sub-

sequent fs-laser pulses. The time-resolved spectra show two parallel dissociation channels: photoin-

duced thermal desorption of Np as well as a breaking of the intermetallic Pt-Pt bond.

I'or both

Mragmentation channels the dissociation energy is less than 1.5 eV. Density-functional calculations
predict a linear geometry of neutral and anionic Pt2(N2). The calculated electron allinity of the
neutral linear cluster (3.2 eV) agrees with the experimental value of (2.8 & 0.2} ¢V. An interimetallic
dissociation cnergy of 0.4 eV has heen estimated from the measured dissociation rate.

Small transition metal clusters may provide new and
ciicient catalysts. Even a metal whicl is chemically in-
active in its bulk form, like gold, can promote chemical
reactions if it is used in form of small clusters [1]. Be-
sides athers there arve two principal prerequisites that a
cluster can be used as a catalyst: The intermetallic clus-
ter bonds must be stable enough to avoid breaking of
the metal-mctal bonds and, sccondly, the metal-product
bond must be weak enough so as to facilitate thermal des-
orption of the procduct. This finally recovers the pristine
metal cluster at the end of a catalytic cycle.

Photoinduced thermal desorption is a  stochastic
process which needs a sufficient number of degrees of free-
dow for thermalization. Such stalistical evaporation has
reeently been observed for small Pt- and Au-Carbonyl
clusters [2]. The complete cnergy dissipation patlway
from the athermal photoexcited cluster, the generation
of sccondary hot-clectrons, an energy transfer into the
vibronic system as well as a final cnergy release by des-
orption of a CO molecule, has been followed in real time
by pump-probe photodetachment spectroscopy [2].

In gencral, free clusters are well snited for studying
tliermal photodesorption as the energy is locally stored
and distributed over a limited number of degrees of free-
dom. This raises the probability that the thermalized
energy redistributes onto a particular metal-ligand coor-
dinate, e.g. a repulsive state, while similar experiments
on swrfaces are complicated by the fact that the energy
dissipates into the bulk. Furthermore, transition metal
clusters with open d-shells have a relatively large density
of states near tlic Fermi edge which facilitates excitation
by narrow-band laser wavelengths and thermalization of
the photoabsorhed energy among the internal degrees of
freedom [3].

Pla{N2 )™ shows not only an evaporation of the ligand
molccule but also a breaking of the intermetallic bond as
a competing fragmentation channel.

Platinum clusters are produced in a laser-vaporization
source (50 Hz) using a pulsed He-carrier gas (10 bar
hacking pressure)|d]. Gascous Ng is injected via a sec-
ond solenoid valve downstream of the cluster condensa-
tion zone. Anionic Pt, (Na);, clustors arc mass-selected

"t

from the cluster beaun using a lime-of-flight mass spec-
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trometer. When the desired cluster cnters a time-of-
Hight magnetic-bottle electron spectrometer, an electron
is detached from the cluster via two subsequent fs-laser
pulses. The fundamental (1.5 ¢V) and second harmonic
of a Ti:sapphire laser were used as pump (=1 mJ, =80
fs, 4 mJ/em?) and probe (=0.3 mJ) pulses, respectively.
The delay was controlled by a motor-driven microcon-
troller whete the optical path of the pump puise is altered
relative to the prohe pulse. The point of zero delay has
heen determined by polarization gating using the rear
quartz window of the speetrometer chamber.
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FIG. 1: Normalized and background corrected punp-probe
photoelectron spectra of Pta(Ng) ™. The pump-probe delay
varies from 100 fs to 1 ns from boltom to top. The pump-
photon energy s 1.5 ¢V while 3 eV-photons were used for
probing the excited clusters. T'he peaks evolving at 2.15 and
1.9 eV arise from photodissociation processes [5].

Time-resolved photodetachment spectra of It (Ng)~™
are displayed in Fig. 1. The binding energy refers to
excited electrons. A double peak at 2.15 eV evolves after
210 ps. In addition, a small, but distinct feature de-
velops at 1.9 eV, The double feature at 2.15 eV fits the
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adiabatic peak doublet of Pt] as well as the split photo-
electron feature of Pty . Additionally, the small feature
at 1.9 eV is cqual to the energy of the adiabatic peak of
Pt, . For comparison, ordinary photodetachment spectra
of Pt] and Pt, arc shown together with a time-resolved
photodetachment spectrum of Pta(No)™ in Fig. 2. The
normal photoelectron spectra (single-photon) have been
taken with a Nd:YAG laser (3.49 eV) while, in this case,
the time-resolved spectrum of Pta(N2) ™ has been taken
with an electronically synchronized Ti:Sa {pump-pulse)
and Nd'YAG laser (probe, ~10 ns pulse width). Due to
the high probe-photon encrgy of the YAG laser (3.49 ¢V)
an additional peak of the Pt aton is seen at 2.9 ¢V, The
peaks of the Pt monomer and dimer {it perfectly with the
evolving peaks in the Pta{Na)~ spectrum. From this we
conclude that Pte(Na)~ photodissociates in cither Pty
and Ng or Pt -+ PtNy. The metal dimer results from a
metal-ligand bond disrupture while the Pt atom results
from an intermetallic bond breakage

() Pta(N2)™ + 1.5 eV — Pt]” + Pt(N3);

(H) Ptg(Ng)i + L.h eV — Ptg_ + Na.

The negative charge locales in both cases at thie metal
fragment as the electron affinity of the I’t-atom and the
dimer is quite high, namely 2.1 and 1.9 eV (see the adi-
abatic peak of P1] and Pty in Fig. 2),

TR P 0.5 @ S Fobe (30 )
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FIG. 2: Pump-probe photoclectron spectrum of Plz(Ng)™.
For this spectrum a T'1:Sa laser is synchronized with a
frecquency-doubled Nd:YAQ laser. The pump photon is 1.5
eV (Ti:Sa) while the probe photon in this case is 3.49 eV
(Nd:YAG). Due to the pulse width of the NA:YAG laser a
delay of a few ns is intrinsically given. The photodetachment
spectra of Pty and Pt, have been taken with the Nd:YAG
laser alone. Note the similarity betwcen the time-resolved
spectrum of Pt2{N2)7 and the spectra of the two metal frag-
ments.
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The dissociation is initiated by a single pump photon
as shown by the dependence of the fragment-peak inten-
sity on the pump power. The fragment peaks do not
change cither their envelope or energy. Only the detach-
ment peak of the final product, ie. the completely dis-
sociated fragment, is cbserved. Inlermediate structures,
where the bond is elongated but not disrupted, can not
be identified in the spectra. This indicates statislical
photodesorption processes where the energy of the pump
photon first thermalizes over all internal vibronic degrees
of freedom, hefore the thermalized energy is statistically
reunified on a particular reaction coordinate leading to
fragmentation. Therefore, the cvelution of the fragment
peak at 2.15 ¢V has heen interpreted by a statistical
photodesorption process and a disscciation time constant
Taiss = (78 £ 25) ps has been deduced. Using the experi-
mentally determined rate constant, k{(E*) = 1 /7445, the
intermetallic dissociation energy can be estimated from
a quantum-statistical RRK analysis (Rice-Ramsperger-
Iassel). In this approach the Pt-Pt dissociation cnergy
is estimated to be (0.4£0.1) eV [5].

Density-functional calculations predict a linear geom-
etry (Cosy) of Pta{No) and Pty(No)™ as well. The cal-
culated electron affinity of the ncutral cluster (3.2 eV)
agrees reasonably well with the experimental value of
{2.840.2) eV. The frontier orbitals of hoth the anion and
the neutral are o-like and non degenerate. The HOMO
of the anion is strongly antibonding with respect to the
intermetallic Pt-1¢ bond which makes the ohserved frag-
mentation of the intermetallic bond plausible, In contrast
to Aua{CO) |2, G] the LUMO of Pty(N3) is non degen-
erate. Therclore no beuding occurs in Pte(N) ™ while
Auz(CO)™ is bent by = 132°. "The bending of the lat-
ter is due to a Renner-Teller distortion, because in the
lincar geometry neutral Aug(CQ) has degencerate frontier
orbitals.

[1] A. Sanchez, 3. Abbet, U. Hein, W.D. Schneider, I
Hikkinen, R.N. Barnett, U, Landman, J. Phys. Chem.
A 103, 9573 (1999); L. D. Socaciu, J. Hagen, T.M. Bern-
harvdt, L. Woste, U. Ileiz, . Hiakkinen, U. Landman, J.
Am. Chem. Soc. 125, 10437 (2003).

[2] G. Liittgens, N. Pontius, P.S. Bechthold, M. Neeb, and
W. Eberhardt, Phys. Rev. Lett. 88, 076102 (2002).

[3] N. Pontius, M. Neeb, G. Liittgens P.S. Bechihold, W.
Eberhardt, Phys. Rev. B, 67, 034425 {2003).

[4] N. Pontius, P.3. Bechthold, M. Neeb, W. Eberhavdt, Appl.
Phys. B 71, 351 (2000).

(5] M. Neeb, J. Stanzel, N. Pontius, W. Eberhardl, G.
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Rubber friction on wet rough substrates at low sliding velocity: the sealing effect

B.N.J. Persson!
HIFF, FZ-Jilich, 52485 Jillich, Germany

Rubber friction on wet rough substrates at low velocities is typicatly 20 — 30% smaller than for
the corresponding dry surfaces. This cannot be duc to hydrodynamics, and we propose a novel
explanation based on a sealing effect exerted by rubber on substrate “pools” filled with water. Wa-
ter effectively smoothens the substrate, reducing the major friction contribution due to induced
viscoelastic deformations of the rubber by surface asperities. The theory is illustrated with appli-

cations related to tire-road friction.

81.40.Pg, 62.20-x

The study of sliding friction has attracted increasing
interest during the last decade thanks also Lo the develop-
ment of new experimental and theorctical approaches|1].
While some understanding has been gained about the
origin and qualitative properties of friction, first prinei-
ple calculations of friction forces (or friction coeflicients)
for realistic systems are in general impossible. The ba-
sic reason for this is that friction usually is an inlerfacial
property, often determined by the last few uncontrolled
monolayers of atoms or molecules at. the interface. An ex-
treme illustration of this is diamond friction: the friction
between two clean diamond surfaces in ultra high vac-
uum is huge because of the strong inleraction between
the surface dangling bonds. However, when the dangling
bonds are saturated by meonolayers of hydrogen atoms
{as they invariably are in real life conditions), frietion
becomes extremely low[2]. Since most surfaces of practi-
cal use are covered by several monolayers of contamina-
tion molecules of unknown composition, the quantitative
prediction of shiding friction coefficients is generally im-
possible. An exception to this may be rubber friction on
rough surfaces, which is the topic of the present paper,

Rubber friction is a topic of extreme practical impor-
tance, e.g., in the context of tires, wiper blades, conveyor
beits and sealings, Rubber friction has several remark-
able properties. First, it may be huge, sometimes resulé-
ing in friction coefficients much higher than unity. Sec-
ondly, on very rough surfaces, e.g., in the context of a
tire sliding on a road surface, it is mainly a bulk property
of the rubber. That is, the substrate {or road) asperi-
ties exert pulsating forces onto the rubber surface which,
because of its high internal friction at the appropriate
frequencies, results in a large dissipation of encrgy in the
rubber bulk (hysteretic contribution)[3, 4]. Finally, rub-
ber friction is very sensitive to temperature because of the
strong temperature dependence of the viscoclastic bulk
properties of rubber-like materials.

For very rough surfaces the adhesive contribution to
rubber friction will be much smaller than for smooth sur-
faces, mainly because of the small contact area. For a tire
in contact with a road surface, for example, the actual
contact arca between the tire and the substrate is typi-
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cally only ~ 1% of the nominal footprint contact area|3)].
We have shown recently that the observed [riction when
a tire is sliding on a dry road surface can be calculated
accurately by assuming it to be due entirely to internal
damping in the rubber (the hysteretie contribution)[3, 41,
This theory takes into account the pulsating forces acting
on the rubber surface from road asperitics on many dif-
ferent length scales, from the length scale Ag ~ 1 om,
corresponding to the largest road asperities, down to
micro-asperitics characterized by a wavelength A, of or-
der ~ 1 — 10 gan (theory shows that shorter wavelength
roughness is unimportant), and gives friction cocfficients
of order unity, as indeed observed experimentally.

(a)

fu bb.er

©)

FIG. 1@ A rubber block sliding on a rough hard substrate. (a)
The rubber penetrates into a large substrate valley and ex-
plores the short wavelength roughness in the valley. The pul-
sating rubber deformations induced by the short-wavelength
roughness contribute to the friction force. (b) On a wet sub-
strate the water trapped in the large valley forms a pool pre-
venting the rubber from penetrating into the valley. It will
hence remove the valley contribution to the friction force This
rubber sealing effect reduces the sliding friction.
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Here I study rubber friction at low sliding velocities on
wot rough substrates, where it has been observed that the
friction typically is 20 — 30% smaller than for the corre-
sponding dry surfaces. We have recently shown that this
cannot be a hydrodynamic effect {see also below)[5], and
in this paper we propose a novel explanation based on the
rubber sealing off pools, namely regions on the substrate
filled with water as shown in Fig.1. The water effectively
smoothens the substirate surface, and thus reduces the
viscoelastic deformation contribution to the rubber fric-
tion from the surface asperities.

The contribution to rubber friction from the vis-
coelastic deformation of the rubber surface by the sub-
strate asperities depends only on the complex frequency-
dependent, viscoelastic modulus E {w) of the rubber and
on the substrate surface roughness power spectrum C{q).
The power spectra of a dry asphalt road is shown in Fig.
2 (upper curve).
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FIG. 2: The logarithm of the surface roughness power spectra
C(q) for a dry and a wet asphalt road surface, as a function
of the logarithm of the wavevector ¢.

In general, the hysteretic contribution to rubber frie-
tion increases with increasing magnitude of Clq). How-
ever, the friction depends on C(g) over a wide range of
wave vectors ¢. For example, the rubber friction on as-
phalt road surfaces depends on C(g) for o < ¢ < ¢,
where typically o = 10> m™! and ¢; ~ 10° m~!. For a
wet road surface, the rubber will seal some surface areas
filled with water (pools) as indicated in Fig. 1, and this
leads to an effective smoothening of the substrate and to
a reduced power spectrum. The power spectra of a wet
asphalt road surface (the same asphalt road considered
above), is shown in Fig. 2 {lower curve).

Cousider a tire rolling or sliding on a wet road surface.
In Ref. [5] we have shown at low velocities (say v <
60 km/h), there is a negligible hydrodynamic water build
up between the tire and the road surface. Thus, if v <
(a/p)t/?, where o is the perpendicular stress in the tive
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road contact arca and p the water mass density, there
is sufficient time for the water to be squeezed from the
contact regions between the tire and the road surface,
except for water trapped in road cavitics and sealed off
by the road-rubber contact at the upper boundaries of
the cavities (see Fig. 1). Thus, in what follows we will
only focus on the smoothing effect on the road profile by
the sealed off water pools,

1.2

e
0.8}

0.4 wel, T=60C

-10 0
log v (m/s}

PIG. 3: Kinetic friction coefficient, as a function of the loga-
rithm of the sliding velocity, calculated for a standard tread
compoeund and an asphalt substrate

We now present numerical results related to tire fric-
tion on dry and wet substrates, calculated using the the-
ory presented in Ref. [3, 4]. In Fig. 3 we show the
kinetic friction coefficient caleulated for the dry surface
at T'= 60° C (a typical tire temperature during driving
on a dry road), and for the wet surface at four different
temperatures, namely T = 30, 40, 50, and 60° C. Note
that on a wet road the tire temperature is generally lower
than on the dry surface, typically of order 30° C. The
decreased friction with increasing temperature shown in
T'ig. 3 is always observed for rubber, and result from the
shift in the viscoelastic spectrum to higher frequencics
with increasing temperature (temperature makes rubber
more elastic and less viscous), which in turn reduces rub-
ber friction.

[1] B.N.J. Persson, Sliding Friction: Physical Principles and
Applications 2nd edn {Heidelberg: Springer, 2000)

|2] R.J.A. van der Oetelaar and C.F.J. Flipse, Surface Science
384, 1.828 (1997).

[3] B.N.J. Persson, J. Chem. Phys. 115, 3840 (2001).

[4] B.N.J. Persson, to be published

[5} B.N.J. Persson, U. Tartaglino, Q. Albohr and E. Tosatti,
to be published
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Influence of frozen capillary waves on contact mechanics

B.N.J. Persson
IFF, FZ-Jiillich, 52425 Jilich, Germany

Free surfaces of liquids exhibit thermally excited (capillary) surface waves. We show that the
surface roughness which resutts from capillary waves when a glassy material is cooled below the
glass transition temperature can have a large influence on the contact mechanics between the solids.
The theory suggest a new explanation for puzzling experimental results [, Bureau, T. Baumberger
and C. Caroli, arXiv:cond-mat/0510232] about the dependence of the frictional shear stress on the
load for contact between a glassy polymer lens and flat substrates. It also lend support for a recently

developed contact mechanics theory.

Many technological applications require surfaces of
solids to be extremely smooth. For example, window
glass has to be so smooth that no (or negligible) diffu-
sive scattering of the light occur (a glags surface with
strong roughness on the length scale of the light wave-
length will appear white and non-transparent because of
diffusive light scattering). For glassy materials, e.g., sili-
cate glasses, or glassy polymers, e.g,, Plexiglas, extremely
flat surfaces can be prepared by cooling the liquid from
well above the glass transition temperature T, since in
the liquid state the surface tension tends to eliminate {(or
reduce) short-wavelength ronghness.

However, surfaces of glassy materials prepared by cool-
ing the liquid from a temperature above Ty cannot be
perfectly (molecularly) smooth, but exhibit a fundamen-
tal minimum surface roughness, with a maximum height
fluctuation amplitude of typically 10 nm, which cannot
be climinated by any changes in the cooling procedurc.
The reason is that at the surface of a liquid, Auctuations
of vertical displacement arc caused by thermally excited
capillary waves (ripplons). At the surface of very viscous
supercoocled lguids near the glass transition temperature
these fluctuations become very slow and are finally frozen
in at the glass transition1].

The roughness derived from the frozen capitlary waves
is unimportant in many practical applications, e.g., in
most optical applications ag is vividly evident for glass
windows. However, in other applications they may be
of profound importance. Here I show that they are of
crucial importance in contact mechanics, even for elasti-
cally relative compliant solids such as Plexiglas (PMMA).
The results presented helow suggest a new explanation
for the puzling experimental result of Burean ct al[2)
for PMMA, and in addition lends support for a recently
developed contact mechanics theory[3].

The most inportant property of a rough surface is the
surface roughness power spectrum which is the Fourier
transform of the height-height correlation function:

Clq) = f(lzx {h(x)h(0))e o

1
(2m)?

Here » = h(x) is the height of the surface at the point
x = (x,¥) above a flat reference plane chosen so that
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{h(x)) = 0. The angular bracket {...) stands for cnsem-
ble averaging. Neglecting gravity, the surface roughness
power spectra due to capillary waves is of the form

1 kT
(@m)? 3@ +

Cla) = (1)

whore <y is the surface tension, x the bending stiffness,
and p the mass density of the glassy melt. The mean of
the square of the surface height fluctuation is given by

(M)‘” @

kpT
I 2 3
qi + ¢z

2y

h?) = ](12(1 C{g) = o

o
where q. = (v/#)}? is a cross-over wavevector. For the
polymer surface which interests us below (PAMMA), Eq.
(2) gives the rms roughness /= 0.5 nm which correspond
to a maximum roughness anmplitude of about 3 nm. 1
will now show that even this small roughness has a large
influence on the contact mechanics.

FIG. 1: An elastic (e.g., rubber) block (dotted area) in adhe-
sive contact with a hard rough substrate (dashed area). The
substrate has roughness on many different length scales and
the rubber makes partial contact with the substrate on all
length scales. When a contact area is studied at low magnifi-
cation (¢ = 1) it appears as if complete contact occurs in the
macro asperity contacl regions, but when the magnification
is increased it is observed that in reality only partial contact
oceurs.




[FF Scientific Report 2004/2005

’
A/AQ | . ;
0.5} I~ 5
l‘-i./"
}
o
0 50 100

pressure (MPa)

FIG. 2: Solid line: the caleulated relative contact area as a
fuisction of the (nominal) pressure prom. Cireles: the nor-
malized, {nominal} shear stress o/oy [or PMMA sliding on
TMS as a function of the (nominal) pressure. The nominal
shear stress o has heen divided by o¢ = 50 MPa, which is the
{measured) shear stress in the arca of real contact (see text),
Squares: the normalized, {(nominal) shear stress o/or (with
or = 5 MPa) for PMMA sliding on QTS as a [function of the
(nominal} pressure.

Recently, a contact mechanics theory has been devel-
oped which is valid not only when the area of real coun-
tact is small compared o the nominal contact area, but
which is particularly accurate when the squeezing force
is 50 high that nearly complete contact occurs within the
nominal contact area[3, 4]. All other contact mechanics
theories were developed for the case where the area of
real contact is much smaller than the nominal contact
arca. The theory developed in Ref. [3, 4] can also be
applied when Lhe adhesionral interaction is included. The
theory describes how the (apparent) contact between two
solids change with increasing resolution ¢.

Fig. 1 shows the contact between two solids at increas-
ing magnification ¢. At low magnification {{ = 1) it
looks as if complele contact occurs hetween the solids
al many macro asperity contact regions, but when the
magnification is increased smaller length scale roughness
is detected, and it is observed that only partial coniact
occurs at the asperities. In many cases the local pressure
al asperity contact regions at high magnification wili lxe-
cone so high that the material yields plastically before
reaching the atomic dimension. In these cases the size of
the real contact area will be determined mainly by the
yield stress of the salid.

In the experiment by Burean et al.[2], the PMMA lons
were prepared by cooling a liquicd drop of PMMA from
250 °C to room temperature. Tn the liguid state the sur-
face Quectuations of vertical displacement arve caused by
thermally excited capillary waves (ripplons). When the
liquid is near the glass transition temperatore T, (about
[00 °C [or PMMA), these fluctnations become very slow
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and ave finally frozen in at the glass transition. Thus,
the temperature T in (1) is not the temperature where
the experiment was performed {room temperature), but
rather the glass transition temperature Ty.

The solid line in Tig. 2 shows the calculated rela-
tive contact area as a function of the (nominal) pressure
Pnom = Fn/Ag {where Fio is the squeezing force). In
the calculation we have used the equations ahove with
the measured elastic (Young) modwus E = 2.9 GPa
and surface tewsion v = 0.04 J/m?  We have also
used the glags transition temperature T, ~= 370 K, the
short-distance cut-off wavevector ¢ = 7 x 10?7 m™! and
¢, = 1.7x10% m~1. The cross-over wavevector ¢. (or the
hending stiffuess k) has not been measured for PMMA,
but has been measured for other systems. Thus, for alka-
nes at T =2 2100 °C for C20 and C36, . & 4.4 x 10% and
22 2.7 % 10° m™!. The interfacial binding encrgy A« can
be estimated using Ay 2 2(y92)Y? = 0.07 J/m?, where
=y = 0.0: J/m? is the surface energy of PMMA and
72 & 0.02 J/m? the surface energy of the (passivated)
substrate. Tn the calculations we uscd Ay = 0.06 J/m?,

If one assumes that, in the relevant pressure range (see
below), the frictional shear stress o between PMMA and
the substrate is essentially independent of the normal
stress | in tlie asperily contact regions, then the caleu-
lated curve in Fig. 2 is also the ratio between the noni-
inal {or apparent) shear stress o and the true stress oy
AfAg = ofor (note: the friction force Iy = ord = ¢ Ay).

The circles and squares in Iig. 2 show Lhe measured
data of Burcau et al.[2] for o/or. They porformed ex-
periments where a PMMA lens, prepared by cooling a
liquid drop of PMNMA, was slid on silicon wafers {which
are nearly alomically smooth) covered by a grafted silanc
layer. Two diffierent types of alkylsilancs were employed
for surface modification, namely a trimethylsilane (TMS)
and octadecyllrichlorosilane (OTS}. The circles in Fig.
2 are the shear stress, divided by of 50 MPa, for
PNMNMA shiding on TMS as a function of the (nominal)
PIessure Poom. Lhe shear stress o = 50 MPa was de-
duced [rom multi-contact experiments {where the lacal
pressure in the asperity regions is so high as to give rise
to local plastic deformation) using o = a7/ phom, where
H =2 300 MPa is the hardness (vield stress) of PNMMA
as determined from indentation expreriments. This equa-
tion follows from cAg = oy A and AH = Agpuem. The
squares in Fig. 2 show o/oy for PMMA sliding on OTS
as a function of the (nominal) pressure Puow.

[1] J. Jickle and K. Kawaski, J. Phys.: Condens. Matter 7,
1351 (1995).

(2] L. Burcaw, T. Baumberger and C. Caroli, arXivicond-
mai /0510232 v1.

{3] B.N.J. Persson, J. Chem. Plys. 115, 3840 (2001).

(1] B.N.J. Persson, Eur. Plys. J. E8, 385 {2002).
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Pressure dependence of the Boson peak in amorphous materials
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Saint Pefersburg, Russia®
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One of the most characteristic properties of amorphous materials and glasses is the “boson peak”,
a maximum in the inelastic scattering intensity at low frequencies where the crystalline counter-
parts show only a much lower and frequency independent intensity due to the sound waves {Debye
contribution). The position and intensity of the boson peak are highly susceptible to pressure which
could not he explained by previous theories, We have shown previously that any broad distribution
of low frequency quasi-localized (resonant) vibrations results in a boson peak. Such quasi-localized
vibrations are a signature of structural disorder. Exploiting the theory further we find a character-

istic shift of the boson peak frequency under applied pressure, wy, o p

15, This pressure dependence

has been verified in a recent experiment giving further support to our interpretation.

I, INTRODUCTION

One of the most characteristic properties of glasses is
a maximum in the low frequency part of their inelastic
scattering intensities. {1] This maximum, the Boson peak
(BP), originates from a maximum of the ratio g(w)/w?
where g(w) is the density of vibrational states which itself
often has no corresponding maximum. The BP shows
an excess of low frequeney vibrations above the Debye
contribution of the sound waves. Tt is obscrved in experi-
ments on Raman scattering of light and inclastic neutron
scattering within the frequency interval 0.5 — 2 THz
as well as in the temperature dependence of the specific
heat. It is considered to be one of the universal prop-
erties of glasses and is found also in a number of other
disordered systems — see Ref. [2] and references therein
where also other approaches to the problem of the Boson
peak are discussed.

Yor the proper interpretation of the BP, the key prob-
lem is the nature of the vibrations that contribute to
g(w). Since the term BP frequently is used for any peak
in the low frequency inelastic scattering intensity one has
to distinguish between different, cases. In some materi-
als the BP is ascribed to low lying optical or transverse
acoustic modes of parental crystals or to librations of
some motecules in plastic crystals. If these excitations
have a small frequency spread they will show as a peak
in g(w). The role of disorder is merely to broaden modes
which exist already without disorder.

In the opposite case the excess of low frequency modes
is caused by disorder itself. A simple example is real-
ized in a metallic like model glass where the the parent
crystal is fec [3]. In the present paper we discuss this
latter case. Between these two extreme cases of well de-
fined low frequency modes, broadened by disorder, and
no such modes before disorder, there is a range of mate-
rials having aspects of both.

In a glass one has a finite concentration of cuasi-
localized vibrations (QLV’s).  As discussed in our
paper[2], this has a profound cffect on their density of
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states (DOS). The interaction of the QLV’s with the
sound waves induces an elastic dipole interaction between
them. First, the interaction of soft QLV’s with surround-
ing QLV’s of higher frequency may lead in harmonic ap-
proximation to unstable modes. Stability is restored by
the anharmonic terms. This leads to a linear density of
states, glw) o w, for w < w, where w, is determined by
the typical interaction strength and typically is several
times the frequency of the boson peak maximum, wy,.

Secondly, these renormalized low frequency QLV’s in-
teract with each other. In cffcet this means that the
QLV’s are subject to random forces, f, (internal forces).
Due to the high susceptibility of low frequency vibrations
their low frequency DOS is changed to g(w) o w* for
w < wyp. This is a general property of the low frequency
DOS of non-Gaoldstone bosonic excitations in random me-
dia {4]. It is associated with the so-called sea-gull singa-
Jarity in the distribution of the stiffness constants of the
QLV [5, 6] in the soft potential model.

By the crossover between the two limiting regimes of
the DOS the BP is formed and obtains a “universal”
shape. The frequency of the BP, wy, is determined by
the intoraction strength and thus by the characteristic
value of the internal forces, f.

Under an applied hydrostatic pressure additional forees
are exerted on the QLV which will shift the boson peak.
From Hook’s law one gets

gip = —(P/3K)di (1)

whore g1 is the strain tensor and /¥ is the compress-
ibility of the glass,
The interaction of a QLV with the strain is bilinear

Hint = AikEikX = *(P/3K)A":\' (2}

where Ajy Is the deformation potential tensor and x is
the coordinate of the QLV. For simplicity we will write
in the following A instead of Aj;. Thus the additional
contribution to the random force due to applied pressure
is proportional to the pressure

AL = (P/3K)A. (3)
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The deformation potential A of &2 QLV is a random quan-
tity. In particular, it has a random sign, so that the corre-
sponding distribution function D(A) is an even function
of A. As a result, the distribution of the random forces
£ in the glass remains an even function of f when the
pressure is applied.
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FIG. I: Boson peak intensity for different applied pressures,
excluding the low freguency Debye contribution. Loventzian
distributions were assumed for both internal and pressure in-
duced forces.
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FIG. 2: Bason peak frequency in AsoS3 as function of pressure
measured by Raman scattering. Solid line: present theory.
(K. 8. Andrikepoulos, D). Christofilos, G. A. Kourouklis and
8. N. Yannopolous to be published}

The total random force on the QLV, f~, is then the
sum of two contributions the internal forces f, present
before pressure was applied, and the pressure induced
forces |Deltaf

[ =1+ A, (4)

If the distribution of the internal forces I is Q(f') then

the distribution of the total random force f in a glass
under pressure is given by the convolution

Fp(f) = (5)

~ A
dA @ (f - SKP) D{A).

ék"‘\g

Yor I = 0 it reduces to the unperturbed distribution
Q(f ) since the distribution D(A) is normalized to unity.

The evaluation evolves some lengthy but straightfor-
ward mathematics, see Ref. [7]. Fig. 1 shows the result-
ing dependence of the boson peak excess intensity. For
the shift of the of the maximum frequency we find

|P| 1/3

n)
Here we assumed Lorentzian force distributions. The de-
pendence on the exact shape of the distribution is weak.
in a recent experiment on AssS; this dependence of wy,
on pressure has been quantitatively verified, Fig. 2.

The boson peak intensity is predicted to decay o 1/wy
which is also in good agreement with experiment.

This is the first time that a theory of the boson peak
has been able o prediet the pressure shift. This gives
strong supporting evidence to our explanation of the BP
in terms of interacting QLVs. In previous work we have
shown that these QLV are linked to tunneling and relax-
ations in glasses. Thus onr work is a major slep towards
a unified picture of glassy dynamics.

wn(P) = wn(0) (1 + (6)
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Phase Field Modeling of Fast Crack Propagation
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We present a continuum theory which predicts the steady state propagation of cracks.

The

theory overcomes the usual problem of a finite time cusp singularity of the Grinfeld insiability by
the inclusion of elastodynamic effects which restore selection of the steady slate tip radius and
velocity. We developed a phase field model for clastically induced phase transitions; in the limit of
small or vanishing elastic coefficients in the new phase, fracture can be studied. The simulations
confirm analytical predictions for fast crack propagation.

Understanding the day-to-day phenomenon of fracture
is a major challenge for solid state physics and materialg
science. Usually, the motion of cracks is understood on
the level of breaking bonds at sharp tips, and obviously
theoretical predictions depend sensitively on the under-
lying empirical models of the atomic properties (see for
example [1]). Plastic effects, however, lead to extended
crack tips (finite tip radins rg), and it is conceivable that
for example fracture in gels can be described macrescop-
ically. Then a full modeling of fracture should not only
determine the crack speed but also the crack shape self-
consistently.

Recent phase field models go beyond the microscopic
limit of discrete models with broken translational and ro-
tational symmetry, and encompass much of the expected
behavior of cracks [2]. However, the scale of the appear-
ing patterns is always dictated by the phase field intexface
width, and thus these models have problems in the sharp
interface limit. Other descriptions are based on macro-
scopic equations of motion but suffer from inherent finite
time singularities which do not allow steady state crack
growth unless the tip radius is limited by the phase field
interface width {3].

It is therefore highly desirable to look for minimal mod-
cls of fracture which are free from microscopic details and
which are based on well established thermodynamical
concepts. This is also motivated by experimental results
showing that wmany features of crack growth are rather
generic [4}; among them is the saturation of the steady
state velocity appreciably below the Rayleigh speed and
a tip splitting for high applied tension.

Baged on our previous publication [5], we propose an
approach which describes crack growth in brittle mate-
rials by a phase transition model. In fact, it produces a
non-trivial dynamical sclection of the radius of the crack
tip. Instead of cracks filled with vacuum, we consider
for the moment a soft condensed phase inside the erack
which is growing at the expense of a brittle material [3].

The difference in the chemical potentials between two
plases at an interface is Ap = Q(ojre/2 —yK), pro-
vided that the soft phase is stress free because of negligi-
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ble elastic moduli. Then the surface of the crack is free
of normal and shear siresses. We assume for simplicity
the mass density p to be equal in both phases and the
clastic displacements to be continuous at the interface,
which means that the two phases arve coherent. Also, we
assume a two-dimensional geometry, ‘T'he interfacial en-
ergy per unit area is 7, and the interface curvature « is
positive if the crack shape is convex. 2 is the atomic
volume, o and ¢;;, stress and strain tensor respectively.

For phase transitions, the motion of the interface is
locally expressed by the normal velocity v, — DAp/+0
with a kinetic coefficient D with dimension [D] = m?s~}.

We developed a phase field code together with clasto-
dynamics to describe phase transformations under stress,
including for example also martensitic transformations.
In the limit of vanishing shear modulus in one of the
phases, this approach can be used to study melting and
solidification processes which arc induced by elastic forces
[3]. For a very soft sccondary phase, crack propagation
can be studied in the framework of a continuum the-
ory, since then the usual boundary conditions of vanish-
ing normal and shear stress are recovered. Let ¢ de-
note the phase field with values ¢ = 0 for the soft and
¢ = 1 for the hard phase. The energy density contri-
butions are fo = p(d)el; + A(¢)(e::)?/2 for the elastic
energy, with (@) = h(#); + (1 —h{@)u® and A(¢) =
R(P)AD L (1-R(PNAP), where h(d) = ¢?(3—2¢) interpo-
lates between the phases and the superscripts denote the
bulk values. The surface energy is fi(¢) = 3vE(V)?/2
with the interface width €. Finally, fg. = 6yé?(1—@)2/€
is the well-known double well potential. Thus the total
potential energy is

U= [V (s ot fun). W
The equations of motion are
.. ot do D 8U
P= Br T T amr A 2
P = at ~ 3+E 86 @)

These cquations lead in the limit £ — 0 to the correct
sharp interface limit.
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FIG. 1: Steady state velocity versus dimeunsionless driving
force A; A =1 is the Griffith poiat.

FIG. 2: Steady state growth of a crack in a strip, as obtained
from phase-field simulations. A constant displacement is pre-
scribed at the upper and lower boundary of the system.

First, we studied the growth of cracks in the vicinity of
the Griffith point. Here, the tip radius in not determined
by the length scale I/ug but by the phase field interface
width £ In the strip geometry, the dimensionless driving
foree is A = ud(A + 2u) /4L~ with the fixed vertical dis-
placement ug applied to the strip. As a nontrivial test,
the numerical results validate the analytical prediction of
the Griffith point A = 1 in the framework of the model,
as the propagation velocity tends to zero (see Fig. 1).

The main goal was to approve that elastodynamics al-
lows steady state growth without collapsing into the fi-
nite time cusp singularity of the Grinfeld instability {6],
selecting both a non-zero tip radius and a propagation
velocity below the Rayleigh speed. The simulations con-
firm this prediction, and a typical steady state shape is
shown in Fig. 2. Obviously, the tip radius is not deter-
mined by the intrinsic phase field length scale £ This
can also be seen in Fig. 3, whore we plotted the steady
state tip radius rp as function of the kinetic coefficient
D for various driving forces A. Only for very low kinetic
coefhicients, the tip radius is cut off by the interface width
£, otherwise it is fairly bigger; for high kinetic coefficients
the saturation is induced by the system size. In between,
however, the scales are well separated and the radius rg
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FIG. 3: Tip radius ro as function of the kinetic coefficient
D for different driving forces A. In the intermediate linear
regime the length scales are well separated.

t=0.00 t=48.81

t=87.62 ii t=146.42

FIG. 4: Irregular tip splitfing scenario. We used D/fvr =
1.85 and A = 3.6; the system size is 600 x 400, Time is given
in units I3/v%. Minor numerical noise breaks the symmetry
of the competing sidebranches.

t=24.41

r—

1=439.27

is a linear function of I}, in good agreement with the
theoretical analysis.

Snapshots of a typical tip splitting scenario for rela-
tively high driving forces are shown in Fig. 4. Repeated
irregular splitting of the crack tip occurs, followed by
syminetrical growth of the sidebranches. After a while,
one finger wins the competition, moves back to the center
of the strip and can finally split again.
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Velocity selection problem for combined motion of melting and solidification fronts

Efim A. Brener and D. E. Temkin
Institut fir Festkiérperforschung, Forschungszentrum Jilich, D-52425 Jilich, Germany

We discuss a free boundary problem for two moving solid-liquid interfaces that strongly interact
via the diffusion field in the liquid layer between them. This problem arises in the context of lguid
film migration (LFM) during the partial melting of solid alloys. In the LFM mechanism the system
chooses a maore efficient kinetic path which is controlled by dilfusion in the liquid film, whereas the
praocess with only one melting front would be controlled by the very slow diffusion in the mother
solid phase. The relatively weak coherency strain energy is the effective driving force for LEM. As
in the classical dendritic growth problems, also in this case an exact family of steady-state solutions
with two parabolic fronis and an arbitrary velocity exists if capillary effects arve neglected [7]. We
develop a velocity selection theory for this problem, including anisotropic surface tension effects.

The carly observations of liquid film migration (LFM)
were made during sintering in the presence of liquid phase
[1] or during partial melting of alloys [2] (see [3] for a re-
view). Nowadays LFM is a well established phenomenon
of great practical importance. In LFM one crystal is
melted and another one is solidified. Both solid-liquid
interfaces move together with the same velocity. In the
investigated alloys systems the migration velocity is of
the order of 1078 — 1075 em/s and it is controlled by
the solute diffusion through a thin liguid layer between
the two interfaces [4]. The migration velocity is much
smaller than the characteristic velocity of atomic kinet-
ics at the interfaces. Therefore, both solids should at the
interfaces be locally in thermodynamic equilibrium with
the liquid phase. On the other hand, these local equilib-
rium states should be different for the two interfaces to
provide the driving force for the process. It is by now
well accepted {see, for example, {3, 4]) that the difference
of the equilibrium states at the melting and solidification
fronts is duec to the coherency strain energy, important
only at the melting front because of the sharp concen-
tration profile ahead the moving melting front (diffusion
in the solid phase is very slow and the corresponding
diffusion length is very small). Fhe solute atoms diffuse
ahead of the moving film and the coherency strain energy
in such frontal diffusion zone arises from the solute wisfit
( for the schematic diagram of liquid film migration see
Fig. 11 in [5]). If such a frontal diffusion zone is suffi-
ciently small due to the very slow diffusion in the solid
phase, the coherency strain encrgy is not relaxed due to
the possible nucleation of misfit dislocations [3] (for an
alternative point of view see also [6]). Thus, the equi-
librium liguid composition at the melting front, which
depends on the coherency strain energy and on the cur-
vature of the front, differs from the liquid composition at
the unstressed and curved solidification front. This leads
to the necessary gradient of the concentration across the
liguid filin and the process is controlled by the diffusion
in the film.

If only the melting front existed, the melting process
would be controlled by the very slow diffusion in the
mother solid phase and elastic effects would be irrelevant.
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I the LFM mechanism the system chooses a more effi-
cient kinetic path which is controlled by the much faster
diffusion in the liguid film. Iowever, in this case the
relatively weak coherency strain energy is involved as ef-
fective driving force for this process. In this respect the
LFM mechanism is similar to other well-known phenom-
ena such as diffusion induced grain boundary migration
and cellular precipitation [3]. In these processes a rela-
tively fast diffusion along the grain boundaries controls
the kinetics and the coherency strain energy plays also a
controlling rele.

Thus, a theoretical description of LFM requires the
solution of a free boundary problem for two combined
moving solid-liquid interfaces with a Hquid film in be-
tween. In Ref.[7] this problem was considered for simpli-
fied boundary conditions: the temperature and the chem-
ical composition along each interface were kept constant.
Their values are different for the melting and solidifica-
tion fronts and differ from those far from the migrating
liquid filma. This means that any capillary, kinetic and
crystallographic effects at the interfaces were neglected.
It was found that under these simplified boundary con-
ditions two co-focal parabolic fronts can move together
with the same velocity., The situation is rather similar to
a steady-state motion of one parabolic solidification front
into a supercooled mell [8, 9] or one parabolic melting
front into a superheated solid. In this approximation the
Peclet numbers were found, but the steady-state velocity
remained undetermined at that stage. Thus, the problem
of velocity selection arises.

Solvability theory has been very saccesstul in predict-
ing certain propertics of pattern selecting in dendritic
growth and a number of related phenomena (see, for ex-
ample, [10-12]). This theory has been extended 1o the
three-dimensional case [13, 14}, We note that capillar-
ity is a singular perturbation and the anisotropy of the
surface energy is a prerequisite for the existence of the
solution.

We discuss the two-dimensional problem of the steady-
state motion of a thin lignid Alm during the process of
isothermal melting of a binary alloy, see Fig.l. We as-
sume that the diffusion in the solid phases is very slow
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FIG. 1: Schematic presentation of two moving nearly
parabolic fronts; S1 and S2 are the melting and growing
golids, and L is the liquid film.

and the concentration ¢ in the liquid film obeys the
Laplace equation. We introduce the normalized concen-
tration ¢ = (¢ — c¢r)/{cy, — ¢g) with ¢z and cg being
the liguidus and solidus concentrations of the equilibrium
phase diagram at a given temperature. Then the equilib-
rium concentration and the mass balance conditions at
the solidification front read

C=dyKs,  Vy=-DOC/on. 1)

At the melting front the equilibrium concentration is
changed by the presence of the elastic coherency strain
energy [3] and also the diffusional flux changes because
in the solid ahead of the melting [ront the concentration
is ¢g which is different from cg:

C=-bA% - q1 K, Vo(1—A)=—-Dac/n. (2)

Here V,, is the normal velocity; D is the diffusion co-
efficient in the liquid film; K is the curvature assumed
to be negative for the interfaces in Fig.l; A = (¢p —
cg)/{cr — eg) is the dimensionless driving force; b =
Y§(da/dc)?/a*f { is the dimensionless constant which
describes the coherency strain energy [4], € is the atomic
vohume, Y is the bulk elastic modulus, a is the atomic
constant, {1 (c) is the free energy of the liquid phase per
atom, [} is the second derivative of f (¢} at ¢ = cg; d;
are the anisotropic chemical capillary lengths:

di(0) = do[1 ~ arcosd(f — 6;)], do =/t }(cr — cs)?
(3)

with the isotropic part of the swriace energy « and the
anisotropy parameter a << 1; # is the angle between the
normal to the interface n and the direction of motion, #;
is the direction of the minimum of d;(#) for each of the
interfaces.

‘We measure all lengths in the units of the radius of
curvature of the Ivantsov parabolic solidification front,
Hy. Introducing a parabolic coordinates system,

y= (732 - 162)/27 x =np, (4)
we lock for a solution of the Laplace equation for the
concentration field C(n, ). Co(n) = —bA2(n—1)/(no—1)

89

is the solution without surface tension which satisfies the
boundary conditions: Co(1) = 0 and Ca(np) = —bAZ
The balance equations at the interfaces, 2P = 2P(1 —

A)gp = —9C/dn lead to the relations for the Peclet
number and rg:
V Ry bA? Il 1
P = = = _ = —, 5
50 Wm-1) P Vm - i-a @

These retations can also be obtained in the proper limit
of Eqs.(27)-(28) of Ref. [7] and give the expressions for
the radii of curvature for the two interfaces, B, and Rg,
for a given velocity ¥V which remains undetermined at
this stage.

The surface tension plays a crucial role in the velocity
selection problem. The details of the solution of this
selection problem are given in [15]. The result is:

YL
o =0* ~ Aa®1,

A << Va.

o=c" ~a'lt

A >> /a, (6)
where o = dp/P Rz is the usual stability parameter.

In conclusion, we developed a selection theory for the
process of liguid film migration where the strong diffu-
sion interaction between melting and solidification fronts
plays a crucial role. This process is very important in
practical applications, in particular during sintering in
the presence of the liquid phase [1, 3].
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Plasticity of the complex metallic alloy phase Al;3Co,

M. Heggen, M. Feuerbacher

Institug fiiv Mikvostruknrforschung

Plastic deformation experiments were performed on single crystals of the orthorhombic Al;Coy com-
plex metallic alloy phase. The material was compression tested in a temperature range between 600 and
800 °C and shows a pronounced yield-drop effect followed by a regime of weak work hardening. Incre-
mental experiments like stress-relaxation tests and temperature changes were conducted in order to de-
termine thermodynamic activation parameters of the deformation process. Microstructural investigations
by means of transmission electron microscopy reveal that dislocation motion on (0 0 1) planes is the basic
mechanism of plastic deformation. The distocations have [0 T 0] Burgers-vector direction, [1 0 0] line
direction and are structurally related to Metadislocations [1].

Complex metallic alloys (CMAs) are characterized by a
high structural complexity and large lattice parameters.
They posses a high number of atoms per unit cell, ranging
from some tens to some thousands [2]. The plasticity of
these novel materials is largely unknown and a field of
intense current research activity. Conventional mechanisins
of plastic deformation are prone to failure in such struc-
tures, essentially due to the occurrence of large lattice pa-
rameters. For instance, the movement of perfect disloca-
tions, i.e. dislocations with a Burgers vector corresponding
to a lranslationally invariant distance, in CMAs would be
connected {o high elastic line energies exceeding physically
reasonable values,

The material in the present investigation is Al;;Coy, an
orthorhombice phase (space group Pmn2,} with lattice pa-
rameters a = 8.2 A, b= 123 A, and ¢c = 145 A [3]. The
structure has been well characterized by different authors
fe.g. 3]. The unit cell contains 102 atoms. The main strac-
tural features are pair-connected pentagonal prismatic
channels which extend along the [1 0 0]-direction. In this
sense Al;Co, is structurally related to a group of other
CMAs of which orthorhombic Alj;Fes is the most promi-
nent phase [4]. In Al;;Coy the occurrence of metadisloca-
tions was proposed [ 5], however, experimental evidence for
the existence of metadislocations was so far only given for
the phase E"-Al-Pd-Mn [1]. Therefore, besides the charac-
terization of the macroscopic plastic deformation behav-
iour, the present investigation is an important jigsaw piece
to determine the role of metadislocations in the plastic de-
formation mechanism of CMAs.

Al;;Coy single crystals were grown by means of the
Bridgman technique. The grain sizes achieved were of the
order of 1 to 2 em?, The quality of the material was charac-
terized by phase contrast optical microscopy, scanning
electron microscopy, and transmission electron microscopy.
For mechanical testing we used a modified Zwick Z050
machine under closed loop control at constant strain rate of
107 5!, After deformation, the samples were rapidly un-
loaded and quenched on a cold metal plate to preserve their
microstructural state. They were cut into slices and pre-
pared for transmission electron microscopy. The micro-
structural investigations were carried out using a JEOL
4000FX transmission electron microscope (TEM).

</ MPa

2 : 3 ’ 4 : 5 * 5} 7

vl
Fig 1: Stress-strain curves of Al;;Co, at different tem-
peratures.

Figure 1 shows stress-strain curves of Al 3Coy at tempera-
tures between 650 and 800 °C. We have conducted a simi-
lar series of stress-relaxation tests and temperature-cycling
tests in order to determine thermodynamic activation pa-
rameters of the deformation process [6]. At all temperatures
the curves have common qualitative features. After the
elastic regime, a strong yield-point effect is observed in the
strain range between 0,25 and 0.55 % which can be most
probably attributed to dislocation multiplication at the onset
of plastic deformation. Another feature is the occurrence of
slight work hardening at higher strain, After plastic defor-
mation the Al;;Cos samples show localised shear zones
which correspond to crystallographic (0 0 1) planes.

The macroscopic plastic deformation behaviour of the
well investigated CMA E'-Al-Pd-Mn [7} shows clear dif-
ferences to AljaCoy. First of all the deformation of §7-Al-
Pd-Mn is homogencous, No localized shear zones are ob-
served on deformed samples. Furthermore almost no yield
drop effect can be found and work softening is observed at
higher strain rather than work hardening. The homologous
temperature range, i.e, the temperature range related to the
melting temperature of the material, where plastic deforma-
tion experiments are performed is different, Al;;Coy is
deformable at much lower homologous temperatures than
E"-Al-Pd-Mn,
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Fig 2: Experimental activation volume (squares) evalu-
ated from stress-relaxation tests and hyperbolic fit curve
(solid line).

In Figure 2 the activation volume of Al3Cos evaluated
from stress-relaxation tests [6] is shown. It shows a hyper-
bolic stress dependence {solid line in Figure 2). The activa-
tion volumes are bigger by about a factor of 2 than those of
the CMA E'-Al-Pd-Mn and the icosahedral Al-Pd-Mn qua-
sierystal {7]. Conclusions can be drawn from the large val-
ues of the activation volume on the mechanism of plastic
deformation. A detailed discussion on this topic is given
elsewhere [8].

The activation enthalpy TH [6] was calculated and has a
mean value of 2.2 eV, The work term EW [6], i.¢. the part
of the energy which is suppled by the applied stress,
amounts to 0.4 eV in the temperature range considered.
Hence, the work term is distinctly lower than the activation
enthalpy, which indicates that dislocation motion is a ther-
mally activated process. The mean value of the activation
enthalpy is lower than the corresponding values of 5 eV for
E-Al-Pd-Mn [7].

i*"lg 3: Bright field micrograph of a deforined sample (see

text),

Figure 3 shows an electron micrograph of a deformed
sample under two-beam bright-field conditions. It reveals
the presence of stacking faults at very high density. They
can be noticed as parallelly oriented stripes covering the
whole image area. The planes of the stacking faults were
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determined by specimen tilting and correspond to (0 0 1)
planes. Furthermore a high density of dislocations is ob-
served in the deformed sample. The black arrow in Figure 3
points at a dislocation terminating a planar defect. The
dislocation density in a sample deformed at 700 °C and 107
s to 6.2 % was determined as 1.4 (+0.2) x 10° em™, which
is about 50 fimes higher than the disfocation density of an
undeforimed reference sample. The dislocations are aligned
parallely and have [1 0 0] line direction. Furthermore, con-
trast extinction experiments revealed that the Burgers vec-
tors of most of the dislocations and the displacement field
of all planar defects observed in the present study are paral-
lel to the [0 1 0] direction. '

The present microstructural investigations clearly indicate
that the movement of [0 1 0] dislocations on (0 0 t) planes
traiting stacking faults is a basic mechanism of plastic de-
formation in Al;3Co4. This deformation mechanism is dif-
ferent to the Metadislocation-mediated deformation mecha-
nism of §-Al-Pd-Mn. Although the Burgers-vector direc-
tion is equivalent, the planes of the planar defects are differ-
rent. It is a fundamental feature of Metadislocations in &'-
Al-Pd-Mn that they arc connected to phason planes pos-
sessing (0 0 1) habit plancs [1]. In Al;Coy these planes
correspond to (0 1 0) plancs [8]. In the present study, planar
faults of any kind possessing (0 1 () habit planes were not
observed. Accordingly, despite the structural relatedness of
E'-Al-Pd-Mn and Al3Coy, our present results on the latter
phase show that we can exclude the deformation mecha-
nisms operating in £'-Al-Pd-Mn.

However, a current investigation by our group shows that
the core structure of the dislocations in Al ;Coy corresponds
to those of metadislocations proposed for this material [81,
This study comprises a investigation of the dislocation core
using high-resolution eleciron microscopy. Despite of the
microstructural differences, first of all the lack of phason
planes in Al1Coy, this investigation shows that the disloca-
tions found in Al;Co, are structurally retated to metadislo-
cations. It indicates for the first time that metadislocation
related defects are found in different types of CMAs and
that they are a powerful concept to describe the mecha-
nisms of plastic deformation in those materials,

[11 H. Klein, M. Feuerbacher, P. Schall and K. Urban,
Phys. Rev. Lett, 82, 3468 (1999).

[2] K. Urban and M. Feuerbacher, J. Non Cryst. Sol. 331 -
335, 143 (2004),

[3] I. Grin, Y. Burkhardt, M. Ellner, K. Peters, J. Alloys &
Comp. 2006, 243 (1994a)

[4] 1. Grin, U. Burkhardt, M. Ellner, K. Peters, Z. Kristal-
logr. 209, 479 (1994b).

[5] M. Feuerbacher, and M. Heggen, Phil. Mag,, in press
(2005b).

[6] A.G. Evans, and R.D. Rawtlings, Phys. Stat, Sol. 34, 9,
(1969).

[7] M. Feuerbacher, H. Klein, and K. Urban, Phil. Mag.
Lett. 81, 639 (2001).

[8] M. Heggen, D. Deng, M. Feuerbacher, in preparation
(2005).




[FF Scientific Report 2004/2005

Strategies for Aberration Control in Sub-Angstrom HRTEM

A. Thust, J, Barthel, L, Houben, C.L, Tia, M, Lentzen, K, Tillmann and K. Urban

Institute of Solid State Research, Forschungszentrum Jiitich GmbH, D-52425 Jiilich, Germany

High-resolution transmission electron microscopes (HRTEMs) of the most recent generation will allow one to
enter the sub-Angstrom resolution regime on a routine basis. However, in order to be able to interpret the sub-
Angstrom information, an extremely precise conirol of residual optical aberrations will be required. The preci-
sion of existing aberration measurement procedures is by far not sufficient for this purpose. We developed
software procedures, which exceed the precision of existing solutions by an order of magnitude, enabling for
the first time a reproducible access to the sub-Angstrom regiime. The measured aberrations can be either re-
moved by hardware before experiment or more completely via phase-retrieval methods after experiment.

With the upcoming transmission electron microscopes
equipped with a monochromator it is possible to access the
sub-Angstrom resolution regime on a routinely basis. Apart
from the high demands on the instrumental stability and on
the specimen quality, the precise measurement and the
correction of residual higher-order lens aberrations is a
primary chaltenge in order to be able to take advantage of
the extra resolution offered by such microscopes. Just in the
same way as the resolution jump enabled by field emission
guns in the early nineties required a precise cotrection of
axial coma, two- and threefold astigmatism, the resolution
jump enabled now by monochromators requires the control
of many more aberrations than have been considered so far.
A graphical overview of aberrations, which are expected to
play a role in the resolution regime around 0.8 Angstrom, is
given in Fig. 1.

Figure I Schematic wave optical display of lens aberrations in
Fourier space up to the sixth order of the spatial frequency g.
The notation Cy,, is chosen in such a way that the index m de-
notes the order of the spatial fiequency, whereas n denotes the
rotational symmetry, Bright areas indicate a positive phase,
dark arcas a negative phase, discontinuities highlight multiples
of m. E.g. Cyy denotes the defocus, Cy; the 2-fold astigmatism,
Cyo the spherical aberration, Cy,, in general a m-fold astigma-
tism.

While the introduction of a hardware corrector for the sphe-
rical aberration (Cg) yields a drastic improvement in the
image quality, our experience with the Cy corrected CM200
FEG instrument installed in Jiilich shows that a parallel
integration and even a further development of sofiware
solutions is helpful or even necessary in order to fully over-
come the aberration problem.

Firstly, the aberration measurement software, which is
based on a diffractogram analysis and which is currently
delivered with the CEOS hardware corrector [ 1], is by far
not robust and precise enough for a corrector alignment
aiming at a target resolution around 0.8 Angstrom. More-
over, crror limits, which are traditionally given only for
single aberrations (see e.g. Ref. 1) are no longer realistic in
the case of a large ensemble of potential aberrations as is
shown in Fig, 1. For this purpose we developed a new soft-
ware suite for ultra-precise aberration measurement, which
includes numerous novel insights and approaches for the
recognition of diffractograms as well as a correct error
propagation analysis. First experiments with the new soft-
ware running in parallel with the CEOS software on the
Jillich microscope show a drastic improvement by a full
order of magnitude in the precision of the diffractogram
recognition. Due to this essential progress in the software
methodology a reliable corrector alignment for target reso-
lutions well below one Angstrom is now possible for the
first time.

Secondly, the fact that aberrations, which can be poten-
tially corrected by hardware, may vary with time, and the
fact that many higher-order aberrations cannot be corrected
by hardware at all, suggest to combine an incomplete hard-
ware correction with an a-posteriori software correction via
phase-retrieval methods [2]. A comparison of a Cs cor-
rected image with the corresponding phase image, which
was retrieved by focal-series reconstruction, is shown in
Fig. 2. Apart from the improvement of the signal-to-noise
ratio, the a-posteriori elimination of residual aberrations
from the retrieved wave function leads to an apparent im-
provement of the optical quality, allowing for a direct inter-
pretation of the alomic details belonging to the imaged
defect structure [3,4,5,6].
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Figure 2 (a) Image of a stacking fault in GaAs taken along a
[T10] crystal axis with a Cg comrected microscope under bright
atom contrast conditions. Although the microscope is already
corrected for spherical aberration by hardware, the image does
not reveal a direct structure projection due o the existence of
unwarnted further aberrations. (b) Phase of the electron wave
function reconstructed from a focal series after a-posteriori
software cormrection of residual aberrations Cy, Ciy, Ci1, Cia
and Cyg. The artificial kidney-shaped distortion of the dumb-
bell contrast and the blurred appearance of the fault, as ob-
served in (a), are absent in {he reconstructed aberration-free
phase.
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Atomic configuration at a SrTiO; dislocation core

C.L. Jia, A. Thust and K. Urban

Institui fily Mikvostrukturforschung

The atomic structure of a SrTiO; dislocation is revealed directly by phase-retrieval electron
microscopy. In particular, atomic colummns of light oxygen are observed simultaneously with the
columns of considerably heavier Sr and Ti. A distinct structural modification of the oxygen octahedra
at the dislocation core as well as a significant nonstoichiometry, including a deficiency of oxygen, are
observed. Deviations from the bulk chemical concentration are quantified column-by-column by
means of structure modelling and quantum-mechanical simulations of the eleciron scattering process.

Dislocations, which appear almost unavoidably in many
materials, have been at the focus of materials research for a
long time. The electrical properties of functional materials
applied in electronics depend crucially on the density and
nature of the dislocations involved [1,2]. Dislocation
structures in oxides, especially in perovskite oxides, which
play a key role in industrial nanoelectronics, are still not well
known due to their intrinsic structural and chemical
complexity, The ability to determine the geometrical and
chemical distribution of light antons with atomic resolution in
the presence of heavy cations has been so far an unsolved
challenge in microstructure research.

High-resolution transmission electron microscopy
(HRTEM) has proven to be a powerful tool for the
characterisation of lattice defects. In the present work, we take
advantage of two advanced techniques, the negative Cs
imaging (NCSI} technique [3] and the wave function
reconstruction from a focal series of images [4], for
investigating the atomic structure of a dislocation core in
SrTiOs. The emphasis of this investigation is not only on the
spatial arrangement of the heavy cations Sr and Ti but also on
the detaited arrangement of the considerably lighter oxygen
atoms,

[£10] oriented specimens were preparcd from a
single crystal of S1Ti0; for the HRTEM investigation.
Twenty images of a dislocation were recorded under NCSI
conditions (Cg =— 40 um) with a nominal focal step size of
—1.8 nm in the Philips CM200 FEG microscope equipped
with a Cscorrector., The exit-plane wave function was
retrieved from the recorded - image series using the
Philips/Brite-Euram  software package for focal-serics
reconstruction. The modelling of the core structure and the
simulations of the wave function and images required for the
subsequent quantitative comparisons were carried out with the
CrystalKit and MacTempas software packages.

Figure ta displays image no. 9 belonging to a series
of high-resolution images containing a dislocation core. This
image was recorded at a defocus value of +8.8 nm, which is
close to the optimum phase contrast under NCSI conditions.
In this image al types of atomic columns, i.c. SrQ, Ti, and O,
are directly revealed by bright dots on a dark background, as
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FIG. 1. (a) lmage no. 9 of a focal series of 20 images
containing a dislocation core in [110] oriented SrTiC;. (b)
Numerically retricved phase from the same region after
elimination of residual aberrations. The inset in the periodic
area shows the simulated phasc for a sample thickness of 4.3
nn. Pairs of arrows highlight the splitting of oxygen columns.

is marked by circles in the periodic lattice area. The arrows
denote the dislocation with a Burgers vector a{001]. Whereas
the cation columns in the core area can be identified in a quite
straightforward manner from the Cs-corrected image, the
contrast of the oxygen columns is buried in comparatively
strong noise. Figure 1b shows the corresponding phase image
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FIG. 2. Comparison between (a) the simulated phase image
based on the structure model shown in Fig. 3 and (b) the
phase image retrieved numerically from experimental data.

retrieved from the focal serics of 20 images, wlich is
delocalisation-free  due to an additional a-posteriori
elimination of all residual aberrations. The details of the
oxygen arrangement at the dislocation core are sufficiently
well resolved after the nmumerical reconstruction and can now
be studied column-by-column. From Fig. Lb it is clearly seen
that the dislocation is characterised by the termination of two
atomic planes, a (001) SrO plane and a (001) TiO, plane. The
core area extends over about 0.8 nm, one and a half [110]
periods between the different termination points of these two
atomic planes. At this distance two Ti-O planes directly face
each other, forming a structure of double Ti-O planes. This
structure can be also considered as a short-distance
dissociation of the dislocation,

The most prominent feature of the oxygen signal in
the core region is a doubling of the phase maxima, as is
marked by two pairs of small horizontal arrows in Fig. 1b,
Moreover, the phase peaks at the oxygen positions in the core
region are in general considerably lower than those in the
surrounding perfect lattice. Extensive sinulations of the wave
phase showed that the prominent doubling of phase maxima
cannot be caused by a single column of oxygen, indicating
that indeed two oxygen columns are responsible for the
observed maximum doubling. A corresponding  structure
model was set up and forther refined by adjusting the
occupancy of the atomic columns in order to obtain as small a
discrepancy as possible betwecn simulated and experimentally
refrieved phase. Figure 2a displays the simulated phase image
of the dislocation core based on the refined structure model.
For direct comparison, Fig. 2b displays the experimentally
retrieved phase image of the core area. It is already obvious
from visval inspection that the details of the phase images
displayed in Figs, 2a and 2b mutually match each other to a
high degree. A more quantitative comparison based on the
specific shape of phase profiles shows also the excellent
resemblance between the experimental and the simulated
phase profiles supports in detail the validity of the refined
structure model of the dislocation core [5].

Figure 3a shows the structure model of the
dislocation core viewed along the [110] direction. Figure 3b
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FIG. 3. (a) Structure model of the dislocation core refined by
matching the simulated phase to the experimentally retrieved
phase. The violet segmets at the atomic columns indicate the
occupancy reduction relative to a fully occupied reference
column of 4.3 nm height. The red segments indicate a slight
formal over-occupancy due to experimental noise and local
thickness variations with respect to the reference level. (b)
Perspective view of the oxygen configuration at the
dislocation core.

schematically shows the modification details of the octahedra
at the dislocation core in a perspective view.

From the refinement of the structure model, it is
found that most of the columns in the core region have a
tendency to be under-occupied. This holds for both the cation
and oxygen columns. One can therefore calculate a relative
occupancy ratio, i.e. the ratio between the number of cation
atoms and oxygen atoms for neighbouring atom columns. In
the region of the dislocation core marked by the yellow
background colour, one obtains the atom ratio of 0.51 : 1.00 :
2.29 for Sr: Ti: O. In comparison to the stoichiometry of the
S1TiQ; the core is thus Sr- and O-deficient. It is known that
the concentration of cations can vary for different dislocation
types. The relatively low concentration of oxygen could result
in a positively charged dislocation core,

[1] M.-W. Chu et al. Nat. Mater. 3, 87 (2003).

[2] S.P. Alpay et al., Appl. Phys. Letts. 85, 2044 (2004).

(3] C.L. Jia, M. Lentzen, and K. Urban, Science 299, 8§70
(2003).

[4] A. Thust ef afl., Dyck, Ultramicroscopy 64, 211 (1996).

[5]1 C.L. lia, A. Thust and K. Urban, Phys. Rev. Lett. 95,

225506 (2005).
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Contrast Transfer Theory for Transmission Electron Microscopes Equipped
with a Wien-Filter Monochromator

M. Lentzen, A, Thust
Institute of Sofid State Research and Ernst Ruska Centre for Microscopy and Spectroscopy with Electrons

A key limit to the resolution of transmission electron microscopes is the energy distribution of the electron
source, which induces via the chromatic aberration of the objective lens an unavoidable “blur” of object details
in the imaging plane. The fiture generation of sub-Angstrom electron microscopes will be equipped with so-
called gun-monochromators, which reduce the source energy spread by electron-optical filtering and hence
improve the information limit, One of these devices, the Wien-filter monochromator, induces into the illumi-
nation system of the microscope a new shape of the effective source, This work extends the traditional contrast
transfer theory, which describes high-resolution image formation, by a new damping cnvelope taking the e-
nergy dispersion of the illumination into account. The impact of the new envelope for sub-Angstrém contrast-
teansfer is evatuated for the case of a modem abermration-corrected 300-kV instrument. The envelope sitmulati-
on shows a defocus-dependent asymmetric loss of high-frequency structure information.

The past two decades have seen major improvements of
transmission clectron microscopes with respect to the in-
formation limit and the interpretable resolution of structure
images. The combined use of new instrumentation, such as
field-emission sources, more stable lens and high-voliage
power supplies, and, eventually, spherical-aberration cor-
rectors, provides an interpretable resolution just penetrating
the sub-Angstrém scale,

Attempts for further improvement are made today by
reducing the deleterious influence of the chromatic aberra-
tion through the use of gun monochromators, These devices
reduce the energy spread of electrons emitted by the source
at the cost of brightness. One of the new monochromators,
of the Wien-filter type [1], images incoming electrons into
an energy dispersive plane, cuts out clectrons of a desired
smali energy interval by means of a slit, and lets the out-
going electrons pass through the high-voltage accelerator
and the illumination system to form the illumination cross-
over, for example above the specimen under investigation,

The illumination cross-over of a Wien-filter monochro-
mator has a shape much different from that of traditional
illumination systems. The lincar energy dispersion introdu-
ced is still present at the cross-over plane, that is, electrons
of different energy appear to impinge from different direc-
tions onto a certain point in the object plane. Figure 1 dis-
plays a model of the resulting effective source: Electrons
with energy £, travel straight on, those with energies larger
than £, are incident from the right, and those with an cner-
gy smaller than £, are incident from the left. The respective
change of the wavevector K is traced by the wavevector Q.
The vector ¢ traces an additional direction change, still
present for each energy, due to the finite size of the field-
emission source.

The traditional imaging model for the contrast transfer
under partially coherent illumination {2, 3] is hence no
more valid, because it assumes identical illumination disks,
spanned by ¢, for different electron energies. This work was
dedicated to a full recalculation of the contrast transfer
using the transmission cross-coefficient formalism to de-

scribe high-resofution imaging for a microscope equipped
with a Wien-filter monochromator [4], using the illuminati-
on model described before.

! :.a
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tnergy

souree
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Figurc 1 The effective source for an illumination system
equipped with a Wien-filter monochromator. An image of the
ficld-emission source, traced by g, is displaced by a wavevec-
tor @ related to an energy change of £E. Thus electrons with
energy FtGE have an apparent illumination tilt of Q/K.

The most prominent change to the standard high-resolution
imaging model [2, 3], which will affect not only future
image calculations but also wave function restoration using
clectron holography or through-focus series reconstruction,
has to be made for the damping envelopes describing the
effeets of partial coherence, The wetl-known envelopes for
spatial and temporal coherence, Fs(g, fr) and Ex(g, I), for
the two-beam interference of diffracted beams g and /1, stay
unchanged, but an additional new envelope Exdg, #) oc-
curs, due to the dispersion of the effective source. The re-
sulting formulac for the first-order expansion are lengthy;
therefore we display here, due to limited space, only the
envelopes for the linear interferences:
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with the aberration-function x{(g) of the objective lens, the
lens defocus Z, the semi-convergence angle of the field-
cmission source gq, the effective defocus spread &5 due to
high-voltage and lens-current instabilities, the effective
defocus spread &y = Co LEWEy due to the encrgy spread
LBy left over by the monochromator, the constant of the
chromatic aberration C¢, the dispersion of the effective
source d0/9Z, and a unit vector ey along the disperison
axis.

The simulation of the combined effect of the three envelope
functions, displayed in Figure 2, shows a notable effect of
the new illumination system: For a spherical-aberration
corrected microscope with an information limit of 0.08 nm
the contrast transfer becomes asymmetrical for diffraction
vectors g and —g upon defocussing the objective lens, here
by a moderate value of £50 nm, Depending on the amount
of defocus high spatial frequencies belonging to one half of
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the diffraction plane are transmitted poorer. That is, details
of the object structure may appear asymmetrical to the
operator, and work with such an instrument is restricted to a
defocus interval around Gaussian defocus, depending on
the strength of the dispersion. The worst of the mentioned
effects is, however, the loss of valuable high-resolution
information,

Figure 2 The envelope Eg(g) Ex(g) Falg) of the linear inter-
ferences for £y = 300 keV, defoci —50 nm (left), 0 nm (cen-
tre), +50 nim (right), and an information limit of .08 nn. The
frame coordinates run from —12 nm! to +12 nm’’; white de-
notes a transmission of 1, black a transmission of 0.

] P.C. Tiemeijer, Inst. Phys. Conf. Ser. 161 (1999} 191.
[2] K. Ishizuka, Ultramicroscopy 5 (1980) 55.
[3] H. Pulvermacher, Optik 60 (1981) 45.

[4] M. Lentzen, A, Thust, Microsc. Microanal. 11 (Suppl. 2)
(2005) 2145,
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Metadislocation reactions and metadislocation networks

M. Heggen and M. Feuerbacher

Institut fiir Mikrostrukturforschung

Metadislocations are novel structural defects firstly observed in the complex metallic alloy &'-Al-Pd-Mn.
We present a (ransmission electron microscopy study on metadislocation reactions and networks, It is
shown that metadislocations can dissociate into partials, which leads to a decrease of the elastic line en-
ergy. Connected groups of metadislocations can assume large and complex network structures with large
total Burgers vectors, However, the local elastic strain at the individual metadislocation cores as well as
the fault-plane energies remain small. By this mechanism, effective large Burgers vectors, confributing
massively to plastic strain, can be distributed over a large portion of the material,

The mechanisms of plastic deformation of complex metallic
alloys (CMAs) and the defects mediating their plastic de-
formation are largely unknown. Due to the large lattice
parameters cncountered in these materials, the concepts that
are used to describe the plastic deformation of simple crys-
talline materials fail since the introduction of a perfect dis-
location into a CMA would lead to a high elastic line energy
exceeding physically reasonable values.

In the complex intermetatlic phase &-Al-Pd-Mn a novel
mechanism of plastic deformation involving a new type of
structural defect called mefadislocation (MD) [1] was
found. Metadislocations (MDs) do not introduce high clas-
tic line energies, since their Burgers vectors are much
smaller than the lattice constant (Table [). Nevertheless,
due to their particular siructure, slip of MDs does not in-
volve the creation of planar faulis as ordinary partials woutd
do [2]. To date, the investigation of defects in &™-Al-Pd-Mn
is limited to the structure and propetties of single MDs
[1,2,3]. However, frequently MDs are observed as parts of
complex network structures. These networks are particu-
larty found in deformed materials. Therefore the under-
standing of the properties of MD networks is essential for
the comprehension of the plasticity of £ -Al-Pd-Mn.

The material used in the present investigation, a £™-Al-Pd-
Mn single crystal, was grown by means of the Bridgiman
teclmique. A sample of approximately 5x2x2 mun’ in size
was cut for mechanical testing; the long axis of the deforma-
tion specimen was oriented in a 45° angle to the [0 1 0]
direction. The sample was uniaxiatly deformed in compres-
sion along the long specimen axis at 700 °C to about 0.5 %
strain. After mechanical testing the sample was guenched on

a cold metal plate and prepared for transmission electron
microscopy {TEM) by standard techniques. The microstrue-
tural investigation was performed in a JEOL 4000EX clec-
tron migroscope.

Figure 1 shows a simple example of interacting MDs.
Two MDs of opposite sign sharing six (1,2) and ten (3,4}
phason planes are seen. Their Burgers vectors are £1.83 and
+1.13 A, respectively All associated phason planes of the
MDs are mutually connected. Hence these defect can be
interpreted as a MD dipoles. Figure 2 shows an example of
MD splitting. A MD with ten phason planes (1) is con-
nected to a MD with six phason planes (2). They share six
phason planes, hence four phason planes are remaining on
the left hand side of the defect. Adding the Burgers vectors
of both MDs yields (1.83+1.13) A = 2,96 A, which corre-
sponds to the Burgers vector of a MD possessing four
phason planes. Therefore the situation shown in Figure 2
can be interpreted as a MD with four phason planes which
has split into MDs with six and ten phason planes, respec-
tively. By this means, the local clastic strain at the disloca-
tion core is reduced. On the other hand, the six shared
phason planes are additionally introduced. Hence the proc-
ess of MD splitting has to be treated similarly as splitting of
dislocations into partials in ordinary materials, and the tofal
energy balance of all defects involved has to be considered.

Figure 3 shows a MD network, For the sake of clarity, the
location and orientation of MDs are indicated by triangles.
Furthermore, the numbers and the arrows indicate the num-
ber of associated phason planes and the direction and fength
of the Burgers vector, respectively. This is an example for a
complex MD network, formed by the niutual interconnec-

Fig. 1: MD dipoles sharing six (1,2) and ten (3,4)
phason planes
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Fig. 2: MD splitting. A MD associated to ten (1) and six
phason planes (2) are indicated.




IFF Scientific Report 2004/2005

Fig, 3: Example of a complex MD network.

tion of MDs via their associated phason planes. A remark-
able fact in this network is that the Burgers vectors of al-
most all MDs are oriented in the same direction and add up
to a large amount of 27.61 A, The arrangement of MD in
networks hence can create objects with large total Burgers
vectors. The movement of these objects through the struc-
ture leads to strong straining of the sample and is therefore
for a highly effective means of plastic deformation, On the
other hand, a MD network is more favourable than an ar-
rangement of single MDs for energetic reasons as will be
demonstrated below.,

Figure 4 a shows a scheme of a MD with two phason
planes, which introduces a small number of fault planes and
hence a low fault-plane energy. However due to its rela-
tively large Burgers vector of 4.80 A the local elastic strain
energy is high. Figure 4 b shows an example of a simple
MD network. Two MDs with four phason planes are con-
nected to a MD with six phason planes on the right hand
side. Hence six phason planes are terminated by the MDs
and two phason planes are left and reach into the bulk. This
MD network introduces a smatl number of fault planes and
a low fault plane energy. Additionally it introduces low
local strain at the MDs (b = 2,96 and 1.83 A). Nevertheless
the Burgers vectors add up to a very large amount 7.75 A.
Amnalogously, higher numbers of metadislocations can add
up to larger networks in order to achieve long total Burgers
vectors (i.e. effective means of plastic deformation) and
simultaneously reduce the total energy cost of local elastic
strains and fault planes. MD arrangements as shown in

Lattice mis-

Number of phason . .
match in units

Burgers vector

half-planes of s
6 070 A - 0,056
10 113 A 0.090
6 -1.83A -0.146
4 2.96 A 0.236
2 -4.80 A -0.382

Table I: Burgers vectors of MDs associated to different
numbers of phason half-planes.
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Fig. 4: Schematics of simple MD networks. See text.

Figure 4 b are frequently found in plastically deformed &'~
Al-Pd-Mn samples [4].

A special case of a MD network is the “closed” network
in the sense that all phason planes are terminated at MD
cores within the network. A Burgers circuit can be per-
formed around such type of MD network entirely in one
phase, the £'-phase. Figures 4 ¢ and d schematically show
simple examples of such MD networks. The phason planes
are shown as black lines. Figure 4 a shows a MD network
with a MDD associated to & phason planes on the left side
and two MDs with four and two phason planes on the right
side. All phason planes are terminated within this small
network. The Burgers vector can be easily calculated ac-
cording to Table 1: the Burgers vector modulus is 0.146 cg
- (0.236 cg - 0.382 cg) = 0 ¢z, where cg- is the lattice con-
stant of £-Al-Pd-Mn. Hence a Burgers circuit without a
closure failure can be performed around the object. Figure 4
d shows a MD network containing one MD associated to
four phason planes on the left side and two MD with two
phason planes on the right side. The modulus of the Burgers
vector is 0.236 ¢z - (2 X -0.382 ¢;) = ¢ = 12.56 A. Hence
the total Burgers vector is b = ¢¢- [0 0 1], i.e. this MD nel-
work is a perfect dislocation in the & -phase. The latter case
is another example for a highly effective means of plastic
deforination. Analogously, larger closed networks can be
constructed.

In conclusion we have shown that MDs can form dipoles
or dissociate into partials with smaller Burgers vectors
which leads to a decrease of the fotal elastic energy. MDs
can form complex networks by the mutual interconnection
via their associated phason planes. MD networks are highty
effective means of plastic deformation since they possess
large total Burgers vectors and small local elastic strain at
the individual MD cores.

1] HKlein, M. Feuerbacher, P.Schall and K.Urban, Phys.
Rev. Lefi., 82, 3468 (1999}

[2] H. Klein, M. Feuerbacher, P. Schall, and K. Urban, £hif,
Mag. Lett., 80, 11, (2000)

[3] H. Klein and M. Feuerbacher, Phil. Mag., 83, 4103,
{2003)

[4] M. Heggen, M. Feuerbacher, Mat. Sci. Eng. A, in press.
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[010] dislocations in the complex metallic alloy £’-Al-Pd-Mn

M. Feuerbacher

Institut fiir Mikvostrukturforschung

The observation and characterization of dislocations with (010} habit planes in the complex intermetallic
alloy &'-Al-Pd-Mn was investigated by means of transmission electron microscopy. Contrast-extinction
experiments show that the Burgers veclors of the dislocations are parallel to the [010] dircction, which
reveals that they are prismatic edge dislocations. Their movement is shown to take place by pure climb.
The [0 1 0] dislocations are split into two pairs of partials. It is argued that the Burgers vector length of
the full dislocations amounts to 16.56 A and that of the individual partials to 4.14 A,

The class of Complex metallic alloys (CMAs) latterly at-
tracts increasing interest {1]. Although a number of CMAs
are well characterized considering their phase diagrams and
their crystatlographic structure only few investigations on
their physical properties have been carried out yet. CMAs
distinguish themselves by their large unit cells comprising
some lumdred to some thousand atoms and by the presence
of local atomic coordinations which substantialty differ
from those found in simple metals. In the present paper
dislocations in &-Al-Pd-Mn, an orthorhombic material
{space group Prma) with a unit cell containing about 320
atoms are investigated. The cell parameters are o = 23.54 A,
b=16.56 A, and ¢ = 12.34 A [2]. The structure of &-Al-
Pd-Mn can be described in terms of overlapping Mackay-
type clusters of local icosahedral symmetry containing
about 54 atoms. &-Al-Pd-Mn is the basis of a family of
superstructures with equal @ and b cell parameters, but lar-
ger cell parameters along the ¢ direction. A superstructure
with ¢ = 57.0 A, referred to as ¥-Al-Pd-Mn and others with
c =324, 44.9, and 70.1 A have been identified. Tn §-Al-
Pd-Mn, Klein et al. [3] have discovered a novel class of
defects, the metadislocations, which allow for partial-
dislocation motion without alteration of the structure, Mac-
roscopic plastic deformation studies were carried out on &'~
Al-Pd-Mn by means of uniaxial deformation by Feuerba-
cher et al. [4]. These studies demonstrated that &'-Al-Pd-Mn
is plastically deformable at elevated temperatures. In the
present paper the observation and characterization of an-
other, substantially different type of dislocation in &'-Al-Pd-
Mn is described.

Single crystals of final composition Alz; gPdzy My were
grown by means of the Bridgman. Oriented specimens with
[010] plane normals were prepared for transmission elec-
tron microscopy (TEM) investigation from the as-grown
material, Contrast-extinction experiments under bright- and
dark-field Bragg-contrast conditions in order to characterize
grown-in dislocations and in-situ heating experiments for
the study of moving dislocations using a GATAN double-
tilt high-temperature specimen holder were carried out. In
these experiments, the as-grown sample is slowly heated
under continuous observation, Under the induced thermal
stresses, local dislocation motion and multiplication is in-
duced.

Fig. 1 a) to c) shows a part of a dislocation loop under
various imaging conditions, which all fulfill the extinction
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criterion g-b = 0 where b is the Burgers vector of the dislo-
cation. All reflections used for imaging correspond to recip-
rocal latrice vectors perpendicular to the [0 1 0] zone axis.
It is obvious that only the facets fulfilling the additional
critierion g-bxu = 0, where « is the dislocation line direc-
tion of the corresponding facet are extinct, while the other
facets show strong residual contrast. From these contrast
exctintion experiments we can conclude that the Burgers
vector of the dislocation investigated is parallel fo the [0 1
0] dircction, i.e. it is perpendicular to the (0 1 0) habit
plane.

Fig. 1 d) shows a bright-field image of a similar disloca-
tion in a thinner specimen area. The image clearly shows
that the dislocation is split into four partials, which arrange
in two pairs. The splitting distance between the two pairs
amounts to about 67 nm whereas the splitting distance
within the pairs amounts to about 13 nm. In the in-sitw heat-
ing experiments at 610 °C it was observed the movement
and growth of loops of the dislocations investigated. The
velocities of the facets were deterimined to amount between
90 and 140 nmv/s and the habit plancs of the dislocafions
could be unambiguously determined as (0 1 0) planes.

Fig. 1: Contrast exctinction experiments (a) fo (¢) and
splitting of the dislocations (b). Sce text.
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Fig. 2: In-situ observation of the expansion of a disloca-
tion loop.

The contrast-extinction experiments show that the Bur-
gers-vector direction of the dislocations considered is paral-
lel to the [0 1 0] direction. The habit planes of the disloca-
tions were identified as {0 1 0) planes. Hence all segments
of the dislocations have pure edge character. The disloca-
tion line and the Burgers vector define a cylindrical surface.
Therefore the dislocations considered are prismatic disloca-
tions. Fig 2 shows a series of video frames taken at about
610 °C. In the first image, taken at t = 0, a small dislocation
loop can be seen in the fower left corner (arrow). This dis-
location loop expands during the sequence. In the final
stage shown here, at t = 30 s, the loop has clearly increased
in size and has developed facets. The Burgers vector of the
dislocation loop imaged is paralle! to the viewing direction,
i.e. the loop expands perpendicular its Burgers-vector direc-
tion,

The results directly show that the {0 1 0] dislocations
move by pure climb. Prismatic dislocations, if their move-
ment takes place by pure climb, directly and effectively
contribute to the plastic deformation of a4 material. In this
geometry, all segments of a dislocation loop are equivalent
and cqually mobile. Correspondingly, in the in-situ experi-
ments (Fig. 2) we observe expansion of the loops without
substantial changes of their shape,

Since the experimental determination of the Burgers vec-
tor length is highly difficult if not impossible the authors
rely on the value deduced according to the following argu-
ments: The study of the grown-in dislocations shows that
the {0 [ 0] dislocations are not terminating planar faults.
Accordingly, in the in-situ studies they do not create faults
upon moving. Henee we can conclude that the full [0 1 0]
dislocations, i.e. the assembly of the four partials, are per-
fect. Their Burgers vector then is a lattice vector of the &£’-
Al-Pd-Mn structure, It is plausible to assume that the Bur-
gers vector length equals the [0 1 0] laltice parameter
amounting to 16,56 A, i.e. the shortest translational invari-
ant distance along the [0 1 0] direction. Burgers vectors of
this length, however, must be considered energetically not
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Lo
Fig. 2: [0 0 [] projection of one unit cell according to
the structure model of RBoudard et al [2]

favorable, and we expect splitting into partials as observed
experimentally.

Fig. 3 shows a schematic representation of the structure of
£ -Al-Pd-Mn [2]. The Al, Mn, and Pd atoms are shown as
small bright, medium gray, and large dark spheres, respec-
tively. According to this model, only very minor next-
neighbor discrepancies occur for the (010) dislocations.
For the next-next and higher neighbor distances, larger
discrepancies occur, since then e.g. a Py*-layer takes the
position of a P layer, which due to their mirror symmetry,
causes ¢.g. shorter distances between Mn-Mn pairs on both
sides of the T or T* layer. With the % [0 | 0} dislocations we
introduce stronger discrepancies already in the first
neighbor positions since we now exchange the positions of
an T (or T#%) layer and an F (or F}) layer. Furthermore we
obtain discrepancies in next-next and higher neighboring
distances, since P and P; or P* and P;* layers replace each
other. According to these considerations, we expect that the
stacking fault necessarily introduced between the two % [0
1 0} partiats should be energetically less costly than those
introduced between the %4 [0 1 0] partials. Consequently, we
expect the splitting distance between the % [0 1 0] partials
to be wider than that between the %4 [0 1 0] partials. This
finding is in full agreement with the experimental observa-
lions (see Fig. 4).

Furthermore it was observed that parallelly moving [0 1
0] dislocations tend to agglomerate in the later stages of the
in-situ experiments even though they have Burgers vectors
of equal sign. These observations could be explained in
terms of attractive forces between the edge loops caused by
the presence of the TEM specimen surfaces [5].

[171 K. Urban and M. Feuerbacher, J Nor Cryst. Sof. 334 -
335, 143 (2004)

[2] M. Beudard, H. Klein, M. de Boissieu, M. Audicr and
H. Vincent, Phil. Mag. A, 74, 939 (1996)

[3] H.Klein, M. Feuerbacher, P.Schall and K.Urban, Phys.
Rev. Lett., 82, 3468 (1999)

[4] M. Feuerbacher, H, Klein, and K. Urban, Phil. Mag.
Lett., 81, 639 (2001)

[5] M. Feuerbacher and D. Caillard, dcta Aat., 52, 1297
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Scaling Effects in Nanocrystalline BaTiO; and NaNbO;

C. Pithan, Y. Shiratori, R, Waser
Institut fiir Festkérperforschung

A. Magrez
Laboratoire des Nanostructures ef des Nouveanx Matériaux, EPFL, (Switzerland)

K. Kasezawa
Departinent of Applied Chemistry, Ritsumeikan University, Kusatsy (Japan)

Nanocrystalline particles of the perovskite type phases BaTi0O; and NaNbQO; have been prepared by applying
microemulsion mediated synthesis. The preducts have be characterized structurally by scattering methods
(neutron- and X-ray diffraction) in combination with Raman-spectroscopy {temperature and pressure turning)
and morphologicatly using electron microscopy (HRSEM, TEM und HRTEM). The results of these studics
indicate some new aspects of scaling effects on the crystallographic structure and consequently on the dielec-

tric, ferroelectric and piezoelectric properties of these materials.

In the case of nanocrystalline BaTiO;-

particles (average particle size of 10 nm) und -ceramics (average grain size of 35 nm) evidence for a at least
partial tetragonality of the laltice could be given for the first time. For nanocrystalline NaNbQ; a series of
phase transformations including {wo new polymorphs described by the space groups Pmc2; and Pruna has

been found,

The ongoing trend in the miniaturization of passive
clectronic modules based on the manufacturing by ceramic
mutltilayer technology requires at present and in futlure a
continwous reduction of the minimum layer thickness well
below | um and the use of nanccrystalline powders. This
concerns in particular polar oxides for the application in
MLCCs (Multilayer Ceramic Capacitors), MEMS (Micro-
Elcctro-Mechanical  Systems) or LTCC-modules (Low
Temperature Cofired Ceramics). The crystallographic struc-
ture and here with many of the dielectric, ferroelectric and
piczoelectric properties depend strongly from: the size of the
particles or grains, a phenomenon, which is often denoted
by the term “scaling effect”. The results summarized in this
report, show new insighfs in nanocrystalline BaTiO; and
NaNbQ;, which have been prepared by microemulsion
mediated synthsis [1-3] and characterized using scattering
methods and Raman spectroscopy [4-6].

It is well established that the tetragonal distortion of the
unit cell for the crystal lattice of BaTiO;, being one of the
preconditions for ferroelectricity, shrinks and finally van-
ishes below a certain critical grain size. From dielectric
measurement [7] ceramic grains are considered to consist of
a tetragonal ferroelectric core, which is covered by a thin
(8 A) dead layer of superparaclectric, pseudocubic phase.
Due to the enormous mechanical stresses in nanocrystalline
ceramics, which stabilize the cubic high temperature phase
this very thin thickness of the dead layer, however, does not
seem to be very realisitic. Recently Zhao et al. [8] reported
on BaTiO, ceramics with an average grain-size of 50 nm a
dead layer thickness of 2 to 3 nm. According to their calo-
rimetric and structural studies the critical grain-size in Ba-
TiO; is between around 20 and 30 nm. In the present study
nanocrystalline BaTiO; with an average particle diameter of
10 nm were prepared using a microemulsion as reaction
medium [1,3]. Nanocrystalline ceramics with an average

grain-size were prepared by pressure assisted consolidation.
Raman spectroscopy was employed to study the true crys-
tallographic structure in both nanocrystalline powders and
ceramics. The results are shown in figure 1. The measure-
ments shown here clearly reveal that in nonclamped Ba-
TiOs nanocrystals of 10 nm tetragonality is still present.

RNang-ceramic

600 °C
{30 nm)

400 600
Raman shift (car?)

Figure 1: Raman spectra obtained for BaTiO; in the form
of (bottom) nanocrystalline powders (10 nm average diame-
ter), (middle) coarse powders (100 nim average diameter) and
(top) nanocrystalline ceramics (35 nm average diameter),

The perfect cubic lattice of BaTiO; indicates no Raman
active modes. The tetragonal lattice of the ferroelectric
modification of BaTi(Q;, however, crystallizes in the space
group Cs' and shows the Raman active normal modes
represented by 3A,+B+4E, Some of these split up into TO
and LO and consequently a complicated peak profile with
typical bands at around 180 e¢m™, 270 cm™, 305 em’™,
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520 cm ' and 720 em™ appears. The profile obtained for 10
nm BaTiO; particles shows these features, which are also
demonstrated in figure 1 for a coarsc reference powder. The
saine is (rue in the case of bulk nanoceramics with an aver-
age prain-size of 35 nm. The present study clearly showed
that the critical size for the disappearance of tetragonality in
powdereous BaTiO; derived from microemulsion mediated
synthesis must be below the value documented in the litera-
ture [8]. We also showed that the crilical size in dense
ceramics with clamped grains must be below the value
reporicd by Buscaglia et al [8].

The second material system of inferest has Dbeen
NaNbO;. Nanocrystalline powders of approximaicly 30 nm
in sizc were again prepared by microemulsion mediated
synthesis and subsequently annealed at different tempera-
tures in order to form particles of various sizes. X-ray dif-
fraction in combination with neutron diffraction and Raman
spectroscopy [6] confirmed three different orthorhombic
polymorphs, depending on particle size (figure 2). For
coarse powders the space group Phem with a=5.5071 A,
b=55698 A and c=15.5245 A was found. [n the case of
submicron sized particles this structure changes lo the space
group Pmic?;, the lattice parameter being a=7.7673 A,
b=5.5150 A and ¢=15.5245 A. Nanocrystalline powders
with an average particle size smaller than 70 nm revealed
the space group Pmmea with a=5.5235 A, b=7.7951 A and
¢=5.5235 A, Interestingly the intermediate structure looses
in contrast to both the nanocrystalline and bulk structure its
center of synmmetry and consequently cnhanced piezoacliv-
ity for the under normal conditions antiferroelectric com-
pound may be expected. The exact atomic positions for all
three polymorphs were evaluated by refining the corre-
sponding XRD patterns by the Rietveld methed and are
reported elsewhere [6].
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Figure 2: Hlustration of the diflerences between the three
different polymorphs obsetved for (a) micro-, (b) submicron-
and {c) nanocrystalline NaNbOj;.

Figure 3 shows results from temperature turning and
pressure turning Raman studies on the phase transition
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behaviour of the non-centrosymmelric polymorph PmieZ; of
NaNbLO;. A reeent qualitative analysis of these data indi-
cates a hysteretic transformation from the metastable non-
centrosylmmeltic  structure into  the thermodynamically
stable new phases of the same composition.

&0

IFigure 3: Evolution of Raman spectra with (a) increasing
temperature (from -100 to 400 °C) and (b) increasing pres-
sure from ¢. | GPa up to 159 GPa recorded for submicron
NaNbGO,.
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The reaction of high density SrTipsFeo4O.5) ceramics with traces of propane
in oxidizing atmospheres

P. Meuffels

Institut flir FestiGrperforschung, Elektronische Materialien

Becanse of their usually simple design which makes mass production feasible solid-state gas sensors have the
potential to play an influential role in meeting future envirommental objectives, Recent studies have shown that
semi-conducting SrTi_Fe 0.5, compounds are of interest as novel materials for applications as resistive hy-
dracarbon gas sensors. As the underlying gas-sensing mechanism is still in question, thermogravimetric analy-
sis was performed on high density (>99 %) S1Tiy sFeq.4Og 5 ceramic specimens in order to investigate whether
bulk properties are affected by the catalylic oxidation of propane at the materials surface. At temperatures
250 — 400 °C oxygen content of the material was found to significantly decrease upon exposure to traces of
propane in a background atmosphere of 20 % 0,/80 % Ar. Lattice oxygen anions are sufliciently mobile in
S1TipFeq40.5 so that reducing surface reactions are followed by a change in oxygen stoichiometry even at
low or moderate temperatures. The sensitivity of S:Ti;.Fe, 0.5, attefacts towards hydrocarbon gases seems
thus to mainly result from modifications it the bulk defect chemistry of the material.

Demand for chemical sensors has been growing at a consis-
tent pace in recent years due to stringent envirommental
regulations that are coming into effect to reduce hazardous
emissions. Because of their usually simple design which
makes mass production feasible resistive solid-state gas
sensors have the potential to play an influential role through
applications in several sectors. Much research has focused
on sensors based on SnQ; technology, but other oxides —
including ternary ones with perovskite-related structures —
are receiving increased attention,

Recently, it has been reported that the electrical resis-
tance of porous thick films based on p-type conducting
SrTij.oFe 0.5 compounds is sensitive to traces of hydro-
carbon gases in surrounding atmospheres [1]. These oxides
appear thus to be of interest as novel materials for hydro-
carbon gas sensor applications. There are various ways how
reactive gaseous species can affect the resistivity of oxide
materials [2,3], but in the case at hand some open questions
remain with respect to the underlying mechanism.

Traces of hydrocarbon gases in otherwise oxidizing at-
mospheres can have an influence on the resistance of semi-
conducting oxides as a result of fast catalytic surface reac-
tions. When trace reducing gases arrive on catalytically
active surfaces they react with chemisorbed and/or lattice
oxygen in outermost surface layers thus interfering with
equilibritim exchange reactions between gaseous oxygen
and surface oxygen specics. If the catalytic surface proc-
esses proceed fast enough, a new non-equilibrium state can
be established which is characterized by a kinetically de-
termined decrease in the concentration of negatively
charged suwrface oxygen species [3]. As a consequence,
charge is transferred to the material. In the case of p-type
conducting oxides, this leads to the consumption of holes,
i.e. one would expect the overall resistance to increase.

Oxide-based, solid-state gas sensors for trace reactive
gases typically operate at temperatures below 500 °C. If
lattice oxygen anions are iimmobile at the sensor operating
temperature resistance will be modified only to a certain
depth at the surface. In this case, SrTiy.oFeO;.5 would
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work as a gas-sensitive resistor provided the material is
presented in a high surface-to-bulk form, viz, artefacts with
open porosity or very thin, dense fihms. If, however, lattice
oxygen anions are sufficiently mobile surface reactions are
followed by a change in bulk oxygen content and the resis-
tance of the entire artefact becomes modified. In this case,
SrTig.oFe 0. would work as a gas-sensitive resistor even
though the materiat is presented in a high density form,

T T T 13 4 7 '
2.93 SrTi, Fe, O, ceramic |
| Specimen mass: 75.4 mg |
— Heating rate: 0.5 °C/min
9292 s
2
=
3
5 29tk e
aQ
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o
g’ﬂ 290 -1
A — 20% Q,/80% Ar
O [ 1500 ppim propane in 20% O/80% Ar
289 3000 ppm propane in 20% O,/80% Ar
i [l . ] " | i
100 200 300 400 500

Temperature / °C

Fig. 1. Changes in oxygen deficiency of a STF40 ceramic
disc of mass 75.4 mg and thickness 415 pm as a function
of temperature obiained on heating up at 0.5 °C/min in
background atmospheres of 20 % O/80 % Ar (solid ling)
and of 1500 ppm (dashed line) and 3000 ppm propane
(dotted line) in 20 % O,/80 % Ar.

A good indicator of such a type of response is the
weight loss resulting from the oxygen departure from the
sensor sample. Thermogravimetric analysis (TGA) was thus
performed on high density SrTigeFes:Op.5 (STF40) ce-
ramic specimen in order to investigate whether the oxygen
stoichiometry is affected by the catalytic oxidation of hy-
drocarbons at the materials surface. Work has focused on
this particular composition to compare with published
data [1].
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The STF40 ceramic specimens were made by a standard
mixed-oxide process and ceramics with densities > 99 % of
the theoretical density could be produced. The TGA meas-
urements were conducted with a Netzsch 439 TGA system
where the specimens could be exposed to gas flows of vary-
ing composition. A mixfure of 20 % O/80 % Ar was used
as the reference gas. Propane was selected as the reducing
gascous agent.

When STF40 ceramics are heated up in atmospheres
that contain different amounts of propane, one observes
significant differences in the temperature dependent
changes in oxygen deficiency. Representative results are
shown in fig. 1. The solid linc depicts the oxygen defi-
ciency of a thin STF40 disc of mass 75.4 mg and thickness
415 um as function of temperature obtained on heating up
at a rate of 0.5 °C/min in the pure reference gas. The dashed
and dotted lines represent results of similar measurements
on the same sample by the time the propane concentration
in the reference gas was adjusted to 1500 and 3000 ppm,
respectively.

It is quite obvious that the presence of propane gives
rise to pronounced deviations from the reference measure-
ment (solid line) at temperatures 250 — 400 °C, The irre-
versible oxidation of propane by oxygen from the surface
proceeds thus fast enough to effectively mterfere with the
equilibration process. Concentration of surface oxygen
species is lowered compared to that in the reference state
becoming manifest in an additional reduction of the mate-
rial. Presuming a surface oxygen density of about 10'*/cm’,
this effect cannot be explained by a sole surface reduction,
It is related to a redox mechanism, i.e. partial reduction of
outermost surface layers proceeds into the bulk in that lat-
tice oxygen anions diffuse out of the material.

It should be emphasised here that one is faced with a
system that is driven into a non-equilibrium steady-state.
The additional reduction of the material has no relation to
slight shifts in oxygen partial pressure because of gas-phase
reactions with the frace reducing agent. It is an outcome of
a locally reduced chemicat potential of oxygen at the mate-
rials surface owing to fast catalytic surface reactions. This
is the reason why the “non-equilibrium” curves set in to
approach the reference curve at higher temperatures. Inter-
facial exchange reactions between surface oxygen species
and gaseous oxygen become now fast enough to gradually
overcome the influence of the trace reducing agent so that
an equilibrium state can be re-established.

On the basis of the TGA measurements one can antici-
pate that the resistance of dense and bulky STF4( speci-
mens will also be affected by traces of propane. Fig. 2.
disptays the resistance response of a STF40 ceramic disc of
thickness 480 pm at 350 °C upon altering the propane con-
centration in the reference gas. As expected for p-type con-
ducting oxides, sample resistance increases due to the pres-
ence of reducing gases in the surrounding atmosphere.

The above results show that surface reactions with pro-
pane affect the whole volume of the material. Hence, lattice
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Fig. 2. Resistance response of a STF40 ceramic disc of
thickness 480 pm at 350 °C to varying concentrations of
propane in a background of 20 % 0,/80 % Ar.

oxygen anions are sufficiently mobile in STF40 so that
reducing surface reactions can be followed by a change in
oxygen stoichiometry even at low or moderate tempera-
tures, It can thus be concluded that the sensitivity of porous
SiTi.gFeOp.y artefacts towards hydrocarbon gases
mainly originates from modifications in the bulk defect
chemistry of the material.

High oxygen diffusivities at low or moderate tempera-
tures do not seem to be a surprising finding in the case of
SrTig.Fe O35 compounds. Previous work has shown that
the formation of micro-domains is a non-unusual character-
istic of non-stoichiometric perovskite-related oxides[4,5].
Domain walls are potential short-circuit pathways for oxy-
gen diffusion. Overall reduction/oxidation processes can
thus be accelerated as a result of long-range fast oxygen
transport along micro-domain walls, followed by slow
diffusion over short distances within the domains
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Diffusion and jump-length distribution in liquid and amorphous CuszZrgy;

M. Kluge and H. R. Schober
Institul fir Festkdrperforschung, Theorie IIT

Using molecular dynamics simulation of CussZrer near the glass transition temperature, we show
that the distribution of atomic jumps lengths can be described by a temperature independent expo-
nential of the length and an effective activation energy plus a contribution of elastic displacements at
short distances. No indication of an enhanced probability to jump over a nearesl neighbour distance
was found. We find a smooth transition from flow in the liquid to jumps in the glass. The drop of
diffusion below the Arrhenius value is traced to a decrease of the correlation factor with decreasing

temperature.

Metallic glasses are the paradigm of dense random
packing and hence of great fundamental interest for the
understanding of disorder. At the same time they are
of greal technological importance. 'they can be designed
to combine properties of ordinary glasses (e.g. isotropy)
with typical properties of metals {c.g. clectric conductiv-
ity, magnetism and mechanic ductility). During the past
few years considerable effort has been spent to gain an
understanding of the processes governing the glass transi-
tion. The most successful theory which has evolved so far
is the statistic mode coupling theory (MCT). It predicts
a freesing in of density Huctuations, a dynamical phase
transition, at a critical temperature T, well above the
thermodynamic glass transition temperature T,,. It does
not identify the underlying processes on an atomic scale.
Furthermore, in order to account for diffusion below ‘I,
still in the undercooled liquid state, additional atomic
hopping processes have to be postulated. 'The connec-
{ion between the “flow motion”, dominating above T,
atud the hopping is unclear.

Diffusion has proved a powerful tool to elucidate the
atomistic nature of motion in the glass and undercooled
liquid see Ref. {1] for a review. Both by experimental iso-
tope effect measurements and by computer simulation it
has been shown that diffusion in the undercooled liguid
and in the glags is by a collective mechanism involving
more than ten atoms. Upon cooling from a hot melt this
collectivity evolves well above T, and T, and no obvi-
ous transition was seen [2,3]. Monitoring the activation
vohune, the pressure dependence of the diffusion coeffi-
cient, as a function of temperature a pronounced cusp
at T, is observed |4], in agreement with MCT. Both in
the glass and the undercooled melt the activation volume
was found to be around 0.3 atomic volunes which again
is compatible with collective motion.

On the other hand, hopping diffusion below ' is often
depicted by jumps over typical nearest neighbour dis-
tances. Indeed based on the time evolution of the atomic
autocorrelation function, diffusion in the CussZrgez, stud-
ied here, can be deseribed by such jumps and a small
residual of flow motion [5]. The aim of the present work
was to resolve this seeming discrepancy. For details and
more information see Ref. [6].

We simulated with molecular dynamics CuggZrgy de-
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scribed by a modified embedded atom interaction devel-
oped earlier. Three samples of 1000 atoms were ¢uenched
in steps, with intermittent aging stages. The mode cou-
pling temperature is found as T, = 1025 K and the
quench rate dependent glass transition is at T, &~ 970 K.
Extrapolating to experimental quench rates we find T, »=
750 K, in excellent agreement with experiment. Before
studying diffusion each ensemble was aged at each tem-
perature to reduce aging effects. As far as possible the
aging times were chosen to give similar mean square dis-
placements at cach temperature. At T = 900 K, e. g,
the total quench plus aging time was = 20 ns.

Fig. 1 shows the calculated diffusion coctlicients to-
gether with the MCT fit. Above T, one observes usual the
drop from the Arrhenius behaviour. In the glassy state
diffusion follows again an Arrhenius law. Other than in
the similar NiZr or the often studied binary Lenard-Jones
system, the diffusion coefficients of the two components
do not evolve in parallel in the undercooled lignid.
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IM1G. 1. Diffusion coefficients in Zrgr;Cusa (Zr: diamonds,
Ch: spheres) The dashed lines represent a fit with MCT, us-
ing the same temperature T, for both components, in the
undercooled melt and an Arrhenius fit in the glass.

Yo study the atomic motions during diffusion, we
developed an algorithin to extract for each atom its
“jumps”. In dense packed materials an atomic jump can-
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not be understood as a ballistic motion from one site to
another. The atoms follow rather complicated reaction
paths, In crystals these are restricted by symmetry. In
amorphous materials there is no such restriction. We
record as “jump” a motion of an atom in a time window
of 2.5 ps. To distinguish between vibrational and jump
motion, initial and final configurations are averaged over
2.5 ps. For details of the algorithm see Ref. [6].

Irom the recorded jumps we can caleulate how often
and how far each atom jumped during the observation
time. This defines the average atomic jump rates

Z f\rj{unp(Ta f>t0bs) (1)
fom

: 1
i _
Fiamp Leut) = ==
Jmp T Nt £
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where J\Tj".';mip(T, €, tobs) is the mumber of jumps of atoms
of species ] with jump length in the interval [(—§£/2, ¢+
8/2] with tops and T the observation time and temper-
ature,respectively. The probability that an atom jumps

over a distance £ we define by
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FIG. 2. Distribution of jumnps/second over jump length for
Zr (top) and Cu (bottom). Temperatures from top to bot-
tom: 1400, 1200, 1100, 1000 and %00 K. The doited lines
indicate the fits by exponential jump length distributions, see
text. The respective nearest neighbor distances for the two
components are indicated by the vertical dotted lines.

ig. 2 shows the distribution of the numbers of juinps
per second against jump length for the larger major-
ity component Zr for temperatures ranging from 900 to
1400 K (top) and for the smaller minority component Cu
for temperatures ranging from 800 to 1400 K (bottom).
For Zr one clearly sees no indication of a preferred jump
length. The distribution can be fitted with a simple form
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ijup(T; 6) - -"'1-_7'\11111_)5'_Ej"mp/kTewg/[‘j“mp {3)
with A%r = 1.83-10% 1/(ms), FZ == 1.51 ¢V and
. Famp * fump )
(7 = 0.033 nm. The apparent activation energy B¢

" Fump Jinp
agrees within some 10% with the diffusional one in the

glassy state. In the undercooled melt it corresponds to
the apparent activation energy at 1140 K. As shown by
the dotted line this fit works well in the whole tempora-
ture range investigated which spreads over hoth T, and
Te. Of course EJZ‘};np has to be interpreted as an effective
activation energy. There will be a spread of activation
energies which is absorbed by the prefactor Ajzlfmp. The
probability of jumps over a nearest neighbour distance
is two orders of magnitude less than the one for jumps
over half that distance. The distribution for the minor-
ity Cu-atoms is slightly more complicated [6]. For both
components jumps over nearest neighbour distances play
only & minor role.

The absence of a preferred jump length mnight, prima
facie, be taken as a contradiction to the time evolution
of the van-Hove self correlation function where, in the
undercooled liquid, clearly a secondary peak at the near-
est neighbour distance evolves. Combining this and the
present results one can conclude that the secondary peak
in the van-Hove function indicates preferred resting po-
sitions for the Cu-atoms in the Zr-matrix which is rigid
on the time scale of the Cu diffusion. At the lower tem-
perature the same holds also (to a lesser extend) for the
Zr-atoms. Due to dynamic heterogeneity the more mov-
able Zr-atoms are embedded in a matrix of the others.

For uncorrelated jumps the distributions Pjung(T, £)
would result in Arrhenius laws for the diffusion coef-
ficients. Studying the correlations between successive
jumps we find a drop of the correlation factor with falling
temperature. The ratio between forward and backward
jumps changes. This is in accordance with energy land-
scape pictures where more and more paths are closed
upon cooling.

Our work shows that diffusion both above and below
T, can be described by atomic jumps which in accordance
with collectivity have no typical jump length.

[1] F. Faupel, W. Frank, M.-P. Machi, H. Mechrer, V. Naun-
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Teichler, Rev. Mod. Phys. 75, 237 {2003).

[2] M. Kluge and H. R. Schober, Phys. Rev, E 62, 507 {2000},

[3] H. R. Schober, Solid State Commuan, 119, 73 (2001).

[4] H. R. Schober, Phys. Rev. Lett. 88, 145901 (2002).

[6] C. Gaukel and II. R. Schober, Solid State Commun. 107,1
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Condensate Formation and Vortex Generation in Bose Gas upon Cooling
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The mechanism of transition of a Bose gas to the superfiuid state via thermal fluctuations under
the condition of external cooling at a temperature above the transition poini is considered. The
probability of formation of such critical fluctuations (instantons) is calculated; it is found that this
probability increases as the system approaches the transition iemperature. It is shown that the
evolution of an individual instanton is impossible without the formation of vortices in its superfluid

part.

The ideas of the kinetics of phase transitions have
been thoroughly developed for first-order phase transi-
tions and envisage the existence of the metastable phase
itself and an equilibrium critical nucleus. The corre-
sponding theory was worked out in [1, 2] and described
in detail in [3]. However, theoretical concepts concern-
ing the kinetics of second-order phase transitions, where
these two facts do not exist, have been developed insuffi-
ciently. Lifshits [d] proposed a certain special model for
the formation of an ordered phase after the fast phase-
transition stage in the short-range order in the presence
of only two types of ordering. The interest in the problem
of a phase transition upon a fast change in external pa-
rauneters (e.g., temperature} has been aroused in connec-
tion with the cosmological ideas of the Big Bang, where
the rapidly expanding U niverse must be cooled and pass
through a scrics of phase transformations accompanted
by a change in the symmetry of physical fields [5]. It was
proposed that the kinetics of these transformations can
be maodeled in condensed matter [G]. Zurek [7] proposed a
theory of the second-order phase transition upon a rapid
change in temperature in liguid Hey. The main assump-
tion in the proposed mechanism is about the ”critical
retardation” of all processes in the vicinity of the transi-
tion temperature and “fast” formation of the nuclei of a
new phase upon the subscquent cooling. This gives rise
to a large munber of defects on the order of the number
of fluctuations far above the transition point. However,
no retardation in the formation of a new phase has been
detected experimentally; the critical retardation is as-
sociated with the duration of the equilibration process
at macroscopic distances, which is insignificant for the
nonuniform process of formation of a new phase.

In this work, we consider the transition to a new phase
via the evolution of fluctuations on scales much smaller
than the correlation length, which can occur quite rapidly
even in the vicinity of the critical temperature. The tran-
sition kinetics in this case are found to be dircetly related
to the cooling process itself. We will consider the forma-
tion of a condensate in the model of a weakly nonideal
Bose gas with external cooling and demonstrate a cor-
tain analogy with the first-order phase transitions. The
standard theory of a weakly nonideal Bose gas involves
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a Hamiltonian of the form

The entire kinetics is essentially determined by the
Bose-gas cooling mechanisin.  We will consider a sim-
ple model where the Bose gas is in a certain solid matrix
with which it only slightly interacts. Such a situation
may take place, for example, for the exciton gas in a
crystal. The crystal can be rapidly cooled to a low tem-
perature; in this case, the Bose-gas cooling proceeds via
phonon emission. Assuming that the heat capacity of
the crystal is large compared to the Bose gas, we can
disregard the presence of thermal phonons in the crystal
and their effect on the Bose gas. As a resulit, we obtain
a uniform energy-loss mechanism, which is described by
a phenomenological quantity T/7,,. The other models
of cooling necessitate the analysis of heat transfer at the
sample boundaries, which is a much more complicated
problem. The loss rate 17,y is determined by the col-
lisions of particles with each other and by the interac-
tion with phonons, which will be regarded as weak. This
allows us to consider the problem of fluctuation kinetics
within the framework of the theory of hydrodynamic flue-
tuations by supplementing the hydrodynamic equations
with the energy flux carried away as a result of phonon
cmission. In view of the constancy of pressure, we can
describe the evolution of temperature fluctuations by the
heat conduction equation

aT T-T
=V 40T, - T) ——,
at X + ( ) Tph

where the energy flux carried away by phonens is added,
Here y is the thermal diffusivity; T, is the transition tem-
perature; O(x} is the slep function. We assume here that
the phonon induced flux is much larger in the superfluid
state [8]. We are interested in the temperature-field fluc-
tuations and their time evolution. To analyze these fluc-
tuations, we must introduce random heat Auxes q [3,
9], Le., the Langevin term Vq. These fluxes are delta-
correlated (i.e., correlated at distances and time intervals
smaller than the hydrodynamic scales). It is well known
that the probability W3 (T{r)) of realizing the given con-
figuration T(r) of fiuctuation field at time t obeys the
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Fokker-Planck equation in variational derivatives [10}:

v 12 3
?}Jﬁ = ] - g RS V2 0 W
ot §T(r) | ne,  6T(r)

T — ]
-+ [XVZT + T, ~ T)—i} I‘V} 45y
Tph

We assume that Huctuations occur at a fixed tempera-
ture Tee > Ty Fluctuations with AT =T - T, << Ty
occur quite frequently and are characterized by a certain
(in fact, stationary) spatial distribution that determines
the value of W (T). In view of the normalization, the lat-
ter quantity gives the number of small fluctuations in a
unit volume, However, rave large-amplitude fluctuations
with AT ~ (T, — T) also sometimes occur, initiating
the effective cooling by nhonons, so that the Huctuation
becomes irreversible and the nucleus of a new phase ap-
pears. Our goal is to calculate the probability of such
fluctuations in a unit volume per unit time. Since they
are infrequent and the distribution at small T, — T is
stationary, one can use the method of characteristics to
determine the exponentially low probahility of formation
of such a nucleus (instanton for the Fokker-Planck equa-
tion). An important difference from the theory of nucle-
ation in the first-order phase transition is that the prob-
ability of instanton formation in this case is determined
by the cooling process.

This problem was solved by us in [8] and we found that
the number of critical fluctuations arising per unit time
in a unit volume is:

T o 2
N exp __SD(XWZ)BﬂM
dt T2
Fhe constant sg is of otherder unity and can be deter-
mined numerically. It is a universal number correspond-
ing to the extrema of action and is independent of the
values of physical parameters.

Analysis of the subsequent growth of the instanton re-
quires the solution of hydrodynamic equations for a su-
perfiuid liquid, because a superfiuid core appears in the
developing fluctuation. We qualitatively considered the
phenomena that arisc in this case in [8]. A singularity
appears in the superfluid core. This singularity indicates
that the quasi-stationarity conditions are violated , and
a complex nonstationary superfiuid flow with the intense
vortex formation in an instanton should appear upon the
transition to the normal liquid at T > T,

Thus, we have shown that, in contrast to [7], a tran-
sition to the superfluid phase can occur through an in-
dependent growth of critical fluctuations (instantons) at
temperatures above the critical point (T > T.) imme-
diately in the course of external cooling. These fluctu-
ations subsequently transform into macroscopic forma-
tions. The growth of the nucleus of the superfluid state
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is accompanied by vortex generation in its external part.
Consequently, vortex defects appear both due to the in-
dependent nucleation with an arbitrary phase upon cool-
ing (the Zeldovich-Kibble hypothesis) and directly dur-
ing the growth of each superfluid nucleus. This vortex-
generation mechanism during the growth of an instanton
significantly differs from the mechanism determined in
[11], where the existence of a superfluid flow interacting
with the heated normal regions was presumed. In [11], an
attempt was made to explain the results of experiments
[12], in which 3He was bombarded by neutrons. As a re-
sult, regions heated to temperatures above ‘I, appeared,
These regions were cooled by the surrounding superfluid
3¢, and the formation of vortices was detected. Thus,
nonuniform cooling took place that differs considerably
from the model used in our study. In the critical flue-
tuation considered here, heating takes place due to its
nonsuperfluid surroundings. Consequently, it is advan-
tageous for the fluctuation to preserve its spherical sym-
metry to reduce this heating. In the case of cooling of a
heated region with superfluid surroundings [12], the in-
terface must obviously be unstable against ils shape dis-
tortions, because this leads 1o a faster cooling. However,
the stability, as well as {he phase-transition mechanisin
itself, under such conditions (which, in contrast to [11],
are not associated with the existence of an external su-
perfluid flow) calls for detailed investigations.

[1] R. Becker and W. Docring, Ann. Phys. (Leipzig) 24, 719
(1935).

[2] Ya. B. Zeldovicly, Zh. ksp. Feor. Fiz. 112, 525 (1942).

[3] J. S. Langer, Anu. Phys. (N.Y.) 54, 258 (1962).

{4] T. M. Lifshils, Zh. ksp. Teor. Fiz. 42, 1354 {1962) [Sov.
Phys. JETP 15, 939 (1962)].

{5] Ya. B. Zeldovich, 1. Yu. Kobzarev, and L. B. Okun,
Zh. ksp. Teor, Fiz. 67, 3 (1974) [Sov. Phys. JETP 40,
1 (1975)].

[6] T. W. Kibble, J. Phys. A 9, 1387 (1976).

[7] W. H. Zurek, Phys. Rep. 276, 177 (1996).

[8] E.A. Brener, 5.V, lordanskii, and R.B. Saptsov, JETP
Lett. 79, 410 (2004)

[9] B. M. Lifshitz and L. P. Pitaevskioe, Course of Theo-
retical Physics, Vol 9: Statistical Physics, 2nd ed. (Fiz-
matlit, Moscow, 2002; Pergamon, New York, 1980), Part
2, Chap. 9.

[10] V. I. Kiyatskin, Stochastiic Equations by the Eyes of a
Physicist {Fizmatlit, Moscow, 2001).

[t1] I. S. Aranson, N. B. Kopnin, and V. M. Vinokur, "hys.
Rev. Lett. 83, 2600 (1999).

[£2] V. H. M. Ruuntu, V. B. Eltsov, A. J. Gill, et al., Nature
382, 334 (1996).




IFF Scientific Report 2004/2005

Deriving nonequilibrium interface kinetics from variational principles

Robert Spatschek
Institut fiir Festhorperforschung, Forschungszentrum Jilich, D-52425 Jilich, Germany
{Dated: February 8, 2005)

Nonequilibriuvm dynamics at interfaces is generally driven by a chemical potential.

Iere we

demonstrate a generic technique to derive the basic equations of motion, boundary conditions and
the chemical potential in a consistent way from fundamental variational principles. As a particular
example, we consider a solid surface with elastodynamic effects, together with surface energy and
tension. We apply the generic results to perform a linear stability analysis of a planar front subjected
to uniaxial stress (Asaro-Tiller-Grinfeld instability [1}), here also with surface lension.

I, INTRODUCTION

The quest for the correct equations of motion deserib-
ing a system is an essential task of each problem in all
branches of physics. The procedure is well-known for
mechanical systems, where for example the appropriate
Lagrangian has to be found, from which the (Newtonian)
equations of motion can be derived using variational prin-
ciples. This method can in particular be applied to con-
tinuum mechanics, generating the usual bulk equations
and boundary conditions,

However, for more complicated dissipative systems,
these straightforward and general methods are usually
not applicable. Bulk diffusion, friction, and also irve-
versible phase transitions are important examples. In the
framework of linear nonequilibrium thermodynamics, the
“process velocity” is proportional to the deviation of an
energy functional from its equilibrium value.

If we consider for example diffusion processes, then the
flux of material is typically j = —DVp with the diffusion
coefficient D and a chemical potential y. The Asaro-
Tiller-Grinfeld {ATG) instability is a particular example
of these processes [1]. Here strong surface tension and
also dynamical effects become relevant, but they are not
taken info account in conventional descriptions.

The main goal of the current paper is therefore to pro-
vide a method to derive all describing ¢uantities in a
consistent way from variational principles. A particular
illustration is the Grinfeld instability with surface ten-
sion.

II. ACTION AND LAGRANGIAN

We consider a solid body in vacunm under the influence
of oxternal forces, lineay clastodynamics, surface encrgy
and tension. The Lagrangian is given by

L::](TfUQqu Updr = Lo+ Ls, (1)

Vi) avit}

where V (¢} is the time-dependent volume of the elastic
body and 9V{¢) its boundary with clements dr. The
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expressions for kinetic and potential energy densities are

i
Uy = 5 ik Uik (2)

U, = a+ fur — o,(g)'uz—. (3)

1
T = "21[)1‘[,'1'15,

Here p denotes the mass density, u; is the displacement
field, o1 the stress, u;; the strain tensor, « is the surface
energy density and f the surface tension coefficient. The
stresses Ul@ are the given external forces which may act
on some parts of the boundary; everywhere else they are
zero. We assume the volume to be two-dimensional; 7 is
the tangential and n the normal direction at the interface.

Stress and strain are connected by Hooke's law. For
simplicity, we restrict it to the isotropic case,

E 2
% =TT (‘Hu + m%“kk) : (4)

with F being the elastic modulus and » the Poisson ratio.
The action is given by the time integral

1
S:fLﬁ:&+& (5)

o

with arbitrary initial and end times fg, ;.

IIT. THE FUNDAMENTAL EQUATIONS

The Euler-Lagrange conditions demand that the vari-
ation of the action with respect to the displacements has
to vanish [5]. Here we also take into account that the
volume can change in time due to other processes. This
leads {o the elastodynamic equations and boundary con-
ditions with surface tension

Ooi; ..

Bﬂ;; = pUj, (6)
Tan = —Unplty + i+ J,(f}]l): (7)
Ong = —Uppils -+ J)(](']r)' (8)

The velocity dependent term in the boundary conditions
ehsures momentum conservation.
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The clastic motion as “mechanical” process describes
the motion of individual atoms due to Newton’s law; in
contrast, the “chemical” processes are related to a (local)
change of the number of atomns and consequently of the
shape of the body.

Demanding that the solid body is in equilibrium not
only with respect to variations of the displacement vector
but also with respect to this new degree of freedom, the
interface position, leads to the requirement that §8 =0
holds also for variations of the swface position in nor-
mal direction by an interface shift dn. Otherwise, small
deviations from the condition 45 = 0 initiate thermody-
namical processes, driven by the chemical potential

L
=—-0—. 9
én ©)
Therefore the total chemical potential reads after some
tedious calculations involving complicated differential ge-
ometry,

T

1 1
o= Q|‘20',‘}l-uik*2p - CXh +ﬁ( an

ki — zd““”fﬂ . (10)

dr

Inertial effects enter in an unexpected way, becanse in-
stead of the sum of elastic and kinetic energy density
their difference appears here. Surface tension gives rise
to three contributions: At first, the term du,./In re-
flects the change of the strain u,. when the solid extends
in normal direction, and wu. .~ expresses the clongation
of a curved surface element. Without dynamical effects
and external forces, the last term in the surface tension
contribution vanishes, because, by virtue of the bound-
ary condition (8) and Hooke’s law, alse u,, = 0. This
full derivative appears only if hoth inertial contributions
and surface tension arc taken into account, leading to a
coupling of both cffects.

The chemical potential can also be introduced by con-
sidleration of the dissipation rate,

dlv 1
_—— : 1
il f [ty dT (11)

AV

with the same expression (10). In particular, we clearly
see that the density of the bulk Lagrangian instead of the
total energy is relevant for the dynamics.

IV. GRINFELD INSTABILITY WITH SURFACE
TENSION

A straightforward application of the preceding results
is the Grinfeld instability [1]; similar to [2] we also include
surface tension here and neglect inertial effects [3, 4].

The geometrical situation is sketched in Fig., 1. The

y(x.t

FIG. 1: The Grinfeld instability.

horizontally applied uniaxial loading ol - op can be
compressive or tensile. Our goal is to calculate the sta-
bility of an originally flat surface. Therefore we study
the evolution of a slightly perturbed interface, y(z,t) =
Acos k.

The elastic prablem is solved by the means of an Airy
function, and this step is not demonstrated here. The
total chemical potential at the interface is therefore Lo
first order in A

(1 — 2o} 1
( ¥ 81 kAcos .’ll[ ‘ZJST +ak
2
mk%(sag + 2[31;)]) +O(A).
In the particular case of surface diffusion, v, =

D fdr%[a), with a kinetic coefficient D, the dl]l})lb
tude evolution, A = Agexp(Af), leads up to linear order
to the spectrn

2 2
_ 3 LA Gt 5y .
A= Dk (20 B R T (B00 + 208)
(12)

assuming & > 0. Obviously, the surface tension favors the
Girinfeld instability; the self-stress due to surface tension
leads to an instability even without external loading ay.
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Multilayer relaxation sequence of stepped Cu surfaces
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We performed density-functional theory (DFT) calculations, employing the all-etectron full-
potential linearized augmented plane-wave (FLAPW) method, for the multilayer relaxations of
the vicinal, high-Miller-index Cu(210}, Cu(211}, and Cu(331) surfaces, for the flat, low-Miller-index
Cu(100), Cu(110), and Cu{l11) surfaces, as well as for more open surfaces such as for Cu(320}
and Cua(410). Generally, it is expected that the interlayer relaxation-sequence at stepped metal
surfaces with n surface atom rows in the terraces exposed to the vacwunmn show n — 1 contractions
(indicated by —) followed by one expansion (indicated by +). While this so-called atom-rows trend
helds true for closed stepped surfaces it does not apply for more open surfaces such as for Cu(320)
and Cu(410). For these surfaces we found relaxation-sequences like — — — — 4+ — - - instead of the
expected ——+—--+ and — — —+—- - -, respectively. Qur results show that the relaxation-sequences
of eleven stepped Cu surfaces, namely, {110}, {311), (331), (211}, (511), (210), (221), (711), (911},
(410), and (320), follow the more general nearest-neighbor coordination trend, which correlates the
relaxation-sequence of the topmost interlayer spacings with the nearest-neighbor coordination num-
ber of the topmost surface atomic layers. Therefore, the reduction of the atomic coordination plays
a more important role in the relaxation-sequences of stepped metal surfaces than the number of

atoms exposed to the vacuum region.

A microscopic understanding of many physical and
chemical processes which take place at solid surfaces such
as heterogencous catalysis, clectrochemistry, corrosion,
Jubrication, etc., requires as a prerequisite an atom level
uniderstanding of surface defects like adatoms, vacancies,
kinks, atomic steps, ete., {for reviews see Ref. 2). In
particular, atomic steps are always present on real solid
surfaces, and hence, there is a clear interest {o under-
stand their atomic structure. To reach that goal, the
study of high-Miller-index surfaces (vicinal or stepped),
which have a periodic distribution of atomic steps sep-
arated by terraces of a low-Miller-index orientation (see
Fig. 1), is the most simple and convenient approach. [3]

Based on results of quantitative low-energy electron
diffraction {LEED) intensity analysis and some theoreti-
cal semi-empirical as well as first-principles calculations,
Tian et al. [4] suggested that there is a correlation be-
tween the interlayer relaxation-sequence of the topmost
interlayer spacings and the number of atom-rows in the
terrace of a stepped metal surface: For a stepped metal
surface with n atom-rows in the terrace exposed directly
to the vacuum region, the topmost n — 1 interlayer spac-
ings (dig, -+, dn—1,n) contract compared with the un-
relaxed interlayer distances, while the nth and (n + 1)th
interlayer spacings, i.e., dy 41 and dy 41 nte, expand and
contract, respectively.

Recently, Sun et al. [5, 6] suggested that the multilayer
relaxation-sequences of the topimost interlayer spacings of
a stepped metal surfaces correlates with the munber of
nearest neighbors of all atoms with coordination simaller
than those in the bulk: each pair of layers with coordi-
nation smaller than in the bulk contracts.

We performed density-functional theory (DFT) calcu-
lations employing the all-electron full-potential linearized
augmented plane-wave (FLAPW) method for stepped Cu
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Cu(410)
[100]

[110]

F1G. 1: Schematic views of the stepped Cu(410) swrface (up-
per panet side view, lower panel top view). The Cu atoms are
indicated by spherves with radius of half of the first-neighbors
distance and the numbers inside indicate the surface layer
number (incrensing for deeper layers). In the side view the
direction normal to the surfaces, terraces, and steps are indi-
cated. The interlayer and registry distances are also indicated
In the top view The (1 % 1) surface unit cell are indicated by
solid lines, while the dashed lines indicate the mirror plane
symmetry.

swrfaces: a series of low index surfaces, Cu(111}, Cu(110}
and Cu(100); several surfaces with (111) terraces and
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TABLE I: ¥Multilayer relaxation and coordination sequences for Cu surfaces. The second column indicates the number of
atom-rows in the {hkl) terrace exposed to the vacuum region, which are separated by (uvw) steps. The fifth column indicates
the sequence of coordination numbers (number of nearest-neighbors (NV)) for the outermost surface layers down {o where the
bulk fee coordination {i.e., 12) is obtained. N, indicates the number of surface layers for which the coordination is smaller than
the bulk Cu coordination. The last column summarizes the multilayer relaxation-sequence for several stepped Cu surfaces as
calculated with the all-electron FLAPW method in our work. [7, 8]

Surface Afom-rows in Termce Siep first-neighbors N mulfilayer relaxation-
the terraces (kL)  (uww) coornlination sequence (NN < 18) sequence
Cu(110) 2 v, 41, 1818, - 2 -+ -
Cu(3.11) 2 (100) (ii8) 7, IO, 12, 12, 2 —
Cu(331) 3 (111) {i11) 7,9, i1, 18, 18, - 3 e
Cu(211) 3 (115) (100) 7, 9, 10, 12, 12, --- 3 ——
cu(51) 3 (100) {111) 7,8, 10, 12, 12, .- 3 R
Cu(210) 3 (110) (100) 6, 9, 11, 12, 12, - 3 —— -
Cu(221) 4 (111) {111) 7,9, 9, 11, 12, I8 1 —_————
Cu(711) 4 (100) (f11) 7, 8, 8, 10, 12, 12, --- 4 —— -
Cu(911) 5 ({00) (118) 7, 8, 8, 8, 10, 12, 12, --. 5 e
Cn(410) 4 (100) (110) 6, 8, 8, 9, 14, 12, 18, - 5 -
Cn(320) 3 (110) (100) 6, 7, 9, 14, 11, 12, 12, --- 5 e —

(100) or (111) steps, Cu(211), Cu(221), and Cu(331);
a series of surfaces with varying width {100) terraces
and (111) steps, Cu(311}, Cu(b11), Cu(711), Cu(911);
and the more open surfaces showing terraces or steps
of {110) orientation, Cu (221), Cu(320), Cu(410).]7, §]
Fig. 1 shows the layer sequence and surface geometry
for the open Cu(410) surface. The open surfaces can
be considered as important test cases for the suggested
atom-rows and nearest-neighbors trends.

Our theoretical calculations are based on DFT within
the generalized gradient approximation. The Kohn-
Sham equations are solved using the all-clectron FLAPW
method, as it is implemented in the FLEIR code, [9] in
which solid surfaces are modeled using a film geometry.
Careful tests were made with respect to all parameters
determining the layer relaxation (basis set, i.e. number of
k-points and enecrgy cut-off for plane-wave basis; number
of layers), and we made sure that comparable accuracy
was achicved for all systems considered.

The multilayer relaxation-sequences of eleven Cu sur-
faces are summarized in Table I, along with the number of
atom-rows in the (hkl) terrace and the nearest-neighbors
coordination sequence of the topmost atomic layers. We
found that the multilayer relaxation-sequences of the
(110), (311), {331), (211), (511), {210), (221), (711), and
{911) Cu swrfaces follow the atom-rows trend, however,
the same was not found for (320) and (410). For ex-
ample, the (410) and (320) Cu surfaces have four and
three atom-rows in the terraces, hence, according to the
atom-rows trend, one expects relaxation-sequences like
———+4— and ——+—-. -, respectively. However, we
found a multilayer relaxation-sequence like ————+4—. .-
for both surfaces, which is expected for a stepped surface
with five atom-rows in the {errace such as for Cu(911).
The (410) and (320) Cu surfaces have an irregular be-
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havior with respect to the the atom-rows trend, i.e., the
relaxation-sequence doces not correlate with the number
of atom-rows in the terrace.

However all considered surfaces do follow the nearest-
neighbor coordination trend. As one can note from Ta-
ble 1 the atom-rows trend is a particular case of the
nearest-neighbor coordination trend., We want to point
out that the nearest-neighbor coordination trend is a sim-
ple consequence of the chemist’s concept of bond-order
hound-length correlation, which correlates the contraction
of the topmost surface layer to the reduction of coordina-
tion of the surface atoms. [10] As we have checked, the
reduction of the coordination number drastically changes
the density of states of the surface atoms, e.g. the band-
width is decreased for the topmost surface layer.[§]

f1] present address: Institut fir Chemie, Arbeitsgruppe
Quantenchemie, Humboldt-Universitit zu Berlin.

[2] For a retrospective of surface science, see Surf. Sci. 500,
1-1053 (2002).

[3} ML -C. Desjonquéres aud D. Spanjaard, Concepts in Sur-
Jace Seience, Springer (1935).

[4] ¥. TFian, K. -W. Lin, and F. Jona, Phys. Rev. B 62, 12844
(2000).

[5] Y. Y. Sun, H. Xu, J. C. Zheng, J. Y. Zhou, Y. P. Feng, A.
C. II. Huan, and A. T. 8. Wee, Phys. Rev. B 68, 115420
(2003).

6] Y. Y. Sun, H. Xu, Y. P. Feng, A. C. H. Huan, A. T. 5.
Wee, Swrf, Sci. 548, 309 (2004).

(7] J. L. F. Da Silva, K. Schroeder, and S. Bliigel, Phys. Rev.
B 69, 245411 {2004).

[8] J. L. F. Da Silva, K. Schroeder, and S. Bliigel, Phys. Rev.
B 70, 245432 (2004).

[9] http:\\www.lapw.de.

[10] P. J. Peibelman, Phys. Rev. B 46, 2532 {1992).




IFF Scientific Report 2004/2005

Vertical attachment of molecules via carboxylate group: 1Formate on Cu(110)

N, Atodiresei!, K. Schroeder, 8. Bliigel!
IFE-Theory ITT and 'IFF-Theory I

We have investigated the inleraction of formate molecules with the Cu(110}-surface by using
density functional theory (DFT) calcidations, We found that in the most stable structures the
formate molecules are always sitting perpendicular to the Cu(i10)-surface, and they are adsorbed
it a bridge position, i.e. the O-C-O group forms a bridge between two Cu atoms. Other tested
configurations are less stable by at least 0.9 ¢V per formate molecule. We have shown that there
is an attractive interaction beiween adsorbed formate moleenles atl the copper surface. In the case
of oxygen precovered Cu(110)-suface the higher formate coverage (two molecules in a (2x2) unit
cell) is enforced through favorable veaction of the formic acid deprotonation by the preadsorbed
oxygen. Our results are consistent with experimental observations and help in the understanding of
the different. adsorption domains formed by formate molecules on copper surface.

Surface reaction involving organic molecules have at-
tracted increasing attention recently. Aparvt from the tra-
ditional use in a vast number of economically important
surface processes such as catalysis in chemical produc-
tion, corrosion, the fabrication of computer chips or mag-
netic storage devices, the behavior of biomaterials and
organic functionalisation of the metallic surfaces has im-
portant applications.[1] In addition, electronic transport
involving organic molecules adsorbed on metal surfaces
is attracting increasing interest. The inclusion of bio-
logical active molecules and the concept of bioelectronic
devices add farther weight to this idea. Within such a
technological complex, it is clear that the development of
future organic/inorgantc interfaces is critically dependent
on establishing a fundamental understanding of the var-
ious bonding mechanismus and lateral interactions that
govern the ultimate orientation, conformation and two
dimensional organization of these molecules at the sur-
face.

Recent developments have enabled the chemistry field
of surface science to progress from the study of simple ad-
sorbates to the investigation of bigger and more compli-
cated molecules, e.g. organic acids and amineacids. The
carboxy! group is well known to be an anchoring group
for the chemical binding to the metal surfaces used by a
large variety of arganic molecules.[1-3, 9]

From the theorctical point of view the understanding
of the binding to metal surfaces of the simplest molecule
that contains the carboxyl group {which is the formic
acid] is a firsl step for the treatment of more complex
molecular structures.

Formic acid adsorption has been studied experimen-
tally on both clean and oxygen precovered surfaces of
copper. At elevated temperatures (300-450°C) formate
molecules are chemically adsorbed at the Cu surface by
dehydrogenation (clean surface) or release of water {oxy-
gen precovered surface)[d]. To determine the formate
adsorption structures, several experimental methods
have been used: near-edge X-ray-absorption fine stroe-
ture spectroscopy (NEXAFS), surface extended X-ray-
absorption fine structure (SEXAFS), low-energy electron
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diffraction (LEED), Auger electron spectroscopy, tem-
perature programmed desorption (TPD), scanning tun-
neling microscopy (STM), reflection-absorption infrared
spectroscopy (R AIRS) and in-situ infra-red reflection-
absorption spectroscopy (IR AS)[4-8l.

With some of the experimental methods it was difficult
to determine how the formate molecules are chemisorbed
on the copper surface. The distinction belween an up-
right or tilted geometry, or the bidentate or monodentate
geometry (for the monodeniate case the oxygen forms
a single bond with a copper atom, for the bidentate
geomeiry the oxygen atoms are bound to the copper
atoms} cannot be made unambiguously. Ounly NEXAFS
and SEXATS have suggested specific geometries(5]: the
molecules are adsorbed with their molecular plane per-
pendicular to the metal surface, and the molecules are
arranged in rows with the plane formed by the carboxylic
group along the direction [110].

Ab initio calculations of the molecutar and electronic
structure of adsorbed organic molecules on Cu(110)-
surface arc done using our projector-augmented wave
(PAW) code {10]. Although we can use ultrasoft pseu-
dopotentials and plane-wave cut-off energies less than
25 eV with the PAW-method, the computer demands
are quite high, since the adsorption asseinblies of larger
molecules yield rather large unit cells.

We have used the Perdew-Burke-Ernzerhof imiplemen-
tation of the general gradient approximation for the
exchange-correlation functional, The caleulations for for-
mate molecules adsorbed on Cu(110)-surface have been
performed using an inversion symmetric slab containing
five copper layers. The unit, cell has the dimensions 4a /2
(perpendicular to the surface), and 2a, ay/2 (parallel),
with a = 3.641A being the bulk lattice constant of the
Cu-fee. An energy cutoff of 25 R y and a 1x3x4 k-point set
have been used. In all calculated structures the molecules
and the first two layers have been allowed to relax with-
oul any constraint. In the starting configurations the
positions of the copper atoms are corresponding to those
of the optimized (1x1) unit cell of the Cu(110)-surface.
For the molecules the relaxed atom positions of the for-
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mate free radical have been used as starting positions.
Several geometries corresponding to low and high cov-
erages of formate molecules in a (2x2) unit cell on
clean and oxygen-precovered Cu surface have been opti-
mized. For all configurations we found that the molecule
is sitting with its molecular plane perpendicular to the
Cu(110}-surface. For low coverage (one formate molecule
in the unit cell) we found that in the stable configuration
the molecule is in a bridge position (each oxygen of the
carboxylate group binds a single copper atom so that the
carboxylate group forms a bridge between two nearest-
neighbor copper atoms along to [110] direction). The Cu
surface atoms that are not binding directly to oxygen
atoins show inward relaxations as on the clean Cu(110)
surface. In contrast, nearly no relaxation relative to the
ideal wnrelaxed Cu(110) surface is found for the Cu atoms
that are forming the bonds with O atoms. At high cov-
erage (two formate molecules in the unit cell) the most
stable configuration is the one with both molecules in
bridge positions. The Cu-swrface atoms show outward
relaxations larger than in the low coverage case.

side view along [100] direction

REREE

& 10 600
@@;3@@933@@

side view along [100] direction

side view along [110] direction

Figure 1: Adsorption geomietry of two formate molecule in
{2x2) unit cell on a 0.25ML oxygen precovered Cu(110) sur-
face: the bridge-bridge position (C*' on bridge between Cu'®-
Cu'® and C** on bridge between Cu'-Cu'"). {Cu-green, O-
red, C-gray, H-dark grey)

In the case of oxygen-precovered Cu-surface (see fig-
ure 1), at high coverage of formate molecules, we find
again that the stable configuration is the one with both
molecules in bridge positions. A large outward relaxation
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of the Cu surface layer is found. The molecular geome-
try of the formate molecules does not change significantly
and it is similar as in the previously discussed systems.
The Cu-O bond length is practically the same in all con-
figurations and does not depend on the coverage ratio.
The oxygen adsorption does not influence the hinding of
the oxygen atoms of the carboxylate group with the first
layer of the Cu-surface. With increasing coverage the
first Cu-surface layer relaxes towards the positions cor-
responding to the wuelaxed (110} surface, and for the
oxygen precovered surface the inward relaxation for the
clean Cu(110) surface is over-compensated and turned
into a large outward relaxation.

We consider these calculations as the starting point
of a scries, in which we will consider the adsorption of
larger and more complicated organic molecules, contain-
ing a longer C-backbone, e.g. additional five-membered
heteroeycles. This introduces more degrees of freedom,
e.g. the orientation of the plane of the heterocycle rings
with respect to the COO bonding group. One exam-
ple is 3-thiophene-carboxylate ((CH)3SCCOO) which is
formed by adding a thiophene five-atom-ring to formate.
This molecule is found experimentally to sit vertical on
the Cu(110) surface and the lieterocycle ring is rotated
as we also found theoretically. Other examples arve the
five-membered heterocycles containing as hetercatom: O
{furoic acid), Se (selenophene carboxylic acid) and Te
(tellurophene carboxylic acid). Thus the following ques-
tions should be answered by ab initio calculations: (i)
What is the overall geometric arrangement of the ad-
sorbed molecules? (ii) What is the registry of the bond-
ing of the functional group with respect to the Cu swrface
atoms? (iii) Do the bonding geometry and adsorption en-
ergies depend on the heteroatom of the heterocycle?
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Proton Pathways in a Biological Proton Pump

S. Grudinin®®¢ G. Buldt?, V. Cordeliy®c, and A. Baumgacrtner®
e Institut fiir Festkorperforschung (IFF), FZJI; YInstitute for Structural Biology (IBI-2),
Fzi; “Cenler for Biophysics and Physical Chemistry of Supramolecular Structures, MIPT, Moscow, Russia

Protein crystallography provides the structure of a protein, averaged over all clementary cells
during data collection time. Thus, it has only a limited access to dynamical processes. This study
demonstrates how molecular dynamics simulations can supplement experitnental information in
order Lo elncidate the structuwre-function relationship for a specific protein, the proton prump *bac-
teriorhiodopsin (3R)”. Results reveal the distribution of water molecules and the related liydrogen-
bonded network inside bR which is essential for proton transport across this membrane protein.

L INTRODUCTION

The protein bagteriovhodopsin (bR} resides in the
membrane of the archaebacterium Halobacterium sali-
narum and uses plhotonic energy for the transmembrane
proton pumping. The protein incorporates a retinal chro-
mophore bound to a lvsine residue via a protonated Schiff
base linkage and absorbs light at a certain wavelength.
Fig.1 shows an overall view of bacteriorhodopsin, Pho-
toahsorption triggers an isomerjzation of the retinal, in-
ducing a sequence of conformational transitions accom-
Panied by a vectorial transler of a proton across the mem-
brane, leading to the release of a proton at the extracel-
lular side and an uptake from the cytoplasmic side |1].
The numbers in Figd refer to the sequential ovder in

FIG, 1 Overall view of bacteriorhodopsin, shown with the
retinal (purple) and residues (blue) dircetly involved in pro-
ton transport. The top is the cyloplasmic side. Arrows in-
dicate proton transfer steps during the photechemical cycle.
Numbers vefer to e sequential order of the photocycle (see
Lext).

the photocycle : (1) deprotonation of the Schill base,
protonation of Asp85; (2) proton release to the extra-
cellular surface; (3) reprotonation of the Schiff base, de-
protonation of Asp6; (4) reprotonation of Asp96 from
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the cytoplasmic surface; and (5) deprotonation of Asp85,
reprotonation of the proton release site.

The details of the phetocycle are still highly contro-
versial. One problem is related to the gradual release of
stored encrgy, an inherently nonequilibrium phenomena
: to understand why the photocyele follows a productive
{i.c., pumping), rather than some unproductive, relax-
ation pathway, it is necessary to know the relative energy
barriers of individnal conformational steps. The harrier
may arise from breaking and forming of hydrogen bonds
involving the retinal, various charged resicdues, internal
waker moelecules, and long-range interactions among pro-
tein groups that respond to charge rearrangements. An-
other problem, wheh js still unclear, is the number ol
buried (i.e., internal) water molecules in bR, which are
assumed to play a critical role in providing proton path-
ways and to be involved in the molecular mechanism lead-
ing to proton translocation.

Keray erystallographical studies have provided strue-
tures of bR at various intermediate steps [1, 2], which
have revealed important details of the pumping cycle.
However, even at highest resolution, x-ray crystallogra-
phy cannot capture all details, in particular dynamical
processes during the coupling of conformational transi-
tions and proton translocation. Therefore molecular dy-
namics simulations have proven to provide valuable in-
sights to, among others, conformational fluctuations [3, 4]
and water mobility inside LR [5-7].

In the following we summarize results of molecular dy-
namics simulations on bR trimer [7]. We argue that
crystal structures are often discussed without looking at
different timescales. We have shown (7] that structures
on a picosecond timescale differ considerably from time-
averaged x-ray structures.

1I. RESULTS AND IMPLICATIONS

Studies on the ground ((3) and the late M states have
been performed [7], where the latter has been chosen as
the key state for understanding the mechanism of proton
transfer. We predict new details of the amount and the
distribution of internal water molecules inn DR, Companr-
ing water distribution and hydrogen-honded networks in
two different states of bR, we suggest possible pathways
for proton hopping and water movement inside bR.

Distribution of Water Molecules. The simulations
reveal a much higher average mumber of internal wa-
ter molecules per monomer than observed in crystal
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structures.  With respect to the distribution of water
molecules, bR is divided into extracellnlar and cytoplas-
mic parts separated by an impermeable structural hound-
ary both for the G aud the M states, This is demon-
strated in Fig. 2 for onc bR melecule of the G-trimer
(left) and the M-trimer (right), respectively. The vol-
utnie occupied by one bR molecule is represented by the
gray surface. Superimposed on the gray surface as de-
picted by blne and yellow triangulated nets are.the sur-
faces of the volmnes accessible to diffusive and trapped
water molecules, respectively. The red balls indicate the
positions of water molecules as found by crystallographic
studies [2]. Water-accessible volumes in the late M state
ave larger both for trapped and diffusive water molecules.
This is explained by the structural changes in this M
state, which canse a total volume increase of internal
cavities. The exchange of a set of diffusive internal waler

FIG. 2: Accessible volumes for internal water molecules of the
G state {left) and the M state of bR (right).

molecules follows in time an exponential decay, exp(t/7),
where 7 = 340 ps [or the G statc and 460 ps for the M
state. The average residence time of a diffusive water
molecule inside the protein is 95 ps for the G state and
110 ps for the M state.

Structure of Hydrogen-Bonded Network. During the
photocycle, protons are vectorially transported from the
cytoplasmic side to the extracellular enviromment. This
implies that hydrogen-bonded pathways must exist be-
tween the cytoplasmic surface of the protein and the
Schifl base via the side chain Asp96 as shown by in-
frared spectroscopy. We have described the hydrogen-

bonded pathway by the “Groetthuss relay mechanism”
for proton transport [8]. There, ordered chains of wa-
ter molecules are considered, where one path consists of
an alternating sequence of hydrogen bonds belween wa-
ter molecules, H- - O, sepavated hy O—H bonds of water
molecules, In this case, the protons are asswned to hop
in a rate-lintiting process along such a palth which results
in a reorientation of the participating water moleculcs,
In our study, the Gretthuss-path model was used as a
static geometrical construcl rather than a dynamical one,
Based on the analysis of MD trajectories, we have calen-
lated all possible Grotthuss-pathways inside the protein.
2
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FIG. 3: Grotibuss-pathways ave shown with arrows. The
nimbers at the arvows denote probabilities of the correspond-
ing coumections.

From these trajectories we identified the key residues in-
volved in the pathway and have estimated the proba-
bilities of forming dillerent Grotthuss-pathways between
polar residucs al the surface of the protein for the G
and M states. The probability mayp is presented in Fig.3.
We find these pathways to be quite different for the G
and M states. For jnstance, we see a connection between
residue Glu204 and the protein surface only in the A
stale.

Despite the fact that several patlnvays can be con-
structed, the possible existence of such pathways is
not sufficient, for an actual proton translocation to take
place hecause polarization effects arc not included in the
present classical model. The effect of the polarizability
on the proton translocation in HR will be the subject of
our future stucly.
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Sphere Overcharging by Wrapped Polyelectrolyte
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The complexation of a polyelectrolyte bendable rod with an oppositely charged spherical macroion
is investigated. We take into account the electrostatic bending of the rod and its asymmetric charge
neutralization by the sphere charges. The partial neutralization of rod charges adjacent to the sphere
surface leads to a spontanecus rod bending towards the sphere and a substantial overcharging of

the polyelectrolyte complexe.

Nucleosome core particles (NCPs), the elementary
units of the clwomatin, play a fundamental role in many
biological processes, e.g., in transcription and replication,
DNA repair and cell division [1, 2]. Fukaryotic genomic
DNA is (evolutionary) constructed to help in DNA pack-
aging and to govern the positioning of NCPs along the
DNA. It is known that particular DNA sequences have a
higher affinity to the histone core, whereas, for instance,
long stretehes of poly(dA)epoly(dT) prevent the nucleo-
gome formation, The structure of the NCP [3] is highly
conserved in different organisms and tissues.

DNA adapts its structure to fit the highly bent state
in the NCP, where the DNA radius of curvature is only
twice as large as the DNA diameter. In particular, DNA
is overtwisted in the NCP by 0.3-0.5bp/turn, on average,
compared to DNA in solution with 10.5bp/turn. DNAs
use their sequence-dependent hendability and twistabil-
ity to achieve a better packaging in the NCP.

The DNA wrapped in the NCP is known to overcharge
the histone core considerably. Since hoth the histone core
and the DNA are strongly and oppositely charged ob-
jects, the clectrostatic interaction between themn should
play an important role in their complexation (although
specific DNA-histone interactions should not be over-
looked). The influence of salt conditions on the NCP
stability support this hypothesis: DNA is released from
the NCP for salt concentration heyond the physiological
vange, The NCP structure also suggests that the close
contacts of DNA with the histone proteins may result
in neatralization of the inner-to-core DNA phosphates.
Possible consequences of such neutralization have been
predicted long ago and explored within a simple electro-
static model of rod bending. However, DNA interactions
with the core and the DNA helical symumetry have not
been inchuded in this model, although DNA helicity was
shown to be important in all-atom compitter simulations
of hending of asymmetrically neutralized DNA.

Various theoretical eleclrostatic models of complex-
ation of polyelecirolyte chains of different flexibilities
with oppositely charged spheres have heen suggested
as models for a DNA-histone complex (for references
see [2]). The transitions between wrapped and un-
wrapped conformations for relatively short chains as well
as the transitions between touching, bent, and completely
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FIG. 1: Complex of a polyelectrolyte wrapped around an op-
positely charged sphere.

wrapped conformations for long chains have heen pre-
dicted. Rosette-like chain-sphere complexes for thc chain
with high bending rigidity have also been described.
The complex formation has also been extensively stud-
ied by computer simulations and experimentally. How-
ever, some features of the complex formation still remain
unclear, In particular, how strong is the curvature in-
duced by an asymmetric neutralization of charges of the
wrapped rod, and how does it affect the charge of the
complex? How does the DNA helicity contributes to this
effect?

To gain inside into the these questions, we adopt a
simple model of a DNA-sphere complex. The complex
consists of a bendable polyelectrolyte rod of radius a
wrapped avound an oppositely charged sphere of Radius
R and charge Ze. The rod carries two identical arrays
of charges (—e), with a charge-charge separation of A, on
opposite sides {gce Fig. 1). When the rod is bent around
the sphere, one charge array is in contact with the sphere.
Thus, the charge density increases on the inner-to-sphere
side of the rod and decreases on the outer-to-sphere oune.
If some of the inner-to-sphiere rod charges are neuatral-
ized by sphere charges, the repulsion between them is
diminished. The repulsion of the outer-to-sphere charges
induces rod bending towards the sphere that favors rod
adsorption and may resull in overcharging of the sphere.

We approximate the interactions among the charges
by the Dehye-Hiickel potential, which captures the ac-
tual screened charge-charge interaction and presume that
some of the rod charges next {o the sphiere are neutralized
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FIG. 2: Radius of spontancous curvature of an asymmetrically
neutralized rod. Parvamecters: a = 104, k=384 &, ™1 =3
Afsolid) and « = 7 A(dashed), {, = 750 A, 500 A, 250 A, and
0 (from top to bottom).

by the mobile sphere charges. The remaining rod charges
are allowed to redistribute which leads to an increase of
the mean charge separation by the factor 1/{1—6)}, where
@ is the fraction of neutralized inner rod charges. Ior
wh 2> 1 and for large curvature radii, the energy of the
bent rod can be approximated by

By
kgTLlg

N In [1 — g“h‘fu] In [1 _ B—-xh_/{lmg)] )
-  hh_j(1-6)? (1)

L1 h | B0y
dr2h2 \ 2(R. + a)2hy,  2(R,—a)?h_ /)~

hhy

Here hy = W(R; =% @)/ R, are the charge-charge separa-
tions on the inner (—) and outer {(+) to sphere rod charge
arrays. The mechanical bending energy of the bend rod
is Eyed [ (kgTL) =1,/ (2R2), where {,, is its persistence
length, {5 the Bjerrum length, and . the radius of its
centerline. We assume homogeneous rod bending, al-
though for small R, some modifications of the bending
mechanism are possible {rod kinking ete.}.

The results of minimization with respect to the radius
of curvature [, of the total energy difference between
the bent and the free state are shown in Fig. 2 for a rod
with parameters close to those of B-DNA. The value of
the spontaneous curvature radius R, of the rod decreases
with increasing 8 since less contraction of inner-to-sphere
charges is required upon bending. At larger salt content
(larger 1), R. increases since the electrostatic interaction
becomes weaker. The curvature radius decreases with
decreasing [, as one could expect. This spontaneous rod
curvature can facilitate rod adsorption onto a sphere or
another curved macroion. If the radius R of the macroion
is equal to K., no bending energy is required to wrap a
rod around the sphere. For R > R., the rod bents spon-
taneously, ie., it has effectively a negative persistence
length and the adsorption can continue beyond the iso-
electric point of the complex.

For the calculation of the sphere-rod energy, we assume
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that the sphere charge is renormalized by rod adsorption

FIG. 3: Iraction of the sphere charge neutralization as
a function of the inverse screening length of the solation.
Parameters: ¢ = 10 A, R =50 A, h = 3.4 A, {p = B0O A, and
Z = 100.

which prevents the overcharging of the complex due to
pure rod-sphere interactions. The interaction energy of
a rod of length I with the sphere can be written as

sp—rod
Eel’

(2)

_ (Z—2L/h) [ e P . 18
kgTLly  h(l+kR) |[R+2« R |’

The minimization of the encrgy difference between the
bound and free state yields the optimal length L of the
rod adsorbed on the sphere and the fraction of neutral-
ized sphere charges © = 2L/Zh. The fraction of com-
pensaled charges of the sphere is always smaller than
unity if there is now necutralization of inner-to-sphere
rod charges. Neutralization dramatically modifies the
picture. As shown in Fig. 3, with decreasing fraction
of immobile sphere charges, the amount of compensated
sphere charges decreases. For n close to unity, there
are not enocugh mobile charges to neutralize the inner
rod charges, and the complex reveals no overcharging
(@ < 1). However, for small % the complex is substan-
tially overcharged due to additional rod bending (© > 1).
Figure 3 shows that for very low ionic strengths O drops
to zero since the electrostatic persistence length lo ~ 12
rapidly grows and adsorption becomes unprofitable. For
large ionic strengths, the charge of the complex also de-
creases since the electrostatic interactions, rod bending,
and the rod-sphere attraction become weaker,

[1] W. Saenger, Principles of Nucleic Acid Structure
(Springer Verlag, New York, 1984)

[2] A. G. Cherstvy and R. G. Winkler, J. Phiys. Chem. B 109,
2062 (2005)

[3] R. D. Kornberg and J. O. Thomas, Science 184, 865
(1974}
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Depletion interactions of anisotropic colloidal particles in polymer solutions

Erich Eisentriegler
Institut fur Festkorperforschung, Forschungszentrum Julich, D-52425 Julich, Germany

I. INTRODUCTION

The polymer depletion interaction between colloidal
particles is one of the basic interactions in soft mat-
ter compound materials [1]. Free nonadsorbing polymer
chaing avoid the space between two particles, leading to
an unbalanced pressure, which pushes them towards cach
other. Such depletion forces for an isolated pair of im-
mersed particles or for a single immersed particle near a
wall have heen measured in recent experiments.

While the induced interaction between mesoscopic par-
ticles in a dilute or semidilute selution of long exible
polymoars is independent of most microscopic details it
does depend on the quality of the solvent {good or theta
solvent) and the size and shape of the particles.

Here we consider particles of anisotropic shape for
which the interaction depends on both the distances
between particles and their mutual orvientations. Thus
the entropic polymer-induced interaction provides both
a force and a torque. For the dumbhell shapes of re-
cently synthesized [2] particles consisting of two intersect-
ing spheres, and for lens-shaped particles with spherical
surfaces and ellipsoids we calculate the immersion free
encrgy and the orientation-dependent depletion interac-
tion.

We concentrate on dilute polymer solutions. Simple
approximations that disregard the exibility and frac-
tal structure of polymer chains reproduce the correct
qualitative behavior only in the case of large particle-
to-polymer size ratio. Here we consider the so called
protein-limit where the mesoscopic particles are small
compared to characteristic polymer lengths such as the
end-to-end distance & and where the above approxima-
tions would fail.

There is an important correspondence, due to de
Tennes, between the statistics of long  cxible polymers
and critical eld theories. 'The perturbation of a eld
theory due to an embedded small anisotropic particle can
be described by a series of isotropic and anisotropic point
operators, This ‘small-particle expansion’ is similar to a
multipole expansion for a localized charge distribution or
to the well known short-distance expansion of an opera-
tor product in  eld theory. In the particle expansion, a
given operator with scaling dimension x is multiplied by
the power {size)® of the particle size and an amplitude
that depends on the shape of the particle.
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II. SMALL-PARTICLE EXPANSION

A nonadsorbing polymer interacting with a colloidal
particle corresponds to a  eld theory surrounding a par-
ticle with an ‘ordinary’ surface which favors disorder and
preserves the Q(N) symmelry of the order parameter.
In the eld theory, the Boltzmann weight exp(—dH) of
a small anisotropic particle with rotation symmetry axis
7 and re ection symnetry about its center rp can be
expanded as

e M o 1=Z9(re) = _ pepr [AThi (rp )+ A Ox 0 (xp )]+

]

(1)
Herce o is proportional to the energy density operator
and corresponds to the density of chain-monomers and
Ty 15 the stress tensor of the eld theory. The scaling
dimensions of the operators determine the size-powers
T o (size)d (/M) A oc (sine)¥», A o (size) an of their
amplitudes with

Tan = d s .?’an =d— (J_/I/) +2 (2)

where d is the spatial dimension and » the Flory expo-
nent.

While for ideal, random walk like, chains v = 1/2,
and the two orvientation-dependent terms are of equal
importance, for self-avoiding chains in a good solvent
v > 1/2 implying @4, < 2L, and the leading orientation-
dependence comes from ATy while A’y can be ne-
glected for small particle size.

The shape-dependent amplitudes T, A, A’ for ellip-
soids, dumbbells [2], and lenses in d = 3 have been ob-
tained in Ref. 3 for the case of ideal polymers. Fxact
results for self-avoiding chains can he found in d = 2
spatial dimensions. For ellipses with diameters D) and
Dy perpendicular and parallel to the particle axis,

A= (D} D3)x/8, (3)

and for lenses and dumbbells as in Fig. 1 and 2 with
particle axis in the vertical direction,

A = D¥(x/6)[(n/ )* —1]. (4)

Here 0 < < 7 and D = Lsin{ /2) for the dumbbells
while m < < 27w and =7~ ' for the lenses. Lenscs
and dumbbells are compared with their circumscribing
ellipses (CF) in Figs. 1 and 2. As expected the polymers
sense the lens and dumbbell as less and more anisotropic,
respectively, than the circumscribing ellipses.

For a dumbbell of two touching spheres with = 0,
the amplitude A = Ay for ideal chains,

Aig = (Lf2) A /D)2 (d = 1Y)/ (d/2)],  (5)
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is reduced to A = Aig(1 — 52/16} due to chain self-

0.8
— A /(2D
0.61

0.4

0.2

FIG. 1 Small particle amplitude A determining the
anisotropic interaction of a lens and its circumscribed ellipse
with self-avoiding polymers in d = 2 spatial dimensions.

—ye

\

—Agrar [ L

FIG. 20 A for a dumbbell and its circumscribed ellipse.

avoidance in d = 4 — ¢ dimensions, while Ay coincides
with Afor d — 4 and d — 2.

III. PARTICLE-WALL INTERACTION

The polymer-induced depletion interaction between
the particle and a planar wall follows via the correspon-
cdence between polymers and ekd theory by using the
expansion (1) inside the half space. The leading contri-
butions are given by

8Fiso(C) = poIRM" (M - 1) (6)
and
'51'?;111&50(19 3 C) - PO(COSL{))Q (f + f,) (7)
with
7= 0 = E1) + (/0 (Mis — i) = € M| 8)
= d—1 hs ¥ ){svihs — Chs C(i(:'} hs
and
2
fl — AI R(I/U)_zj-"whs . (9)

d¢

Here 8Fieo(€) = Fiaol€) = Fisoloo) is the free encrgy
change for moving the particle center from the bulk to a

nite distance zp from the wall, with ¢ equal to zp/R,
and 6Fani:so(ﬂ: C) = Faniso (195 C) - 173“350(71“/2, C) for turn-
ing at xed zp the particle axis from an orientation par-
allel to the wall to an orientation that encloses an angle
¥ with the surface normal of the wall. £,y = £,5(¢) and
My = Mpe{(¢) are the bulk-normalized density pro les
of chain ends and of all chain-monomers, respectively, in
the dilute polymer solution in the half space without a
particle. The power-law exponent — 1 appears in the
length-dependence of the polymer butk partition fane-
tiom,

Egs (6)-(9) apply to particle sizes much smaller than
zp and R. The discussion is easy for zp R where for
self-avoiding chains f+ f/ tends to Ad/(d—1). This has a
smatler modulus than the corresponding value Asq[d/(d—
1}(1+ ) for ideal chains since [Ai4q| > [4], and =
(f'/ e, zpxn s positive.

Apart from reducing the ovientation-dependent inter-
action at  xed small particle-wall distance zp, chain self-
avoidance also a ects the zp-dependence. Unlike ideal
chains which induce a change in particle-orientation from
parallel to perpendicular to the wall on inereasing zp /R,
self-avoiding chains induce a parallel orientation for all
distances.

[1] Seft Meatter, G. Gompper and M. Schick (eds), Wiley-VCH
2005.

[2] P.M. Johnson, C.M. van Kats, and A. van Blaadcren,
Langmuir 21, 11510 {2005).
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[3] E. Eisenriegter and A. Bringer, J. Phys.: Condens. Matier
17, S1711 (2005).
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Dynamics of Fluid Vesicles in Flows

Hiroshi Noguehi and Gerhard Gompper
Inglitute Theory 11, IFF, Forschungszentrum Julich, D-52425 Jilich, Germany

The deformation of vesicles in How is studied by a mesoscopic shmulation technigue, which com-
bines multi-particle collision dynamics lor the solvent with a dynamicatly-triangulated surlace model
lor the membrane. Shape Lransitions are investigaled hoth in simple shear llows and in cylindrical-
capillary flows. In simple shear flow at low membrane viscosity, the shear induces a Lransformation
[rom discocytle to prolate shape wilth increasing shear rate, while al high membrane viscosity, the
shear induces a transformation {rom prolate to discocyte, or tumbling motion accompanicd by shape
oscillations. These dynamical behaviors can be understood from a simplified model. In capillary
fow, a transition to a prolate shape occurs for fluid vesicles, while vesicle with shear-elastic men-
branes (like red blood cells) transform into a coaxial parachute-like shape.

INTRODUCTION

Vesicles are closed lipid-hilayer membranes of usually
spherical topelogy. They show a rich variety of mo-
phologics depending on the lipid architecture and their
cnvirennient. In thermal equilibrium, vesicle shapes have
been investigated intensively using a curvature-elastic
model and are now understood very well. By compar-
ison, the behavior of vesicles in flow fields is much less
explored.

The dynamical behiavior of vesicles in flow is an hupor-
tant subject not only of fundamental research hut also in
medical applications. TFor example, in microvessels or
glass capillaries, the apparent viscosity of blood depencs
on the tube diameter (Fahraeus-Lindgvist effect). In dis-
cases such as diabetes mellitus and sickle cell ancmia, red
blood cells have reduced deformability, which leads to an
increase of the apparvent hlood viscosity and block micro-
vascular flow.

The shapes of lipid vesicles and red blood cells are
determined by the competition of the mechanical prop-
erties of the membrane, the constraints of constant vol-
wne Voand constant surlace area S, and the external
hydrodynamic foreces. The propertics of the membrane
ol Muid vesicles ave determined by its curvature clastic-
ity and two-dimensional viscosity. The membrane of red
blood cells has shear elasticity due to an attached spec-
trin network. The insicde of red blood cells behaves as a
Newtonian fuid.

In simple shear flow, two types of vesicle dynamics are
well known, a steady state with a tank-lreading motion
ol the membrane and a finite inclination angle with the
flow direction, see Fig. 1, and an unsteady state with a
twmbling motion. On the other hand, red hlood cells are
known to form parachute shapes in microvessels and glass
capillarics.

The dynamics of vesicle In sinple shear flow have
Ieen studied theoretically wnder the assumption of fixed
ellipsoidal shape and {or deformable shape in the absence
of membrane viscosity by simulations. However, only
one type of shape transition (from discocyte to prolate
shape) has been reported. We have studied vesicle
dynamies in the both flows using a three-dimensional
mesoscopic simulation technique, which combines two
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FIG. 10 Snapshot ol a tank-treading discocyle vesicle nnder
simple shear flow. The arrows represent the velocity field.

methods.  The solvent is treated by a particle-based
hydrodynamics model, called multi-particle collision
dynawmics [1]. The membrane is treated by a coarse-
grained, dynamically-triangulated surface model [2].
When the membrane viscosity is taken into account,
several new shape transitions are discovered.

SIMPLE SHEAR FLOW

We have investigated the ellect of the membrane viscos-
ity and thermal fluctuation with several reduced volumes
V¥ = 671/2V/5%2 [3, d]. In this report, we focns on the
case V* = (.59, At this reduced velume, the discocyte
shiape is stable and the prolate and stomatocyte shapes
arc metastable in the absence of shear Aow. The shear
{low changes this stability. A dynamical phase diagram
is shown in Fig. 2.

For membrane viscosity g, = 0, both discoidal and
prolate vesicles exhibit tank-treading molion at all in-
vestigated shear rates, see Fig. [. For high shear rates
%, the discocyte vesicle transforms into a prolate, while
the vegicle retains its shape for sinaller shear rates. With
ncreasing mecmbranc viscosity nnm, the inclination an-
gle # decreases, until a transition rom tank-treading to
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1I'IG. 2: Dynamical phase diagram of a vesicle in shear Now,
for reduced volume V7™ = 0.59 as a [inction of reduced
gshear rate 4° = 47 and the relative membrane viscosity
Mk = Mok godlo, where 7 is the relaxation time, 5o is the
solvent viscosily, and Ro = /S/4w. Symbols show simu-
lated parameter values, and indicate tank-treacding discocyte
and tank-treading prolate (o), (ank-treading prolate and un-
stable discocyle (A), tank-treading discocyte and tumbling
{transient) prolate {O), tumbling with shape oscillation (o),
unstable stomatocyte (+), stable stomatocyte (%}, and near
transition (M), I'he dashed lines are guides to the eye.

tumbling motion veeurs al small positive 0.

The inclination angle 8 of prolates decreases faster than
that of discocytes wilh increasing 1, At a large nem-
brane viscosity, the prolate cnters the twinbling phase,
while the discocyte remains in the tank-treading phase.
Remarkably, for small shear rates, the (metastable) pro-
late starts tumbling, but after a rotation, transfors into
a tank-treading discocyte. The time dependence of the
asphericity o and the inclination angle & ave shown in
Fig. 3. Here, the aspliericity a = (1/2)[(\; — Xa)? +{\g —
A)? (A — A/ (M + As + A3)?, with the cigenvalnes
A1, Ag, Ay of the moment-of-inertia tensor, is a convenient
measure to distinguish oblate and prolate shapes, with
a ~ (0.2 for the discocyte and a ~ 0.8 for the prolate
shape (at ¥V* = 0.59). For larger shear rates, the dis-
cocyte transforms into a prelate, hut the twnbling mo-
tion continues accompanicd by shape oscillations between
prolate and discoeyte. We proposced a simple stochastic
phenonmenological wodel to describe the vesicle dynam-
ics including morphelogical changes. This sinple maodel
reproduces the vesicle dynamics very well, see g, 3.

CAPILLARY FLOW

Both fluid and clastic (red-blood-cell model) vesicles ro-
tain their disceidal shapes in slow capillary flows. e
have found that coaxial orientation with the capillary
axis is unstable in slow flows [5, 6]. Instead, the vesi-
cles align the longest axis of the monwent-of-inertia tensor
with the flow direction. In most previous theorctical and
munerical studies, axisynunetric shapes which are coaxial
with the center of the capillary were assumed and ¢ylin-

T T T T l T T I I

dWM o) |

0.5_ C::"‘_)

o

FIG. 3: Time dependence of asphericity a and inclination
angle 8. The dashed lincs are obtained from the simplified
slochastic model. Snapshots of the vesicle cross-section are
also shown.

drical coordinates were cmployed. Qur results show that
this assumption is justified only for high fluid velocity.

At larger wean [luid velocity, the Muid vesicle transits
into a prolate ellipsoidal shape. On the other hand, the
elastic vesicle transits into a parachute shape, because the
shear clasticity prevents large shear deformations. Both
shape lransitions reduce the Aow resistance. We have
found that the transition velocities are linearly dependent
on the hending rigidity and on the shear modulus of the
mewmbrance.

[1] A. Malevanets and R. Kapral, J. Chem. Phys. 110, 8605
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[2] G. Gompper and 1. M. Kroll, J. Phys. Condens, Matter
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Broken ergodicity in one-dimensional systems with short-range interaction?

M. Paessens, A, Rédkos, G. M. Schiitz
Institute Theory II, IFF, Forschungszentrum Jilich, 52425 Jilich, Germany.

We show that one-dimensional nonequilibrium systems with local inferactions may exhibit a phase
with broken ergodicity. This result — obtained by high-precision dynamic Monte-Carlo simulation of
a lattice gas model- is supporied by ¢ mathematical hydrodynaemic description of the local coarse-
grained order parameter dynamics and provides a heuristic identification of the main dynamical
made that governs the microscopic dynamics, viz. the random motion of a shock in a self-organized
effective potential. This picture leads to the exact phase diagram of the system and suggests a novel

mechanism for “freezing by heating”.

I. INTRODUCTION

The closely related questions of phase coexistence and
ergodicity breaking in noisy one-dimensional particle sys-
tems with short range interactions have been extensively
mvestigated. In thermal equilibrium these phenomena
cannot occur as there is no local mechanism that could
liznit the growth of islands of a minority phase inside a
majority phase. In a dynamical setting this is the origin
of the long-debated zero-rate conjecturve which — loosely
speaking — asserts that generally noisy one-dimensional
systems with short-range interactions and no local dy-
namical constraints are ergodic.

The zero-rate conjecture has recently heen disproved
by constructing a rather cumbersome counterexample
motivated from computer science, viz.,, a rather fine-
tuned stochastic lattice model with approximately 10%°
local degrees of freedom [I]. On the other hand, one
has found phase separation and spontaneous symmetry
breaking in models for driven diffusive systems provided
that either bulk particle number conservation or vanish-
ing local transition rates constrain the local dynamics.
Such models are used in systems where low-dimensional
diffusion plays an important role, such as polymer rep-
tation, transport by molecular motors or diffusion in ze-
olithes, However, these results leave open the question
whether broken crgodicity may arise in simple models
which have no loecal dynamical constraints, but at the
same time have a natural physical motivation.

Recently it has been shown that phase coexistence oc-
curs in a one-dimensional driven diffusive systemn in the
presence of Langmuir kinetics A4 + 0 which break the
bulk conservation law [2], This mechanism is inspired by
the motion of motor proteins along actin filaments. The
model exhibits an experimentally observed phase coex-
istence due to boundary conditions [3], but ergodicity is
not broken. Using dynamical Monte-Carlo simulation we
demonstrate the existence of broken ergodicity in a simi-
lar system with activated reaction kinetics AAA < A0A
and we address by an analytical approach the question
whether sich behaviour is generic. Since mean field the-
ory and linear response theory are unsuitable tools for
treating low-dimensional particle system far from ther-
mal equilibrium we first derive an exact nonlinear hydro-
dynamic evolution equation for the coarse-grained local
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particle density, using to local stationarity. In a second
step we employ a microscopically motivated prescription
how to treat shock discontinuities and bhoundary layers.
This not only proves broken ergodicity on macroscopic
scale, but also illuminates its microscopic dynamical ori-
gin and thus shows that this phenomenon is generic [4].

II. THE MODEL AND ITS STEADY STATE

We consider the totally asymmetric exclusion process
(TASEP) augmented by nonconservative reaction kinet-
ics. Each site k from 1 to L is either empty (n, = 0)
or occupied by at most one particle (ny = 1). Parii-
cles hop stochastically to the right neighbouring site with
unit rate, provided that the target sitc is cinpty. More-
over, on a vacant site enclosed by two particles a particle
may be attached with rate w,, and a particle enclosed by
two other partictes may be detached with rate wy. The
boundaries act as fixed-density particle reservoirs where
particles are injected with rate p— on the left and ab-
sorbed with rate 1 — g on the right. In the physically
interesting case

wWe =8, /L, weg = Qq/L (1)
the bulk reaction rates are proportional to 1/5 {2, 4, 5
such that the vielation of particle conservation in the
bulk is equal in strength with the vielation at the bound-
aries and a competition between the two mechanisms sets
in.

Numerical analysis yields a stationary phase diagram
with five distinet phases (Fig. 1). In the high den-
sity phases (HD1/2} oune finds an expected local density
pi(t) = {n:{1)) > 1/2 while in the low density phase
(LD} p; < 1/2. In HB1 the bulk density profile is depen-
dent on p,., while it is independent of both boundaries in
HD2. The coexistence phase is characterized by a jumnp
in the density profile which is localized close to a certain
position in the bulk of the system. This shock conuects
a fow density domain to its left with a high density do-
main to its right [2, 5]. In a different parameter regime
we find a novel phase where both the LD and HD states
are stable {if L — oo) for the same values of boundary
densities, i.e., ergodicity is hroken.
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FI1G. 1: Phase diagram for £2, = 0.7 and Qg = 0.1 with two
high density phases (HD1, HD2), a low density phase {LD),
a coexistence phase and the nonergodic phase.

II1. DYNAMICS OF ERGODICITY BREAKING

In order to gain theoretical insight we consider the hy-
drodynamic limit on the Euler scale with lattice constant
@ = 1/L — 0 and rescaled time t = #jace/ L. Due to lo-
cal stationary the hydrodynamic equation for the coarse
grained density takes the form

2 plent) + (0 = S0, (2

with the exact current 7(p) = p(1 - p) of the TASEP and
the cubic source term S{p) = Qup?(1 — p) — Qup®.

Since for the stationary solution of (2) two boundary
conditions have to be satisfied, a density discontinuity
(shock) arises which is determined by the physical re-
quirements of current continuity and shock stability [5].
One finds a range of boundary densities which allow for
three different solutions with the shock either in the bulk
or at one of the two boundaries. In order to understand
quantitatively the sclection of the stationary shock po-
sition from a microscopic viewpoint we need to consider
the effect of fluctuations. To this end we view the shock
as a collective many-hody cxcitation with single-particle
random walk dynamics in an cffective energy landscape
E{z) inside a finite box, generated by the interplay of the
particle current with the reaction kinetics and leading to
space-dependent hopping rates

w _ Jruy(@)
Teorta = PR(TE) . PL(‘T). (3)

determined by the local current (2). In the nonergodic
phase F/(z) has maximum of magnitude O(L) in the bulk
and two minima at the left and right boundary corre-
gponding to the two stable stationary states.

This simple one-particle picture is well borne out by
dynamical MC simulations. Using multispin coding
rather good statistics become available for the random
waiting time 7 which the systemn spends in one of the
stationary states. The numerically determined cumula-
tive distribution funclion ®(t) = P(r < 1) is well fitted
by an exponential with a mean waiting time that grows
cxponentially in system size.

B

1 x ] 1 1

5.0010° 1.ox107 1.5%107 2.0x107
t

FIG. 2: Simulation data for the waiting-time distribution ®&(t)
(full curve) and exponential function {broken curve).

The picture of a moving shock and integration of (2)
viclds the exact phase diagram presented above. For
more general hopping dynamics augmented by slow reac-
tion kinetics the structure of the hydrodynamic equation
remaing identical. The current and the source term have
to be evaluated as expectations with respect to the in-
variant measure of the pure hopping dynamics.

From a physical viewpoint it is intriguing that adding
noise which breaks the conservation law results in broken
ergodicity through localization which is absent in the con-
servative system. An incrcase in noise strength is usually
associated with heating up a system whereas localization
induced by the effective potential reduces the positional
entropy of the shock, corresponding to cooling. Thns we
are faced with novel mechanisin for “cooling by heating”.
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Shape and Motility of a Model Cell

S. V.M. Satyanarayana and A. Baumgaertner
Institut fiir Festkdrperforschung - Theory II, Forschungszentrum Jilich, D-52425 Jilich

The shape and the motility of an adherent biolgical cell has been studied using Monte Carlo
simulations. Using the simulation data we established scaling laws between the size of the cell and
the enclosed size of the polymerizing actin cyloskeleton. With increasing concentration of actin
molecules the cell exhibits a discontinuous transition between a motile and a static phase. It is
shown that the velocity of the cell is maximal for an optimal choice of the depolymerization rate.

The migration of a biological cell {1] plays a promiuent
role in normal physiological processes as well as in
pathology (e.g. embryogenesis, wound healing, metas-
tasis). Basic to our understanding of migration arve
the physical principles of cell motility and chemotaxis,
which are related to changes in cell shape due to spe-
cific rearrangements of the internal polyimerizing actin
cytoskeleton. Theoretical investigation of cell motil-
ity began with investigations trying to explain how
the polymerization of rigid polymers (actin filaments)
can push a load and have elaborated the Brownian Ra-
chet mechanism built on thermodynamic ideas [2-4].
Recently, we had started to extend these studies to in-
vestigations of complete cell models [5-8]. Our model
represents two types of simple cells, keratocytes and
cytoplast. We consider the cell to adhere strongly
and reversibly to a flat substrate. The cell can ap-
proximately be modeled by a flexible ring of length I,
representing the cell membrane, which encloses a cer-
tain number N of actin molecules. We use the Monte
Carlo method in order to simulate the model cell. The
actin monomers {(type G) can polymerize and form
rigid filaments (type F) by association al both cuds
of an existing filament., The filaments are immobile
due to the strong adhesion to the substrate and hence
provides the necessary force in order have a traction
of the cell. Polyinerization, depolymerization, nucle-
ation and filament-branching processes require certain
reaction rules and reaction probablities which were es-
tablished for cur simulations by extracting them from
available experimental data.

SHAPES OF A MOTILE CELL.

In order to examine the shape of a cell, the effect of the
F-actin filaments is of interest. The result is summa-
rized in Fig.1 which shows the scaling behavior of the
area of a cell containing G-actin and polymerized F-
actin molecules, A ~ L2 f(N/L?) with the asymptotic
bahaviors f(z) ~ const for 2 > 1, and f(x) ~ 2!/2
for # < 1, and hence

L2 fot‘%>>l
AN{NVZL ‘ for & < 1. (1)

The cell area exhibits a discontinuous transition at
a concentration ¢*=(N/L?)* = 0.020 (Fig.1), from a
“motile” phase (Fig.2), corresponding to low G-actin
concentrations, to a “static” phase, where long IF-actin
filaments arc absent. The cell assuines an ellipsoidal
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FIG. 1: Scaling of cell area as function of the number of
actin monomers, N, and contour length of membrane, L.
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FIG. 2: Snapshot of the model cell at low concentration of
G-actin. Open circles denote G-actin, full triangies repre-
senl F-actin molecules.

shape in the motile phase, which compares well with
the shapes of keratocytes and cytopiasts. The reason
for the discontinuity of the cell area is the clasticity-
mediated protrusive mobility of the leading membrane
cdge. Consider the case where the length L of the
membrane is fixed and the concentration of G-actin
is continuously increased. During this process the
number of F-actin molecules, Ny, increases linearly
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with N due to polymerization processes according to
Np/N = 0.895 (8], which is in agreement with ex-
perimental results[9]. With increasing amount of F-
actin the shape of the cell expands, the cell membrane
becomes more and more stretched which leads to a
decrease of membrane fluctuations. The depressed
membrane fluctuations prohibit further polymeriza-
tion processes near the leading membrane edge. This
allows the depolymerization processes at the rear of
the cell to dominate and the shrinkage the filament
network starts to take place at ¢®. The scaling behav-
ior of (1} for low concentrations can also be under-
stood by a simple Flory-type argument|8] which leads
to a radius of gyration of the cell,

« 2 4
R Ao N LT

which is in d = 2 identical to (1).

CELL MOTILITY

The spontancous internal polarity, defined by the
asymmetric distributions of the growing (“barbed”)
and shrinking (“ponted”) ends of the actin cytoskele-
ton, determines the direction of cell motion and is
maintained without external signals (c.g. chemo-
taxis) for a certain time (persistent random walk). It
was shown theoretically and by simulations [6] that
the branching process corresponds to an autocatalytic
polymerization which gives rise 10 a persistent random
walk of the cell as observed in experiments. During
this type of motion the cell moves with almost con-
stant velocity in one direction for a certain time un-
til it spontaneously changes its direction of motion.
A typical example from our simulations is shown in
Fig.3. The dynamics at short and long times are gov-
erned by diffusion, whereas for intermediate times, the
cell motion exhibits a drift. The spontaneous change
of the direction of motion can qualitatively under-
stood as follows. Since the branching of filaments near
the leading edge of the membrane proceeds in one di-
rection, there will be explosive growth of filaments in
that direction due to the antocatalytic nature of poly-
merization kinetics and hence the celi moves in that
direction, When the filament network is sufficiently
dense, then it suppresses the membrane fluctuations
at the leading edge which allows at the opposite end
the depolymerization to dominate. This facilitates the
filaments in the opposite sides to grow and therefore
changes the direction of the cell.

Fig.4 shows the drift velocity as a function of the frac-
tion of filamentuous F-actin.  The computed drift
velocities are in good agreement with experimental
and other theoretical estimates[3]. This figure im-
plies there is an optimal concentration of F-actin for
rapid cell motion. One implication of this result is
that some sort of regulation of the polymerization is
needed. This is the topic of future research.
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FIG. 4: Cell velocity as a function of F-actin concentration
Np/N for various N.
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Universal properties of complexes of oppositely charged polyelectrolytes

R. G. Winkler
Instilul fiir Festhérperforschung - Theory I, Forschungszendrum Jiflich, D-52425 Jilich

The aggregation of two flexible, oppositely charged polymer chains is investigated by molecular
dynamics simulations. The universal properties of the complexes are studied as a function of chain
length and interaction strenglh. TFor weakly interacting systems, a chain length dependent cffec-
tive inferaction strenglh is obtained, which governs the initiation of the aggregation process. At
intermediate interaction strengths, the formed complexes exhibil a scaling behavior with respect to
molecular weight typically for chain molecules in a bad solvent. An unusual weak dependence of the
chain dimensions on the interaction strength is found in this vegime. Finally, for strong interactions

tightly packed globules are formed.
I"&E Nr, 23,102

Agpregates  between  oppositely  charged macro-
mwlecules play a fundamental role in technical appli-
cations and in particular in biclogical systems. An
example is DNA which is associated with listone
proteius to form the chromatin,  Recently, aggregates
of DNA and cationic polymars and cationic dendrimers
[1] have attracted considerable attention. The reason
is their potential application as DNA vectors in genc
therapics. So far mostly chains with added counterions
and colloids Liave heen studied [2]. To gain insight into
the structural properties of aggregates formed by flexible
polyelectrolytes, we performoed a series of molecular
dynamic simulations of two oppositely charged linear
molecules [3, 4].

The polymer chains are composed of N mass points
comected by strong harmonic bonds. The finite size of
the monomers is taken into account by a Lennard-Jones
potential truncated at its minimum. In addition all mass
points interact via Coulownb interaction. The solvent is
cdeseribed as a dielectric continunm and intevactions with
the monomers are taken into account by a stochastic and
[riction furce. The stochastic foree is assumed to he sta-
tionary, Markeovian, and Gaussian.

As a consequence of the long-range nature of the
Coulomb interaction, the two chains attract cach other
and form neutral complexes [3]. The aggregation process
starts alveady at very low interaction strengths (A}, The
reason is the large local charge deusity due to the pres-
cuce of bonds. Al very low densities, the Coulomb inter-
action is ~ N? for center-of-mass distances much larger
than the radius of gyration of a chain. Thus, the cffective
interaction among the chains is chain length dependent.
At small interaction strengths, the chains are free and
the radii of gyration arc cqual to the values of chains in
a good solvent (cf. Fig. 1). With increasing interaction
strength, the chain extension increases slightly. Consid-
ering the scaling behavior of the radivs of gyration with
respect to chain length, we [ind the samce exponent as in
a good solvent, i.e., the slight chain extension does not
alter the scaling properties. Beyond a certain interaction
strength A the chains form aggregates. The intramolecu-
lar Coulomb interaction is then screcned and the chaing
shrink again.

For Coulomb energics on the order of kg7, we ex-
pect the chains Lo slay close to each other with a mean
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FIG. 1: Radii of gyration of one chain as a function ol the
interaction strength for various chain lengths. Rg is scaled by
(N — 1)*? where (N —1) is the nwmber of bonds of a chain.

distance comparable to the racdius of gyration of a sin-
gle chain. With the Coulomh enctgy B¢ ~ N?/R, ~
N2/NV the strength of the interaction is then estimated
to be ApN® a5 1, where Ay is the Bjerrum length. Hence,
we find an effective interaction strength A* = AN?, with
¢ = 2 — ¢ = 1.4, which governs the onset of the col-
lapse of the formed aggregate. The simulation results in-
deed confirm the scating idea. The data for various chain
lengths collapse approximately onto a universal curve for
A" £ 10. Systems of diffcreat chain lengths start collaps-
ing approximately at the same value of A = A} = 10
[4].

A universal regime is obtained for intermediate inter-
action strengths. Figure 1 presents mean square radii
of gyration scaled by (N — 1)%/3, corresponding to the
scaling behavior of chains in a bad solvent, as a function
of interaction strength. The curves for the various chain
lengths nicely fall ou top of each other for a broad range
of interaction strengths, where the actual range depends
on chain length.

Evidently, we can extract a scaling relation for the de-
pendence of the radius of gyration on the interaction
strength from IMig. 1. The data for the various chain
lengths follow the relation R, ~ A6 very well in the
regime of intermediate interaction strengths. This is an
unusual weak A dependence which has not been observed
before.
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IFJG. 2 Snapshots of aggregates for chains of length N = 40 and the interaction strengths A = 0.4, 4, 40 (from lefl Lo right).

With increasing interaction pavameter the chains ulti-
mately form very cowpact, collapsed olxjects. The indi-
vidual monomers are then closely packed and the radius
of gyration is independent of the interaction strength.
The chains behave in this regime like chains in a bad
solvent with an almost constant density of the glol»-
ule and the radius of gyration displays the dependence
Ry ~ N3 (cf. Fig. 2).

The chiange of the radius of gyration with the interac-
tion strength is associated with a change of the density of
the aggregate. Ior the chain lengths we have heen study-
ing, there is only a slight dependence of the density on
the chain lengtl: for a given interaction strength in the
regime 0.6 < A < 20, We even observe plateaus in the
monomer densities for a particular interaction strength.

Applying the relation p ~ N/V ~ N/Hg for the den-
sity dependence on the chain size, p changes with the
interaction strength according to p ~ A2 when we use
Ry~ AL Hence, the density increases with the in-
teraction strength in a non-linear manner. From the
caleulated density profiles the dependence p ~ A% is
obtained. The latter exponent is simaller than the one
predicled by the density argument. Considering the sini-
plicity of the used arguments and the statistical uncer-
tainties of the sinmlation results, which arve reflected by
the fluctuations of the curves, however, the relationship
supports the dependence /T, ~ A0 In particular, the
exponent is not larger than 1/6.

Figure 2 provides a exanple of aggregates formed at
different interaction strengths. For the chain length N =
40 no compact structure is formed at A = 0.4, although
the radius of gyralion of a chain is already smaller than in
a good solvent (cf. Fig. 1). At A = 4.0 thore is alrcady
a pronounced peak in the pair correlation function at
r = 2¢ indicating the formation of a denser structure [3].
A further increase of A leads to an even more compact
cluster. For very strong inleractions, even crystalline-like
structures are obtained locally [3].

The particular shape of an aggregate at a certain in-
teraction strength is deterinined by the competition he-
tween an effective atiractive interaction and the repulsion
Ly the excluded volume of the monomenrs.
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To gain insight into the aggregation mechanisin, let
us asswine that the monocimers can be redistributed such
tliat a charge in the globule resembles a charge in a simple
ionic solution. The electrostatic interactions create cor-
relations such thal any charge is surrounded by a shell
ol oppositely charged monomers. Thus, the Coulomb in-
teractions are screcued. As has been done for a random
polyampholyte before [5[, we will describe the aggregate
in the same way as a systems of free charges in an ionic
solution and calculate the electrostatic energy of the ag-
pregale as if if were a small volume of a Debye-Iiickel
clectrolyte solution. The detailed calculation [5] yields
for a @ solveut the cluster size B ~ NY3X"1/3 Simi-
larly, for the situation of a good solvent R ~ NY3)\=2/3
is obtained. Using the relation p ~ N/R% the above clus-
ter sizes correspond Lo the density dependencics p ~ A
(6 solvent) or p ~ A? (good solvent). Ilowever, nonc
of these results agree with the scaling relations we ex-
tracted from our computer simulation data. Both, the
dependence on It as well as on the density are different.
One reason might be that the eleclrostatic serecning is in
the non-lincar regime in the present system, wlereas the
predietions above are based own the linear Debye-Iickel
theory. At the moment we cannot provide an explana-
tion of the observed hehavior on the basis of scaling ar-
guments. There is either a different kind of interaction
present, which governs the sysien behavior, or the clus-
ters are so small that surface cffects play an important
role. The scaling relations outlined above might then
apply to much longer chains.
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Hysteresis in one-dimensional reaction-diffusion systems

A. Rékes,! M. Paessens,! and G. M. Schiitz's?

! Institut fiir Festkorperforschung, Forschungszentrum Jillich, 52425 Jilich, Germany.
2Theoretische Physik I, Universitdt Dortmund, {4221 Dortmund, Germany.

We introduce a simple nonequilibrium model for a driven diffusive system with nonconservative
reaction kinetics in one dimension. The steady state exhibits a phase with broken ergodicity and
hysteresis which has no analog in systems investigated previously. We identify the main dynamical
mode, viz. Lthe random motion of a shock in an effective potential, which provides a unified framework
for understanding phase coexistence as well as ergodicity breaking. This picture also leads to the
exact phase diagrain of the system and suggests a novel mechanism for “freczing by heating”.

PACS numbers: 05.70.Ln, 64.60.Ht, 02.50.Ga

The closely related questions of phase coexistence, er-
godicity breaking and hysteresis in noisy one-dimensional
gystems with short range interactions and finite local
state space (such as in spin systems or vertex models)
are intriguing and have received wide attention in the
context of driven diffusive systems [1-5).

These phenomena are not expected to occur in one
dimensional equilibrium systems. However, recently it
has heen demonsirated that phasc coexistence occwmrs in a
one-dimensional driven diffusive system even in the pres-
ence of Langimuir kinetics A = 0 which break the bulk
conservation law [6]. The formation of a localized shock
in this system which separates a domain of low particle
density from a domain of high density has been studied
subsequently [7, 8]. However, the two diflerent domains
o not represent two possible global steady states. The
process s ergodic even in the thermodynamic limit and
no hysteresis is possible.

It is the purpose of this work to demonstrate the ex-
istence of hysteresis and broken ergodicity (in the ther-
modynamic limit} in a driven diffusive system without
bulk conservation law. Surprisingly, adding noise which
is on average spatially homogeneous {a nonconservative
reaction process) (o a conservative spatiaily homogeneous
noneguilibrium system with a nonvanishing particle cur-
rent leads to a space-dependent effective potential which
determines the stationary position of the shock connect-
ing low density and high density regions. In the absence
of this noise, i.e., in the usual TASEP, the shock performs
an unbiased random walk in the coexistence region and
hence is unlocalized, whereas suitably chosen reaction ki-
netics may create a variety of effective potentials which
lead to broken ergodicity by localizing the shock.

We investigate the totally asymmetric exclusion pro-
cess (TASEP) augmented by nonconscrvative reaction
kinetics, The TASEP is a stochastic model of diffus-
ing particles on a one-dimensional lattice with a hopping
bias [5]. Each site from 1 to L is either empty (‘&) or
occupied by one particle (*A’). In the hulk particles hop
stochastically lrom site i to i+ 1 with unit rate, provided
that the target site is empty. The boundaries act as par-
ticle reservoirs with densities p_ on the left resp. py on
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the right: On site 1 particles are created with rate p..,
provided the site is empty, which corresponds to a par-
ticle hopping from the left reservoir onto the first site.
Particles on site I, are annihilated with rate 1 — gy, cor-
responding Lo a particle hopping into the right reservoir.
In our model particles also undergo the following re-
action process: On a vacant site enclosed by two par-
ticles a particle may be attached with rate w,, and a
particle enclosed by two other particles may be detached
with rate wy. This process can be symbolically written as
A A = AAA and may be interpreted as activated Lang-
mruir kinetics. Wikthout the TASEP dynamics the station-
ary density of this process is either K = wa/(wa + wq)
or zero, wilth no correlations. As in previous work we
consider the physically interesting case when L — oo
and thesc raies are proportional to 1/L [6-8]. Hence we
define renormalized rates
wa = Qo /L, wg = /L {1)

where £, and Q4 are kept constant while L — oo |9].
We find a stationary phase diagram of the model with
five distinct phases (Fig. 1). The stationary density pro-
file p; is not constant as a function of lattice site i, Yet
some of the phases are comparable {0 those of the usual
TASEP with open boundarics |10, 11]: in the high den-
sity phases (HD1/2) one finds p; > 1/2 while in the low
density phase (LD) p; < 1/2. In HD1 the bulk density
profile is dependent on py, while it is independent of
both boundaries in HD2 as in the maximal current phase
of the TASEP. On the other hand two additional phases
exist: A coexistence phase which is characterized by a
stable shock position, i.e., a jump in the density profile
which is localized at a cerfain position in the bulk of the
system. The shock connects a low densily domain to its
lefi, with a high density domain to its right. In a different
parameter regime we find a novel phase with an unstable
shock position in the bulk. In this phase both the LD and
0D states are stable (if L — oo} which lnpiies that cr-
godicity is broken in the thermodynamic limit. Although
for finite systems a transition between the two states is
possible, the mean life time of each steady state is expo-
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FIG. 1: Phase diagram for §}. = 0.7 and {1 = 0.1 with two
high density phases (HD1, HD2), a low density phase (L.D),
a coexistence phase and the nonergodic phase.

nentially large in the system size L. This phase has no
analog in the TASEP with open boundaries.

Hysteresis in this nonequilibrium setting was observed
by measuring the space-averaged density p along the
curve of constant py while changing p_ in such a way that
the system starting from the LD phasc passed through
the nonergodic phasc and ended up in the HD2 phase.
Then the process of changing p_ was reversed., A lime
average was not taken, p was measured in every k steps.
On Fig. 2 one can see the resulting hysteresis loops.

To rationalize these observations we first consider the
hydrodynamic limit on the Fuler scale, i.e., we take I, —
oo while the lattice constant is scaled by @ = 1/L and the
time by ¢ = tatrice/ L. Following the line of arguments of
Ref. [7] we get a first order differential equation for the
density profile p(a):

2o 0) 4 o

As the differential equation is of first order and the
boundary condition fixes the density at two positions,
the differential equation does not provide a solution of
the boundary problem in general. In the original lattice
model this inconsistency is resolved by the appearance of
a shock and/or boundary layers as described in [7)].

In order to understand quantitatively the selection
of the stationary shock position {which determines the
phase diagram) and also to explain the phenomenon of
hysteresis from a microscopic viewpoint we deseribe the
dominant dynamical mode of the particle system in terms
of the random motion of the shock. To this end we in-
troduce space-dependent hopping rates for jumps of the
shock over a lattice constant ¢. This furnishes us with the
pieture of a random walker in an effective energy land-
scape F(z) inside a finite box, The energy landscape is

(0) = Qep®(t —p) - Qap®. (2)
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generated by the interplay of the particle current with
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FIG. 2: Hysteresis plot for L = 2000, 2, = 0.7, Qs = 0.1,
pr = 0.45. p_ was changed by 107 in every 5000 (solid
line), 1500 (dashed line) and 500 (dotted line) MC steps. The
hysteresis loop gets wider as the speed of changing p_ is in-
creased which is reminiscent of hysteresis in usual magnetic
systems.

the reaction kinetics. In this way we relate the original
nonequilibrivm many-particle system to an equilibrium
single-particle model and obtain the phase diagram of
the model.
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Single Protein dynamics in natural and denaturated state
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During operation of proteins as universal nanomachines or involved in the transmission and amplification
of signals, conformational changes are omnipresent. An intriguing combination -of structure and
flexibility facilitates their activity. Conformational changes can be triggered by small-amplitude,
nanosecond protein domain motion. Understanding how conformational changes are initiated requires the
characterization of protein domain motion on these timescales and on length scales comparable to protein
dimensions. We present here examinations by Neutron Spinecho Spectrometry of a multi domain protein
in equilibrium and the dynamics of an unfelded smaller globular protein under thermal stress.

Protein domain motions are critical for proteins to
coordinate precise biological functions, For example,
coupled domain motions occur in genome regulatory
proteins, motor proteins, signalling proteins, and structural
proteins'.  Structural studies have documented the
conformational flexibility in proteins accompanying their
activities’. However, the time-dependent, dynamic
processes that facilitate protein domain rearrangenmients
remain poorly understood.

The function of DNA polymerase 1 from Thermus
aquaticus (Taq polymerase) (Fig. 1) requires coordinated
domain and subdemain motions within this protein to
generate a precise ligatable nick on a DNA duplex®, Taq
has two distinet domains: a 5° nuclease (residues 1--289)
for RNA primer removal and a Klenow fragiment (residues
294-831, polymerase domain plus 3°-5" exonuclease
catalytic centre) for nucleotide replacement in DNS repair.
The Klenow fragment resembles a right hand with palm,
finger, and thumb subdomains,

Figure | Structure of Taq polymerase 1 with the main
domains, Taq polymerase possesses an  extended
conformation with the Klenow fragment (pol + 3°-53" nuc)
and the 5 nuclease active silcs separated by =70A.
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For NSE experiments Taq polymerase was dissolved in
99.9% D,0 per-deuterated buffer solution at pH 8.0 with a
concentration of 8 mg/ml (for details sce *). The data were
collected at a wavelength of 8A in a Q range of 0.039 A <
Q < 0.260 A" at a temperature of 30°C. Within this Q
range the S(Q,1)/S{Q,0) spectra obtaincd by NSE mainly
measure  coherent scatlering. The spectra can be
approximated by the first cumulant representation with the
leading term

im 239D _ _roy= o
}i.!}p—]m or In S(q,O) F(Q) Q Deﬂ'(Q)(l)

resulting in the effective Diffusion constant T,y for small
fourier times 1. Figure 2 compares the results to different
dynamic models. The horizontal dashed line is Dpg
measured under same conditions. We observe clear
oscillations around the mean value of the centre of mass
translational diffusion at long length scales.

To examine the influence of iranslational and rotational
diffusion of a rigid body model onto the overall Diffusion
the protein was subdivided into three subdomains {see Fig.
1}. The threc principal-axis translational diffusion
coefficients in H' and the three principal axis rotational
diffusion coefficients in H® were obtained from the Taq
polymerase crystal structure coordinates (PDB 1D code
ITAQ )by using the program HYDROPRO®. D,y can be
calculated by

DA DLOHTQ + LGIRL YO

Doy ="

\-1|((.) Q.‘ Z(h]hﬂ.*ul‘r’ ul)
g 2
where by and by are the neutron scattering lengths of
effective residues | and 1, respectively. L(j}=Q = rj is the
angular momentum vector. The sum was taken over
effcctive residues j and L, with the centre of each effective
residue taken as the average coordinate of the atoms in the
effective residue and with the neutron scattering lengtli b of
the effective residue being the suun of neutron scattering
lengths of all atoms in a residue. Results were plotted as
black solid tine in Figwre 2. Only for longer length scales
this model describes our experimental results. A purely
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static madel cannol describe the observed dynamics special
on large Q values.

From a normal mode analysis using the program
ELNEMO’ we identify the nontrivial modes 7 and § as
bending and forsion modes of the Klenow {ragment against
the 5° fragiment, Higher order modes involve relative
motion of the rigid domains polymerase, exonuclease and
5’ nuclease against each other,

To cuhance the model we include simple internal modes
by allowing independent movements of single fragments at
their equilibrium position, resulting in

D, (0)=2.D,S Q) / S (D)
I

with the static form factor S,(Q) and diffusion constant Dy
of fragments f. Srq(Q) is the static form factor of the
complete protein (for details scc 4).

(3)
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Figure 2 Comparing the experimental D ;(Q) of Taq
polymerase by NSE (o) with those from different dynamic
models.

The red line in Figure 2 is the D{Q) calculated by Eq. 3
using the dynamic model that parses Taq polymerase into
two domains, the 57 nuclease and the Klenow fragment
domains. The blue line is the D.{Q) calculated using the
dynamic model that parscs Taq polymerase info three
domains, the 5° nuclease, 3’5’ exomnclease, and poly-
merase domains, The result demonstrates that the
systematic inclusion of higher normal modes consistently
improves the agreement with the NSE experiment for
Q>0.05 A™.

Although the rigid-body model calculated D.n{Q) using
Eqg. 1 has maximums and minimuns the experimental
D.o(Q) shows much more significant oscillations. Qur
analysis allowing simple internal modes show that NSE
data reveal coupled correlated domain motion within Taq
polymerase. Morcover, we show that the internal motion
can be systematically analyzed by reducing the data within
a normal mode framework.

Structure and flexibility of proteins can be changed by
denaturation up to imreversible damage. Reversible
conformational  changes from  biological  relevant
conformations e.g. by increased temperature show us
possible rearrangements and allow exploration of the
protein energy landscape. The NSE technique allows us to
observe the dynamics in rearranged conformatious.

The dynamics of the smaller protein Ribonuclease A
(R=20A) was examined in a D20 buffer solution pH 2 at
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different temperatures. Conditions were chosen to cnsure
reversible unfolding with temperatures up to 70°C. Fig. 3
shows the effective diffusion coefficients measured by
NSE. We observe at 25°C a simple diffusive behaviour
(black points) justifying our assumption for smaller
fragments in the first scction.

At a temperature of 65°C (bluc) just at the maxinuun of
the unfolding transition, revealed by Differential Scanning
Calorimetry, we find a pronounced increase of Dy with a
small maximum at about 0.11 A™. At a temperature of 70°C
when the unfolding transition is finished just an increase is
found (Fig. 3 left). The increase with temperature in D,y is
mainly due to the change in viscosity. To eliminate effects
due to temperature we calculate 6mn(T)D./kT~Ry™" (Fig. 3
right. The increase of the hydrodynamic radius Ry with
increasing temperature in the low Q limit is comparable
with the increase measured by DLS and SANS. From the
low Q limit we observe an increase with Q of Doy up to the
level of the native protein. Norimal mode analysis shows a
strong torsion mode between two fragiments separated by a
gap. In the native globular state this and rotational diffusive
components are mvisible for NSE due to the missing
contrast variation combined with an overall globular shape.
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Figure 3 left: D.x{Q) of Ribonuclease A. right: 1/Ry, as
reduced data to cmphasise non trivial temperature cffects.

SANS data show also a significant increase in size with
increasing temperaturc. Due to the unfolding the protein
changes its globular shape to a more elongated shape. This
makes rotational movements and internal modes visible for
NSE. From this we can conclude that we also obscrve
internal dynamics for this smaller protein in the partial
unfolded state in two significant different conformations at
65 and 70°C. A detailed analysis analogous lo the treatment
of Taq polymerase and a molecular dynamics simulation
will tollow.

' Gai D. et al Cell 119, 47-60 (2004); Graceffa P. et al J.
Biol, Chem. 278 34172 (2003); Bose-Basu B. et al
Biochemistry 43, 14317 (2003); Li Y. et al EMBO J.
17,7514 (1998)

* Gerstein M. et al Nucleic Acids Res. 26, 4280 (1998)

*Xu'Y.etalJ. Biol. Chem. 275, 20949 (2000}

4 Bu Z. et al Proceedings of the National Academy of
Sciences 102 17646 (2005)

*Kim Y. et al (1995) Nature 376, 612

% Garcia de la Torre I. et al Biophys. J. 78,719 (2000)

7 Suhre K. et al Nucleic Acids Res. 32, W610-W614
(2000)
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Protein diffusion in PEO networks
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X. Guo, R.K. Prud’homme
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Abstract
Protein diffusion of o~ Lactalbumin in dense environments was examined with physically entangled
pelyethylene oxide networks as model system. Comparing NMR with neutron spin echo experiments
results in equal diffusion like dynamics from macro- to microscopic length scales. Exponential de-
crease of the diffusion cocfficient with PI2O concentration was observed.

Introduction

The ditfusion of proteins in polyiner networks is ex-
amined to understand dynamic processes in dense
environments like biclogical cells. We present meas-
urcments of the diffusant dynamics by Neutron Spin-
echo Spectroscopy (NSE) at different q values lo-
gether with NMR  mcasurements at  macroscopic
length scales. The investigaled system consists of the
protein ¢-Lactalbumin (Ry=19.7 A 1] as diffusant
and a network of high molecular weight polyethylene
oxide. The high molecular weight ensures a long dis-
entanglement time {or the polymer in order (o create a
stable network.

The diffusion of macromelecules in the surrounding
of a stable polymer network depends on diffcrent pa-
rameters. We focus on the ratio between the size of
the diffusing macromolecules and the mesh size of the
polymer network. We neglect the structure of the dif-
fusant and assume that the time for the network to
rearrange is much larger than the time for the macro-
molccule to diffuse over the length of a mesh size is
(2].

Experimental

Network dynamics was studied at polyethylene oxide
(PEO, 443000 g/mol, PDGPC: 4, Aldrich) dissolved
in D20 (99.7%). The samples were centrifuged for 2h
at 4500 rpm to remove insolubles. The dcuterated
PEQ (dPEO, MW=2]6000 g/mol, PDGPC:1.3) is
partially protonated (19.8%) to match the scaticring
length density of D20, Observations of the diffusant
dynamics were done with native bovine ©-
Lactalbumin, dissolved in D20 before dissolving
dPEQ. Protein concentration was about 1.3 % wt for
all samples. All measurcments were done at a tem-
perature of 45°C,

Results and discussion

The radii of gyration R, weie 366A (PEO) and 228A
(dPEO) respectively [3]. The network correlation
length € can be estimated for good selvents by

138

I

£=r|E ()
-

with the overlap concentration c‘:‘:3M“/4TtNaRg3 . N, is
the Avogadro constant and ¢ the concentration. In a
good solvent, we obtain with REO<M“-3’5 that the & is
independent from molecular weight. The PEO chain
correlation length can be determined by fitling an
Ornstein-Zernike lineshape ~1/q*™+1) onto SANS
data, here measured at concentrations of 2%, 10% and
20% wt. resulting in 31A, 10A and SA as shown in
figure 1.

L
100N n

ql’A-l

Figure 1: SANS measurements on hPEQ in D,0 with
concentration 2%, 10% and 20%. Fits were done by a
function with Ormstein-Zernike lincshape with an ad-
ditional powerlaw accounting for agglomerates. Data
were scaled by the concentration.

Resulting & correspond to size ratios Ri/€ of 0.63, 2
and 4 with the hydredynamic radius of ¢-Lactalbumin
R.=19.7A. The crossover from single chain relaxation
to collective diffusion is predicted to occur at g=1/&(c)
for a good solvent [4]. In our measurements of the
PEO dynamics in D;0 by NSE we found a good
agreement between the correlation length from dy-
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namical NSE measurements and structural SANS
measurements. & corresponds in both cases o the
mean distance of binary contacts in the polymer solu-
tion. Assuming c*s= L/{1]] with the intrinsic viscosity
[n] together with the macroscopic Mark-Houwink-.
Sakurada  relatienchip  [n]=KM,“ for PEO
(K=0.0125ml/g, «=0.78) we get a mecan distance 3
times larger than from our microscopic nieasurements
of the correlation length. However, Kavassalis et al.
have predicted that the critical ¢ntanglement concen-
tration ¢, is about 10 times higher than the critical
overlap concentration ¢ in equ. 1 [S]. From this we
yield mean distances between entanglements, which
can be regarded as a mesh size, bigger by a factor of 5
than the ahove values,

Figure 2 presents the cffective diffusion coefficient of
the protein in the deuterated network as result of a
fitting procedure with a simple exponcntial decay
»—e:\'p(-Denqz'c) onto the intermediate structure factor
measured by NSE. We find diffusion coefficients in-
dependent from q. The average values are 13.2 Alns
for the 2% Protein sample respectively 6.1 A%ns and
2.9 A%fns for 10% and 20% wt. protein samples.

T T T 1 T T T ‘
& 2 wt % dPLO T i
0 & (0wt % dPEQ
|2 20 wt % dPEC 16.5 AZns” ]
—_ 15— A _
B _&ﬁﬁ_fw_.ﬂ_&i i
< &
it g
~F
e @ ®
S -ose-Gy -0 X ] |
cHE-Ee-Ea—a—a i L
T
i) - L . ! . 1 s !
0 0.05 0.1 0.15 02
NMR q/ Al

Figure 2: Effective ditfusion coefficients de-
pendent on dPEQ concentration an q. At the left
the results from NMR mcasurements is given.
The straight line shows the value of free diffusion
in pure DO
The free diffusion value is 16.5 A¥ns in D,O. At the
left side the corresponding values from NMR meas-
urements on macroscopic length scales were included
showing similar diffusion coefficients.
In Figure 3 we compare the found concentration de-
pendence with different models, The collective diffu-
sion coefficients Dy (l), measured by NSE in hPEO
samples, show a ~c dependence [4]. Dge assumes
Stokes-Einstein diffusion of a sphere with an effective
viscosity from the macroscopic Mark-Houwwink rela-
tionship only valid for low concentrations (solid line)
and underestimates the found diffusion coetficients.
Dgg with Nzimm assumes the same effective viscosity
for the protein as measured in the hPEO gel for the
polymer chain in the Zinnn like regime (V) measured
by previous measurements with NSE. The protein
feels a higher effective viscosity than the single chain.
This additional friction should originate from the in-
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teraction with the entangled polymer network white in
the effective viscosity assumptions interactions with
other chains are not considered beyond the viscosity
effect. Also the result of Cheng et al {dashed red line)
and a corresponding fit to our data (dash-doted bluc
line) were given. Cheng measured diffusion coeffi-
cients of various diffusants in PEQ with the macro-
scopic FRAP (fluorescence recovery after pholo-
bleaching) and described it by an universal function
D=Dpexp(-B(R/A)®). With changed B, attributed to the
change from PEO 1o dPEO, this functional form de-
scribes also our data very well.

‘l....-,.‘_.._.ﬁi—”...,...._I
.t M o alaNMR
gell & u-LaNSE
¢ » D, hPEO
‘-'“‘a\ DSEnZi.rrunhI'ED
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Figure 3; Comparison between different diffu-
sion coefficients.

Finally within experimental accuracy we find on mi-
croscopic and macroscopic length scales equal diffu-
sion coefficients and mechanisms. Between the inside
of a single mcsh on length scales in the order of the
network corrclation length and length scales much
bigger than the mesh size where the diffusant has to
cross the boundary of a single mesh we find no differ-
ence. With regard to the difference between binary
contacts and physically entangled chains we have to
think of the interior of a single mesh as being full of
chain segments. These chain scgments appear to be
primarily responsible for the dynamics of the dif-
fusant.
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Hydrophilic polymers equipped with short hydrophobic stickers as efficiency boosters
for microemulsions

" Ch. Frank, J. Allgaier, H. Frielinghaus
Institute for Neutron Scaltering, IFF, Forschungszentram Jiilich, D-52425 Jilich

Strongly amphiphilic, symmetric block copolymers added to microemulsions increase the effi-
ciency of surfactants dramatically (efficiency boosting). New highly unsymmetric polymers with a
weiaker amphiphilicity, the sticker polymers, allow for a comparable efficiency enhancement. These
additives are much simpler to synthesize and commerciaily accessible, which favours the applicabil-
ity. Fxperimental observations of the phase diagram, aud small angle neutron scattering allow to
compare microscopic parameters, namely the saddle splay modulus, the bending rigidity and the

spontaneous curvature.

F&E-Nr: 23.10.2

The considered microemulsions contain equal amounts
of immiscible oil and water. The non-ionic surfactant me-
ciates hetween the immiscible components, which then
forms domains with a surfactant layer in between. The
surfactant efficiency is given hy the minhimum amount
of surfactant needed to form a one-phase microemulsion.
Using small angle neutron scattering experiments it was
demonstrated that the polymer chains are attached to
the surfactant layer and form mushroom conformations.
The polymer decoration increases the hending rigidity
of the surfactant film which in turn allows to stabilize
larger domain structures or in other words to reduce the
surfactant concentratioi.

A typical non-ionic surfactant is the linear Cigly with
a hydrocarbon chain of 10 carbons and a waler-soluble
chain of 4 ethylene oxide monomers. This surfactant is
rather symmetric with equal volumes of the hydropho-
bic and hydrophilic ends. The initially used symmetric
A-T} diblock copolymers have the same chemistry, and a
typical polymer used would he the CssoTae. The new
polymers are highly unsymmetric, one of which is the
C1oEgg. The amphiphilicity is surely reduced, but as we
will demonstrate the new polymers work equally well as
cfficiency boosters.
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FIG. 1. Phase diagrams for microemulsions containing no
additive, the conventional block copolymer CsaspTiae, and the
new sticker polymer Ci2Egg.

However, at a first view one would expeet the new
additives having a very strong influence on the temper-
ature behavior or even to destruct the formation of mi-
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croemulsions because of the highly hydrophilic nature.
This is not. the case. Figure 1 shows phase diagrams of
microemulsions containing equal amounts of water and
decane, and the surfactant CigEy. Compared to the sys-
tem without polymer, the 1-phase region is shifted to
smaller surfactant concentrations « if the conventional
hlock copolymer CsspEqse is added. The same result is
obtained if the new sticker polymer C2Fgg is used ex-
cept that the temperature window for the 1-phase region
is shifted shightly to higher temperatures. This effect is
a measwre for the unsymmetry of the polymer. With re-
spect to emulsification power both additives are similar,
This indicates that despite the short hydrophobic tail the
new additive is gnantitatively anchored at the water-oil
interface.

40 . . .
CHES CI2ESD
. .
Bl e
TrC CIZE150 4 , Cl2EI8
L ]
C12E480
L]
30+ without pelymer 7
0.00 0.05 0.10 .15 0.20
Y

FIG. 2. Fish tail points of microetnulsions with added
sticker polymers varying from Ci2Ej to Cr2Easo.

In a series of experiments the chain length of the
hydrephilic sticker polyvmers was varied. In Figure 2
the lowest surfactant concentrations at which still a 1-
phase microemulsion is obtained, the so called fish tail
points are plotted against the temperature. All poly-
mers contain Ciq stickers. The chain length of the hy-
drophilic moiety is varied beiween 10 and 480 ethylene
oxide monomer units. The series clearly shows that
with increasing hydrophilic chain length the emulsifica-
tion power is continuwously boosted.

According to theoretical considerations the surfactant
concentration at the fish tail point, ¥, is correlated with
the munber density of polymer chains per surfactant area,
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o, and the size of the polymer chain in terms of its end-
to-end distance K., in the following way [1):

(/W) = = oR?, (1)

with the theoretical sensitivity 2 = w/5. Considering a
constant polymer amount, &, with respect to the total
amphiphile, ¢ and RZ, ave correlated with the molec-
ular weight of the polymer chain, My, according to
o ~ Myt and R2, ~ M}® (for PEO [2]). Therefore,
the influence of Afyy on ¥ should be rather small, i.e.
In(W/®y) ~ MG,

Lno ;Jl mér
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FIG. 3. Surfactant concentration dependence of the fish
tail points as a function of the polymer grafting density o
scaled with the polymer size RZ,.

In Figure 3 n ¥ is plotted against oR2,. There is a
disagreement for C12E;o and Ci3Es having very short
polymer chains. This is not astonishing because at those
low chain lengths the polymers form much denser struc-
tures than the higher molecular weight analogs. Hence,
from Ci2Egg on the molecular weight dependence is as
theoretically predicted. The measured value for the
slope of & = —1.54 coincides exactly with the value
found for the A-B block copolymers [1]. This again
demonstrates that the interfacial activity of both poly-
mer types, block copolymers and sticker polymers is iden-
tical. The small covered range of o RZ, for the polymers
Cialigp up to CiaEygp reflects the weak dependency of
In(®/Tq) ~ MEIE.

The other important feature from Figure 2 is the tem-
perature behavior of the fish tail points. For the shorter
chain lengths there is an increase of the temperature of
the fish tail point. Because of the hydrophilic nature
of the sticker polymers this intuitively makes sense. The
unexpected temperature decrease for the longer polymers
will turn out to be the theoretically described behaviour
of Lipowsky [3]. Experimentally the relation between
film mean curvature (H) and temperature was examined
by Sottmann and Strey [4]

(H) = p- AT (2)

with the experimental constant g = —1.4-1073A~1 K-!
for CioEy. AT is the temperature difference between a
given temperature and the phase inversion temperature
given by the fish tail point. The relation between (H)
and polymer parameters is according to theoretical cal-
culations by Lipowsky and Gompper as follows [3,5]
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(Hy=T 0R.. (3)

with the theoretical sensitivity T = 0.181/(k/kpT) =~
0.43. The mean bending rigidity was assumed to be
£ = 0.42kgT. If again the molecular weight is intro-
duced into the relation, it transforms Into {(H) ~ M%*2.
This means that with increasing molecular weight the
influence on the curvature gets smaller, which we unex-
pectedly saw in Figure 2 for higher molecular weights.
In Figure 4 {(H} is plotted against o Re.. The expected
dependency of Eq. 3 is obtained for the higher molecular
weigils with a sensitivity T = 0.58. Again the shorter
sticker polymers mismatch for the reasons discussed be-
fore.
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FIG. 4. Spontaneous curvature dependence as a function
of the polymer density o scaled with the polymer size R..

Initial small angle neutron scattering experiments have
been made on the simple sticker polymers as presented
here, and on bifunctional sticker polymers. Using the
Gaussian random field theory the structural measure-
ment reveals the bending rigidity having a similar de-
pendence than the membrane content ¥ (Eq. 1). First
experiments find roughly the expected behaviour as pre-
dicted by Lipowsky [3]. In the future multifunctional
sticker polymers are interesting since they show an en-
hanced polymer boosting effect [6]. The variation of the
sticker anchor length is inferesting since even short an-
chors are attracted by the membrane in a dynamical bal-
ance.
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Tuning the membrane properties in bicontinuous microemulsions with homopolymers
and diblock copolymers probed with NSE and SANS

H. Frielinghaus, O. Holderer, D. Byelov, M. Monkenbusch, J. Allgater, and D. Richter
Institute for Neutron Scatiering, IFF, Forschungszentrum Jilich, D-52425 Jilich

The properties of bicontinuous microemulsions, consisting of water, oil and a surfactant, are
modified by the addition of diblock-copolymers (boosting effect) and homopolymers (antihoosting
cffect). Comparison of the bending moduli that are obtained by analysis of the dynamics to those
obtained from small angle neutron scattering (SANS) sheds light on the different renormalization
length scales for NS and SANS. Variation of the surfactant concentration at otherwise constant
conditions of homoepolymer or diblock-copolymer concentration shows that NSE results depend on
the pure bending rigidity, while SANS measures the renormalized modulus. The unexpected large
homopolymer effect might be explained by confinement effeets.

Amphiphilic polymers are an important class of ad-
ditives in microemulsions. This kind of polymer allows
for an enormously increased efficiency of the swrfactant,
which means a decreased consunmption of amphiphile,

Microemulsions are thermodynamically stable mix-
tures of oil and water, which are mediated by the surfac-
tant. The surfactant formns a film separating the domains
of nearly pure oil and water. While microemulsions hy
themselves have a whole variety of interesting phases this
study focuses on polymers added by small amounts to
microemulsions.

As a complementary effect we studied the influence
of two homopolymers 1], which are made of the same
monomers as the diblock copolymer. As an example
phase diagramms with tiny amounts of the polymners
PEP; and PEQs are shown in Figure 1. FThe more poly-
mer is added the more surfactant is needed to form a
one-phase microemulsion. This divectly means an effi-
ciency decrease by homopolymers.
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I'IG. 1; Fish phasc diagram (sotid line) for the system HzO—
decane CigEs. For higher homopolymer fractions ¢, added
to the system DoO-decane—CroEy lines with hollow symbols
are used (see legend).

For a deeper understanding we performed small angle
neutron scattering (SANS) and neutron spin-echo (NSE)
experiments. By SANS the structural properties of the
microemulsion are measured which can be connected to
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the bending rigidity of the surfactant membrane. The
dynamics characterized hy NSE measurements give also
accesy to the bending rigidity and can be compared with
the static SANS resulis. The presented experiments fol-
low the changes of the phase diagram within the one-
phase region.

The theory of Helfrich considers the main contribution
of the free energy to arise from the elastic behavior of the
surfactant film. The free encrgy reads:

F= fa’S [26(H — c0)* +RK +..] (1)

The first contribution considers the deviation of the
mean curvature H from the spontaneous curvature cg.
The modulus is the bending rigidity x. The second term
considers the Gaunssian curvature J{ with the elastic con-
stant being the saddle splay modulus %. The theorctical
prediction of the size of the polymer effects on & are col-
lected in the following;:

K ) Ta ¢1’(R?IV +R130)
T — In(w) — 0.0238--F2 kY hes
kpT iuT + T u{#) -
I T
»{_E (1 + 5) a(Ray + Rig) (2)

The first term describes bare membranc propertics.
The sccond term arises from a higher membrane rigidity
at length seales comparable to the membrane thickness.
This renormalization effect depends on the considered
length scale and therefore on the membrane voluime frac-
tion 4. The homopolymer causes a decreased rigidity.
The cffect scales with the polymer content ¢,, the end-
to-end distances of the polymers in solution Ry and
Rj0, and the average molar volume of ene polymer V.
The diblock copolymer effect is opposite and scales with
the grafting density o and the end-to-end distances of
the individual blocks.

The bending rigidity » can be measured by SANS in
the following way: Describing the SANS data by the
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Teubner-Strey model two structural parameters are ob-
tained, the domain size d and the correlation length &,
Some examples of this model fitting are depicted in Fig-
ure 2. The Gaussian random ficld model connects those
parameters with x ~ &/d [1], which now can be compared
with NSE measurements [2).
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FIG. 2: Scattering cross section as a function of the scatter-
ing vector for bicontinuous microemulsions with homopoly-
mer additions ¢, under bulk contrast. The membrane vol-
ume fraction i is fixed at 0.175. Solid lines are Teubner-Strey
model fttings.

The dynamic structure factor S(g,t), as measured
with NSE spectroscopy is compared to a theoretical
model of §{g,t), giving information on parameters such
as the beuding constants. A model developed by Zil-
man and Granck describes the interface in terms of fi-
nite membrane patches in random orientation [3], with
the most simple dispersion relation of the undulation
modes of a free planar membrane in a viscous liquid,
w(k) = {x/4n)k3, where 5 is the cffective solvent vis-
cosity. They found S{q,f) ~ S(qleap(~(Tt)”) as an
approximative expression for the dynamie structure fac-
tor for bicontinuous microemulsions at large g(g >> qo),
with 3 = 2/3 and the ¢-dependent relaxation rate I'y =
0.025, (kaTy1/2 % g%, where # is the bending clasticity

modulus, and v, =~ 1 — Sﬁﬁi In(g8) — 1 for > kgt
While this expression explaing well some features as the
g-dependence of the NSE-spectra, it is essential to use
an integral form of the Zilman-Granek theory in order to
calculate x [2, 4].

Results of x as evaluated from NSE experiments with
the integral expression of the Zilman-Granck theory are
compared to x obtained from SANS experiments in Fig-
ure 3. While rkynsg results front an integration over all un-
dulation mode wavevectors k and therefore is expected to
yield the “bare” bending modulus without spatial renor-
nalization effects, ngans relics on the average structure
at large scale d or £, thercfore the resulting s-value is the
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renormalized one, For reasons of comparison, the “bare”
bending modulus from SANS is also shown in Figure 3
with open symbols. Both “bare” r, i.e. the direct NSE
bending rigidity and the derenormalized SANS value, do
not depend on surfactant concentration, as expected from
Equation 2.

While diblock copolymers yield an increase of x, ho-
mopolymers reduce the bending modulus. The sensitiv-
ity of these effects is described by experimental coeffi-
cients {cf. Equation 2). Swurprisingly, the influence of
homopolymers is more than seven times larger than pre-
dicted by theory [1]. The confinement of homopolymers
in the domains might be the explanation for this high
sensitivity.
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FIG. 3: Top: wnse obtained by fitting the integral expression
of the Zilman-Granck theory to the experimental data (pure
microemulsion: %, microemulsion with diblock polymers: o,
with homopolymers: & 0.25 %, 5K; o 0.5 %, 5IGA 0.25 %,
10K;7 0.4 %, 10K), as a function of the surfactant concen-
tration v. Bottom: ksans before (filled symbols) and after
correction for renormalization {open symbols) as a [unction
of the surfactant concentration v {note: v =~ ¢, =~ ).
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Hierarchical structures formed by wax crystallization on polymeric
templates: a combined study in real and reciprocal space by microscopy and
small-angle neutron scattering techniques

A.Radulescu

D.Schwahn', I. Stcllb; ink', E. Kentmlgel M.Heiderich',

L.J. Fettels and D. Rlchte:

! institut Jiir Feskérperforschung, Forschungszemtrim Jitlich, 52425 Jiilich, Germany
2 School of Chemical and biomolecular Engineering, Cornell University, {thaca NY 14853-1301, US4

PEB-n semicrystalline poly(ethylenc-butene) random copolymers may become important in industrial
applications because of their capability to modify the wax crystals and to improve the viscoelastic
properties of crude oil and middle distillate fuels. The wax-copolymer interaction in solution is rather
complex and is not yet understood. Therefore, these polymers may also be of much interest in basic
rescarch. We report here about the hierarchical morphology formed upon cooling by the mixed solutions
of highty crystalline PEB-7.5 copolymer and different waxes, Multilevel structures showing characteristic
sizes from 10 pm to 1 mn have been investigated in reciprocal space by three SANS techniques (classical
SANS, focussing-SANS and ultra-SANS) and vizualized in real space by microscopy.

F&E-Nr: 23.55.0

Under wintry conditions, middle distillate fuels can clog
the filters by precipitating large waxy crystals and thereby
prevent engine operations. Polymeric additives can interact
favourably with waxes (long chain C,Hy.» alkanes or
simply C,) and modify the crystal morphology to smaller
units. Virtually random copolymers of ethylene and butene
{designated PEB-# with » the number of ethyl side
branches/100 backbone carbons) are promising candidates.
Systematic small-angle neutron scattering investigations of
different polymer-wax systems have shown that PEB-u
copolymers are selective in their wax-modification capacity
depending on the crystalline degree which is tuned by »
[1,2]. Two mechanisms of polymer-wax interaction have
been identified depending on which component aggregates
first. Accordingly, either a co-crystallization of the wax and
the copolymer into two-dimensional hairy platelets takes
place, or a polymer template structure is formed first, which
then acts as a nucleation center for the wax molecules. The
second mechanism is still not fully understood. Therefore,
we decided to investigate it in more details by performing
new structural studies of the morphologies formed upon
cooling in the polymer-wax mixed solutions prepared in so
manner that the polymer self-assembles much earlier than
the wax. We have chosen mixtures of different molecular
weights (My) PEB-7.5 copolymers with two representative
waxes, Cpy and Ciy It was stated [2] that the self-
assembling of this highly crystalline copolymer shows a
double evolution with decreasing temperature: first,
formation of large, compact aggregates and then, formation
of rod-like structures with longitudinally modulated density
(alternating crystalline and amorphous scquences). The
aggregation features are similar  for different My
copolymers, the only difference is that they appear at
different temperatures: the higher My, the higher the self-
assembling temperature is. Thus, by combining the My
dependence of the polymer self-assembling behaviour with
the molecule length dependence of the wax cloud-point
(CP, the temperature of the wax crystals appearance) [1] we
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found that the combinations 6K PEB-7.5/C,, and 30K PEB-
7.5/Cys present the mechanisin of wax crystallization on the
polymeric tempfate,
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Fig.1 — Scattering patterns under wax {up) and polymer (down) conirast
from a mixed solution of 6K PEB-7.5 copolymer and 4% C;; wax in
decane at two temperatures within the conenon aggregation reginie

By using the three SANS techniques developed at the FRJ-
2 research reactor in Jillich namely, the classical pin-hole
SANS, the focussing-mirror SANS (F-SANS) and the
double-crystal diffractometry (U-SANS), a very wide Q
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range has been investigated in the reciprocal space (3x107
+ 0.2 A™). This allowed by Fourier transformation a study
of the structures developed over a very wide length scale,
between 10 pm to 1T nm. The copolymer and wax
conformation within the common aggregates has been
separately analysed by using the contrast matching. The
morphologics identified by a semiquantitative analysis of
the scattering patterns in terms of power laws and the
structural parameters evaluated by models have been
checked in real space by complementary techniques like
optical (OM) and transmission electron microscopy (TEM).

Fig.2 — TEM images of the aggregates formed in a decane sofution of 30K
PEB-7.5 and 4% C36 wax: top view of stacks of platelets,

Fig.3 — Optical micrographs from solutions of 6K PEB-7.5 and 4% C,
wax at -10°C (left, scale bar 30pm) and 30K PEB-7.5 and 4% Cjs wax at
25°C (left, scate bar 20pum).

Fig. I presents separately the polymer and wax scattering
patterns from a mixed solution of low My PEB-7.5
copolymer and 4% C,y wax in decanc at two temperatures
within the common aggregation regime. The Q™ power law
behaviour at intermediate @@ and the peak at around
Q*=0.025 A" revealed at 0°C by the scattering from both
components indicate a cocrystallization of polymer and
wax into thin, very large platelets forming a correlated
arrangement [2]. The lateral size of these platelets can be
evaluated from the analysis of the Guinier regine identified
at low @ by USANS under the wax contrast. By modelling
such a morphology in terms of the paracrystalline structure
factor applied to an ensemble of finite size 2-dimensional
objects [3] the structural and density parameters have been
obtained. Because the correlation peak was found at the
same ) value as for the polymer self-assembling scattering
patterns [1] one can conclude that the primordial 1-
dimensional polymer structure formed well before the
occurrence of the wax crystals influences significantly the
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common aggregation mechanism. At -10°C the scattering
patterns of both components are different to each other. The
polymer still stays within  2-dimensional correlated
structures as it is proved by the Q power law behaviour at
intermediate Q and the correlation peak. The Tow Q data
measured by FSANS reveal the scattering from a secondary
structure, that of the large, compact objects formed yet at
very high temperatures (around 40°C) [2]. The scattering
features interpreted in terms of the Beaucage unified model
[4] and compared with those of the polymer self-
assembling revealed that the addition of wax did not affect
the morphology of these polymer aggregates which
obviously have been formed and stabilized at much higher
temperature than the wax CP. The wax scattering pattern at
-10°C reveals that the wax surplus massively crystallizes
and grows from the thin platelets into large objects with
sharp interfaces (Q power law at higher Q). From an
inspection of the low Q data measured by FSANS (107+10¢"
*A™Y and USANS (below 10*A™"Y a cocxistence of two
structures showing different characteristic sizes can be
identified while, a 1-dimensional morphology can be
tentatively attributed to the larger structure (Q' power law
behaviour at very low Q). A direct visualization of the
motphologies revealed by the scaitering data has been
possible by TEM and OM. Fig.2 shows TEM images of the
aggregates formed by the high My PEB-7.5 copolymer and
Cis wax as they have been isolated at room temperature
from a decane solution, Stacks of platelets arranged onc in
top of another and resembling a top view of a shish-kebab
like morphology are observed. The edges of the very large
platelets are well visible while the central axis around they
have grown irregularly can be guessed. Fig.3 presents two
miicrographs taken by OM from solutions of 6K PEB-7.5
and 4% Cyy wax at -10°C and 30K PEB-7.5 and 4% Cyq
wax at 25°C. The images show the overall [-dimensional
morphology of the copolymer-wax aggregates formed
during the later crystallization stage of the wax surplus.

One can sum up that a hierarchy of morphologies formed
with decreasing temperature in solutions of random
copolymers and waxes was investigated by microscopy and
SANS techniques and the multilevel structure formed by a
multi-stage aggregation process has been resolved. First, a
polymer 1-dimensional morphology showing density
modulations is formed. Then, wax crystals are formed and
nucleated by the erystalline nuclei of the polymer rods. The
wax is growing laterally in large platelets also involving
further polymers still in solution. The primordial polymeric
structure serves to template the lateral platelets in a
correlated arrangement. Late aggregation stage leads to a
massive crystallization of the wax surplus and formation of
compact -dimensional structure,

[1] H.S.Ashbaugh et al., Macromolecules, 35, 7044 (2002)

[2] ARadulescu et al., J Polym.Sci. B, Pol.Phys., 42, 3113
(2004).

[31 D.Richter et al., Macromolecules, 30, 1053 (1997).

[4] G.Beaucage, D.W Schacler, J.Non-Crystalline Solids,
172-174, 797 (1994)
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Non-flexible coils in solution:
A neutron spin-echo investigation of alkyl substituted polynorbornens in
tetrahydrofuran

Michael Monkenbusch', Jiirgen Allgaier?, Jorg Stellbrink!, Lewis J. Fetters? and Andreas Greiner
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The dynamics of vinyl-type poly(5-n-hexyl/propyl norbornene) (PHNB, PPNB) in dilute solution
in tetrahydrofurane (THF) has been investigated by neutron spin-echo (NSE) spectroscopy. The
polymer molecules have large internal rotation barriers that hinder conformational changes and
thereby exhibit a dynamicatl stilfness that leads to a significantly retarded relaxation as compared
to flexible polyisoprene chains (PI). While the latter perfectly match the prediction of the Zimm
model, the polynorbornene spectra indicate a dynamical stiffness of the PH(P)NB chains, i.e. they

exhibit a *frozen” coil conformation.

The vinylic polymerization [1] of norborene
(bicyclo[2.2.1.Jhep-2-ene) and its substituted derivatives
vield polymers that display unusnal properties such as
good chemical resistance, dense packing in the amor-
phous state, large refractive indices, high glass transition
temperatures and low birefringence. PNB has been char-
acterized theoretically [2] on the molecular scale by a set
of rotational potentials having low energy states sepa-
rated by large energy barriers. Polymers of this type rep-
resent a new family of macromotecules where the chain
energy minima of the potential are distributed along the
backbone so that non-extended random frozen’ chain |3]
conformations emerge. This feature is related to large ac-
tivation energics to chain segment rotation with harriers
of 50-100 kJ/mol for the PNB family. Thus transitions
between conformations are expected to occur only within
time intervals that are large compared to those explored
by typical experimental methods probing the molecular
dynamics.

Dilute solutions of PHNB, fractionated PHNB (high
M fraction) and PPNDB in deuterated THF were inves-
tigated by neutron spin-eche (NSE) at the FRJ2-NSE
spectrometer at the DIDO reactor of the FZ-Jiilich. For
comparison also 1% PI solutions in d-THE were mea-
sured. The asymptotic high-Q power law S(Q) o« Q¥
could be extracted. Both linear PI solutions yield a vaule
of 1/v = 1.61 and the PHNB and PPNP polynorbornene
solutions give 1/» = 1.593 £ 0.03 and 1.641 & 0.03 re-
spectively, close to » = 0.6 as expected for a self-avoiding
random coil in a good solvent. To test the chain confor-
mation on a local scale the NSE spectrometer was first
used in diffraction mode with polarization analysis. A
comparison of NSE data from the Hexible linear refer-
ence Pl and the PHNB sample both dissolved in d-THF
at a concentration of 1% and 20°C is shown in Fig. 1.
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FIG. 1. Relaxation Sp(lCtltE{ "8 1% dTHIF-solution of
Pl [20kg/mol] (upper graph) compared to those from a
PHNB solution (lower graph) for Qo = 0.05A™!(circles) to
0.18A~*(triangles). The lines correspond to the Zimm model
prediction (see text).

it is obvious that PINB displays a significantly re-
tarded relaxation compared to that of PI, which virtu-
ally displays textbook [4] Zimm behavior (lines) as is
discussed below. Within statistical error margins no
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differences between the high A/ fraction and the non-
fractionated PHNB neither between PHNB and PPNB
is wisible in the relaxation behavior. The same is true
for the comparison of the 1% PHNB({fractionated) aid
0.5% PINDB({ractionated} solutions, corroborating that
all concentrations are well below the overlap concen-
tration ¢*. The effective diffusion constant extracted
from the NSE data as function of } is shown in Iig.
2. The D.g data show a slight step of about 30%
around @ = 0.12A7!. The extrapolated limiting walue
Dr(Q = 0) = 10---12 x 107 "em?/s is a factor of
2---3 larger than anticipated for centre-of-mass diffu-
sion from the unperturbed chain dimensions in accor-
dance with dynamical light scattering (DLS) that yielded
Dprs =2+ --3x1077em?/s. In contrast P1 exhibits a lin-
ear increase of 1/(7(Q)Q?) as predicted by the standard
Zimm model.
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FIG. 2. Eiffective diffusion coefficients for fractionated
PHNB (solid squares) and PPNB {solid circles) and for
PI[100kg/mol](open squares). The dashed lines are guides
to the eye only.

The lines in the upper part of Fig. I correspond to
the computation of S(@,1)/S((}) for PI with 20kg/mol
by explicit sununation of the Zimm model. In contrast
the data from PHNB and PPND solutions exhibit a sig-
nificantly retarded relaxation compared to the veference
solutions. The observed relaxation is still faster by a fac-
tor 2-3 than the expected centre-of-mass diffusion. If we
consider the polynorbornenes as rigid random coils be-
sides the centre-of-mass diffusion there should be an ad-
ditional contribution to the relaxation due to rotational
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diffusion. Within the Zimm model the rotational diffu-
sion is described by the first chain mode (p = 1). The cor-
responding scattering function can be computed by sum-
mation of the mode cntribution from the Zinun model [4]
but keeping only the first term of swummation over modes
(p). However, with the given coil dimensions it turns out
that a fow more modes up to a cut-off py,, are needed to
vield a very good representation of the PHNB and PPNB
data as is illustrated by the solid lines in the lower part of
Fig. 1 for the high M fraction of PHNB with pyax = 11
(R = 4504).

The maxinum mode number allows a straight forward
determnination of the size of the moving regions in the
norhornene coils. Chain- statistics yields R = N¥loyp if
N segments of effective length Ly are assumed. Mapped
onto the linear chain coordinate n the limiting mode pyay
leads to displacements X, (n) o cos(npmaxit/N), ie.
the typical extension in terms of segments is 1 = N/pmax
which leads to an cend-to-end distance of the coherently
moving subcoil 1, = n"leg le. 1. = Rep™”. Inserting
typical numbers (R, = 450A) x 11798 = 107A within
which the subcoils ave virtually rigid.

The results of the NSE experiments strongly support
the hypothesis that the polynorbornenes form nearly
frozen coils in solution. The power law type scattering
intensity S(Q,t = 0) o« @71/ *=0-6) indicates that dur-
ing or after synthesis the polymer is able to reach the
equilibrivim conformation of a flexible chain in a good
solvent.
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Structure of fetuin-A stabilized calciprotein particles determined by
neutron scattering - implications for calcification biology and material
science
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Fetuin-A is a potent inhibitor of basic caleium phosphate (BCP) formation in the extracellular fluid of
manumals. A lack of fetuin-A results in extensive calcifications in knockout mice and dialysis patients.
The structural principle of this inhibition is the formation of fetuin-A - BCP particles. We applicd small
angle neutron scattering for the investigation of those colloidal particles.

The 50kDa serum protein fetuin-Afuy-HS-glycoprotein
(BF) is a systemnic inhibitor of calcification in vivo. BF
deficient mice develop severe soft tissue calcifications
when backcrossed on the genetic DBA/Z background [1].
The first domain of BF exposes a highly acidic fFsheet to
the aqueous solvent. This unique array of negative charges
mediates the high affinity of this prolein to calcium
phosphates. The formation of colloidal calcium phosphate -
BF composite, the so called calciprotein particles {CPP),
represents the basic principle of calcium  phosphate
precipitation inhibition [2]. Small angle neutron scattering
(SANS) and tn particular the contrast variation technique
was applied for a detailed structural investigation of the
protein-mineral composites, A profound understanding of
this inhibition mechanism, namely the mineralization in the
presence of mineral binding proteins will help to
understand calcification diseases and is indispensable for
the development of a reliable assay to assess the risk of
cctopic  calcification  in patients on  dialysis. A
comprehensive  knowledge will  alse  facilitate  the
development of a suitable therapy to prevent and to
attenuate those uncontrolled sofl tissue mineralizations.

A sufficiently large scattering contrast Ap” (being
proportional to the scattered inlensily according to
dZ/dQQ) o= Ap®) between colloidal particles and solvent

is necessary for a successtul scattering experiment. The
symbol Agp=(p-ps) stands for the difference of the
coherent scattering length densities o of particles such as
minerals or proteins and the solvent ps In Fig.l the
relevant scattering length densities of the calcium
phosphates, the protein and the solvent are depicted versus
the D0 content of the agueous solvent. For the solvent and
the protein fetuin a linear increase from -0.561 to 6.39
(solid blue ling) and 1.46 to 3.41 (solid ved line) in units of
109 em? is derived, respectively; o of water was calculated
from tabulated numbers while p of the protein was
experimentally determined. Preoteins generally show a very
similar scattering length density; at about 40% D,0 content
the proteins are matched with water at the intersection of
the two straight lines. Under these conditions proteins
becomes invisible for neutrons as the scattering contrast
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becomes zero. The change of the protein’s p with DO is
ascribed by their ability to partially exchange H for D at the
outer surface, i.e. at the hydrophilic part of the protein [3].
p for calcium phosphate is caleulated from the chemical
sttucture and mass density given in the literafure, they
slightly change with D0 due Lo their hydrogen content.
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FIG.1. Coherent scattering length densities of water, the proteins
fetuin and albumin, hydroxylapatide, and octacalcium phosphate
with DO content.

In order to dctermine the structure of the mineral-feiuin
composite the partial structure factors, namely the self-
terms of the mineral (M), the protein (£), and water (JI)
Swuse Sere Sy, and the cross-term Sy have to be
determined scparately for each ¢ from the scatlered
intensity according to

S(O)=[Ap” 1" 1(Q) Y

The vectors Q)={d2/dXQ),}, S(Q)={S, ,(O)} and the
matrix [Apl]:[{p'_ ~ P }{Pj _p“_}] with i, j ={M, P}

and the number of contrasts k=[,2,..,n represent the
measured intensities, the partial structure factors, and the
scattering contrast, respectively. The dimension of matrix
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and vectors are determined by the number of chosen
contrasts n which for the present problem has to be at least
three. We solved S;; from an (n = 6) overdetermined set of
equations which improves the reliability of the extracted
partial scattering functions. The “waler” scattering Syu{()
represents the cohercnt superposition of Spp and Sy, on
basis of Babinet’s principle when incompressibility is a
good approximation. The scattering length density has to be
calculated from known sample parameters
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FIG. 2. Partial scattering functions. Top: The sclf terms allow an
individual characterization of mincral and protein. Bottom: The
mineral-fetuin cross term is positive, which means that the
proteins ar¢ attached at the outer surface of the mineral,

The samples were prepared by mixing 2.5mg/ml fetuin,
[0mM CaCly and 6mM 'Oy in agueous solutions of eight
different D;O/H,O compositions between zero and 100%
DO content. The analysis of mature / stable particles
required a sample incubation for about 12 lhours before
starting the SANS experiment. The strongest scattering is
found for the H,O and D;0 solutions while the scatlering
becomes smallest at small @ for the 70% D,0O solution
indicating near matching conditions for calciun phosphate
but shows a relatively strong scattering resulting from the
proteins at large (). The partial scattering functions were
derived from these scattering pattemns on the basis of Eq. 1
as plofted in Fig.2. This analysis was a quite intricate
procedure and e.g. revealed that the assumption of a
hydroxyapatite polymorph leads to inconsistent results and
that the octacalciwmm phosphate polymorph is present. A
further difficulty was the variation of the coherent
scattering length with DO content because of its large
water content as well as the low volume fractions of the
consfituents (Fig.1).

The self terms and cross terms of S;; are depicted in the
upper and lowey pat of Fig.2, respectively. The mincral-
water and protein-waler ¢ross terms Syw and Sywp are
negative while the Spy protein-mineral is positive, This last
term is very important for our interpretation [5]. Its positive
sigi gives a clear indication that mineral and fetuin proteins
arc locally separated. The cartoon of a medel in Fig. 3
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clarifies this result. The proteins are indicated as red dots
the mineral is depicted as a green circle. Only a fraction of
the proteins is atlached at the outer surface of the mineral.
For further determination of particles size and volume
fraction we analyzed the self terms Sy, Spp , and Sy of
the mineral, protein, and water in terms of a fonn factor
derived by Beaucage as indicaled by the solid fines [4].

FIG. 3. Model of fetuin-mineral composite as received from
contrast variation SANS cxperiments. The green sphere represents
the mincral while the red dots the protein.

From thesc fits we derived the following parameters for
the mineral, the attached fetuin and the free fctuin in
solution. The volume fraction for the mineral is consistently
determined very near 10™ while for the proteins values arc
7-107° for the attached protein and 1.2-107 for the fiee
proteins which is slightly less than the total input value of
1.9.107 (2.5mg/ml). This means that nearly 6% of the
proteins are attached at the mineral surface occupying 40%
volume fraction of the mineral-fetuin composite. The radius
of gyration of the mineral and free protein are 413A and
294, respectively.

The volume fraction of the attached proteins could be
cvaluated because mineral and the complex of attached
proteins at a single mineral particle must have the same
number density. Their volume divided by the monomer
volume tells us that on the average [830 proteins are
attached at a single mineral. The mineral surface S as
derived from Porod’s constant divided by this number gives
an average area of 36Ax36A per particle.

We conclude that fetuin-A forms a densely packed
monclayer at the outer surface resulting in a sealed surface.
Hence the transformation and growth of the mineral core is
drastically reduced as the ion diffusion is inhibited.
Previous experimenls cvidenced that these particles are
stable for at least 2 days.
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Star-Like Micelles with Star-Like Interactions:
A tunable Model System for Ultra-Soft Colloids

M. Laurati, J. Stellbrink, R. Lund, L. Willner and D. Richler
Institute Neutron Scattering

PEP-PEQ block copolymer micelles arve established as a tunable model system to investigate
phase behaviour and interactions of star polymers (ulira-soft colloids). A star-like architecture is
achieved by use of an extremely asymmetric block ratio (1:20}). Micellar functionality f can be
smoothly tuned by changing solvent composition (interfacial tension). Structure factors obtained
by SANS can be quantitatively described in terms of a microscopic, effective potential developed
for star polymers. 'The obtained experimental phase diagram reproduces to a high level of accuracy
the predicted liquid/bec-crystal transition for intermediate f. For high f the expected formation of

fee-crystal is preempted by gelation.
F&E-Nr: 23.30.0

Star polymers, i.e. f polymer chains tethered to a
central microscopic core, can be vegarded as wlire-soft
colloids bridging the propertics of lincar polymer chains
and hard sphere colloids. Unfortunately, the synthesis of
star polymers requires considerable preparative efforts.
Therefore it is of particular interest to substitute star
polymers by an easy to establish model system. Ideally,
this analogon should not only show the molecular archi-
tecture of star polymers, but also interact via the typical
effective potential introduced by Likos ct al. [1].

A few attempts to commect micellar systems to star poly-
mers have been done, like PS-PI, PEO-PBO or hydropho-
bically modified PEQ [2]. Similarities with star polymers
have been pointed out, but a systematic attempt to quan-
titatively interpret experimental data of star-like micelles
in terms of a microscopic, effective potential has never
been performed.

Tnn this Letter we show, that micelles formed by the am-
phiphilic block copolymer poly(ethylene-alt-propylene)-
poly(ethylene oxide), PEP-PEQ, are a tunable model sys-
Lewm in the star-fike regime that can be used to investigate
phase behavior and interactions of star polymers (ultra-
saft colloids). SANS measurements al core conirast al-
low a direct determination of the experimental structure
factor, 5(Q), providing the basis for a quantitative com-
parison with theory. We can describe 5{(Q)) starting from
the star potential with parameters directly given by cx-
perimental data. In addition, we can reproduce to a high
level of accuracy the liquid-solid transition predicted in
the theoretical phase diagram. This was done over a wide
range of f and spaaning the range from dilute to highly
concentrated micellar solutions.

The asymmetric PEP-PEO block copolymer under
study was synthesized by anionic polymerization [3].
The individual blocks have been selectively proto-
nated/denterated to achieve core contrast in our SANS
experiments, i.e. match the scattering length density of
the solvent o that of the PEO corona. This means that
only the compact PEP core, which is completely unaf-
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fected by concentration, is “visible” in the SANS exper-
iment. Single particle properties, i.e. functionality f,
core radius 7, and overall micellar radius R, have been
determined as described iu [3,4). Ilere we will focus on
the results obtained from concentrated solutions, where
particle interactions are dominant.

SANS data were analyzed starting from the star poten-
tial, with the corona diamcter o being the only adjustable
parameter.

ool 1 0.1
QA ]

FIG. 1. Experimental intensities I{Q) for f = 63 at differ-
ent ¢ in the fluid phase, ¢ < ¢": () ¢=0.017, { ) $=0.034,
(&) #=0.051, (o) ¢=0.067 and fits (solid lines). Tor clarity
I{Q) are divided by factors: (¢} I, (A) 1.5, ( ) 2, () 3. In-
sert: volume fraction dependence of o for f = 63, showing
the expected sealing behavior ¢ ~ ¢~ % for ¢ > ¢*.

We directly fitted (dZ/d){Q) = S(Q)P(RQ) includ-
ing the convolution to the experimental resolution func-
tion. We assumed a compact core model for the form
factor P(@), fixing the parameters on the basis of f and
R, values obtained from the characterization of the mi-
celles. The validity of this assumption can be rational-
ized from Fig. 1, where the minimun arising from the
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solid core appears at @ = 0.134~! independent of ¢.
The theoretical S{Q) was calculated by applying the self-
consistent Rogers-Young {RY) closure for the Ornstein-
Zernike equation [1]. The excellent quality of the fits is
shown in Fig. 1 for samples of different ¢ but same func-
tionality f = 63. According to scaling theory for ¢ > ¢*
the stars ave expected to shrink as o ¢/, and indeed,
the fit values for o(¢ > ¢*) show exactly this scaling be-
haviour as shown in the insert of Fig. 1. ¢ was then used
to transforin the given experimental number density N,
to the packing fraction n = N, w/6 0.
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FIG. 2. Experimental phase diagram (symbols} of star-like
micelles vs. theoretical phase diagram (lines) of star poly-
mers. (o) liquid, { ) bee crystal and (4) gels. Dashed line
represent. equilibrium phase diagram. The solid line is the
RY-ideal MCT glass line. Insert: 2-dimensional SANS detec-
tor picture of f = 63, $=0.16 evidencing Bragg reflections.

Caleulating n this way for all f, we could finally com-
pare experimental and theoretical phase diagrams, as
shown in Fig. 2. The transition from the liquid to
the crystalline state (hody centered cibic, bee) predicted
by theory in the range of functionalities 60 < f < 70
is porfectly reproduced in experiments for [ = 63 and
f = 67. Direct evidence for crystal formation comes from
the presence of Bragg peaks in the 2-dimensional SANS
pattern as shown in the insert of Fig. 2 for f = 63 and
¢ = 0.16. Moreover crossing ¢* (n = 0.21) the first peak
of S(Q) assumes a value bigger than 2.8, which is the
minimum value for {reezing transition according to the
Hansen-Verlet criterion [5]. The peak is further grow-
ing with increasing ¢. Additionally for ¢ > @* a third
small peak is forming, and the pesition ratio between the
three peaks is 112 V3, with an inlensity at the second
peak smaller than at the third (due to the smallest de-
generacy), nnambiguosly identifying the crystal as a bee
struciure.

With increasing n no cvidence for the predicted tran-
sition to a fec phase is found in our data for f = 63 and
[ = G67. However, we have to emphasize that for these f
the difference in free energy between the two crystatline
phases is only very small, 22 kT [1].
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With increasing f the experimentally observed liquid-
solid transition is in nearly perfect agreemoent with the
phase houndary predicted by theory, but instead of ob-
serving a crystalline fec phase we observe gel-like strue-
tures for all f > 73. Location of the experimental gel line
comes from a double evidence: First from tube inversion,
which means that we tested the non-flowing behavior of
the sample inverting sample holders in a bath at constant
temperature. In addition, preliminary rheology experi-
ments confirm a non-zero storage modulus. Second evi-
dence for a gel comes from discontinuity in the first peak
position and value observed in SANS measurements once
we crossed . Structure factor peaks for ¢ > ¢* are def-
initely smallter than 2.8, excluding formation of a crystal.
The early onset of gelation at a packing fraction smaller
than expected from theory, might explain also why we
never observed fee crystalline phases.

In conclusion, we have shown that star-like PEP-PEQO
micelles show the same interaclions as star polymers,
giving a significant experimental support to the picture
of star polymers as wlira-soff colloids. We have been
able to quantitatively describe micellar structure factors
S(6) starting from a microscopic effective potential pre-
dicted for star polymers. The softness of the interac-
tion potential between star-like micelles can be precisely
tuned by adjusting the interfacial tension v between IPEP
and the used solvent. In addition, we performed a de-
tailed investigation of the phase diagram as a function of
functionality f and concentration. In particular we ex-
perimentally determined the critical packing fraction for
liquid-bee crystal transition, finding excellent agreement
with theory. The simple synthesis of PEP-PEQ block
copolymers compared (o star polymers in combination
with the shown analogy in terms of effective interactions
make these micelles an excellent furable model system
for wltra-soft colloids.

This work was supported by the Deutsche Forschungsge-
meinschaft in the framework of the Transregio-SFB TR6.
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Logarithmic Chain Exchange Kinetics of Polymeric Micelles

R. Lund, L. Wiliner, and D. Richter
Institute for Neutron Scaltering

The equilibriwzn chain exchange kinetics in polymeric micelles has heen studied by time resolved
SANS on three structurally different model systems. The results show that the relaxation functions
are commonly described by an ultra slow logarithmic time decay which contradicts the single expo-
nential predicted from theory. The logarithmic dependence implies a bread distribution of expulsion
rales which most likely stems from a heterogeneous release of core chains caused by topelogical in-

Leractions between polynier segiments.

The equilibrium kinetics of polymeric micelles is not
well understood. This is predominantly due (o the fact
that the exchange of polymeric chains between micelles
cannot easily be accessed experimentally.  In particu-
lar fluorescence quenching and temperature jump exper-
iments have been used, but the drawback of these tech-
nigues is that a significant. perturbation of the system is
generally demanded and consequently, access to the true
equifibrium behavior is not given.

In our group we have developed a time-resolved SANS
technique that does not require strong physical or chem-
ical perturbations but is rather resiricted tc a sim-
ple hydrogen/denterium isotope substitution [1]. The
method is based upon mixing equal amounts ol deuter-
ated and protonated micelles preparved in an isolopic sol-
vent mixture wilh a scattering length density that ex-
actly matches the average of the two constituting block
copelymers. The cecrease of the scattered neutron inten-
sity due to chain exchange is then monitored in real time
by SANS.

Applying this technique a comprehensive study of the
exchange kinetics at equilibrinm has heen performed us-
ing three structurally different model systems, The first
system consists of a very asymmetric poly(ethylene-alt-
propylene)-poly{etinylene oxide) hlock copolymer (PEP1-
PEO20, munbers denote nominal molecular weight in
Kg/mol) in water/N,N-dimethylformamide (DMF) mix-
tures as selective solvent for PEO. The micelles formed
cxhibit highly extended starlike structures with strong
excluded volume effects. By variation of the DMI' con-
tent the interfacial tension hetween PED and solvent can
be cffectively tuned [2] and was found to be the key con-
Lrol paramcter for aggregation and exchange rate in this
system, Thus, by the adcition of 25 and 30 mol% DMF
the time resolved SANS technigue could be applied suc-
cess{uliy.

The second model system was prepared from a symnet-
ric polystyrenc-polybutadiene block copolymer (PS10-
PBI10) in n-alkanes {Chg — C\g) as selective solvent for
PBE. A detailed SANS analysis on a partially deuter-
ated block copolymer (h-I’S10-d-PB10} revealed com-
pact spherical micelles with weak excluded volume cof-
fects, strongly swollen cores and constant density profiles
for core and corona., The kinetics in the PS10-PB10/n-
alkane system can be tuned by varying the carbon chain
length of the solvent. While in decane and dodecane

152

the rate was (oo fast to e followed by time resolved
SANS, measurements could be performed in tetradecanc
and hexadecane.

The third model system that has been investigated con-
sists of the same PS10-PB10 block copolymer but DME
was used as selective solvent for PS. This combination
lead to micelles with inverse morphology, i.e. PB con-
stilutes the core and IPS the corona of Lhe micelles. The
striclire as obtained by SANS/conlrast variation experi-
ments is similar to the PS-PB/n-alkane micelles Lut with-
out solvent in the core. The exchange rate of this system
fits ideally to the applicd time resolved SANS technique.
A sketeh of the structure of the three micellar modcl
systems is presenled in Figure 1. The results of the ki-

IFIG. 1t Sketch of the three structurally different types of mi-
celles used for the kinetic study: PEP1-PEO20 in water/DMF
- starlike, PS10-PBIO in n-alkanes - compact with swollen
corve, PS10-PB10/DMF - compacl with inverse morphology
and [ully segregated cove.

nelic investigation show that the relaxation function for
all three systems is commonly characlerized by an ultra
slow logarithmic decay. 'T'his is demonstrated in Figure
2 where the data display a linear behavior in a lin-log
representation. The solid lines are fits with a logarithmic
time dependence according to:

[[(t}/ I —1]Y2 ~ Int, (1)

where I{f)/1 is the integral neutron intensity at time ¢
normalized to the intensity at infinite time, where a com-
pletely randomized mixture of d and h block copolymer
chains is obtained. This can be achieved by premixing
the labelled chains prior to the micelle preparation.

The data clearly differ from the single exponential pre-
dicted from theory as shown by the dotted line in Figure
2. According to the theory of Halperin and Alexander
(3] the kinetics is characterized by an insertion/expulsion
mechanisin of single unimers which have to diffuse over
a simple potential barvier. To explain the logarithmic
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IFIG. 2 Relaxation curves of three different micellar sys-

tems in a lin-log representation: PS10-PB10/DMIEF, PS10-

PB10/hexadecane and PEP1-PEQ20/water/DMFE from top

to botton. The dotted liue displays a fit of a single exponen-
tial.

time dependence of the relaxation function we are forced
to assume an extremely broad distribution of expulsion
rates. Since the corresponding block copolymers are vir-
tually monodisperse, the distribution is an inherent prop-
erty of the micelles. The origin of this broad distribu-
tion is not clear but at present the only explanation is
that it stems from a helerogencous release of chains from
the core. We may speculate that this slow release of
chains is caused by topological interactions bhetween the
polymer segments occupying the relatively small nicel-
lar core. It is noteworthy to mention that anomalous
slow relaxations which can be accurately described by a
logarithmic law have alrcady been found in a variety of
complex systems , e.g. in the relaxation in glassy sys-
tems, in the dynamics of colloids at the gel point, in fric-
tion experiments, etc.. Palmer et al. [4] have suggested
a class of models based on hierarchicaelly constraint dy-
namics to account for the anomalous slow relaxation in
strongly interacting glassy materials. They argued that
the path to equilibrium involves a scries of correlated ac-
tivation steps with increasing characteristic time, Drey
and Prados [5] have derived a general kind of hievarchical
model appropriate to describe the logarithmic relaxation
in many complex systems. They predicted that the slope
of the relaxation curves depends linearly on temperature.

Iigure 3 displays kinetic measurcments at different tem-
peratures in a lin<log representation and the correspond-
ing individual slopes of these curves versus T'. Although
the dependence is rather weak, within experimental error
a lincar behavior is obtained further justifying the exis-
tenee of some kind of hicrarchically constrained dynamics
in the relaxation kinetics of this system, Since the ultra
slow logarithimic relaxation was found independently for
three different micellar model systeins, this behavior can
be regarded as a general phenomenon for polymeric mi-

celles. However, Uhe microscopic origin has yvet to be
1.25 . T ey T
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The influence of constraint release on the reptation process:
NSE study and comparison to simulation

M. Zamponi, A, Wischnewski, M. Monkenbusch, L. Willner, and D. Richter
Institut fiir Festhdrperforschung, Forschungszentrum Jilich, D-52425 Jilich, Germany

A. Likhtman
IRC, University of lLeeds, Leeds LS2 9JT, Great Britain

G. Kali and B. Farago
Institut Lave-Langevin, Avenue des Martyrs, F-38042 Grenoble Cedex 9, France

By investigating the dynamics of binary polymer blends of few long labeled chains in successively
shorter matrix chains by neutron spin echo spectroscopy (NSE), the effect of constraint release on
the reptation process has been observed for the first time directly on a microscopic scale. Since
constraint release is a many chain problem, an analytical description in the framework of the sitnple
tube concept is not possible. Whereas a new simulation based on the slip-link model shows perfect
agreement with the NSE data over the full range of matrix molecular weights.

The dynamics of linear polymer chains in the melt de-
pends strongly on the chain length: For short, unentan-
gled chains {and for any length at short times) the dy-
namics is determined by a balance of viscous and entropic
forces which can be described by the Rouse model [1].
Here a given chain interacts with a heat hath, represent-
ing the neighbouring chains. For long chains topological
chain-chain interactions in terms of entanglements be-
come important and are even dominating the dynamical
behaviour. In the famous reptation model these con-
straints arve described by a virtual tube which localizes
a given chain and limits its motion to an 1-dimensional
Rouse motion inside the tube and a slow creep motion
out of the tube (reptation) [2].

Neutron spin echo (NSE) spectroscopy is a powerful tool
to explore the different dynamic regimes in polymer melts
on a microscopic scale. While NSE experiments support
the tube concept of topological confinement in long chain
polymer systems {3], a close comparison of linear theology
data with predictions of the tube model indicates the ex-
istence of additional degrees of freedom that release the
topological confinement [4]. Candidates are fluctuating
chain ends escaping the tube confinement starting from
both ends {contour length fluctuations, CLF) and the re-
laxation of the tube itself {constraint release, CR).

As was reported last year, the effect of CLF can be
directly shown by NSE spectroscopy on center labeled
chains, where the relaxing chain ends are masked out.
While CLF is an effect of the confined chain itself, CR
stems from the movement of the chains building the tube,
which of course undergo the same dynamical processes as
the confined chain. This leads to an additional relaxation
process, which becomes more pronounced the shorter the
madtrix chains are. One expects a gradual loss of confine-
ment with decreasing matrix length down to unconfined
Rouse motion when the matrix chains are too short to
build entanglements,

Up to now, due to the complexity ol this many chain
problem, there exists no quantitative description of this
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effect on a microscopic level in the framework of the tube
concept. Whereas a new simulation model based on the
slip-links model allows to simulate the dynamics of poly-
mer melts under consideration of CLF and CR [5].

The different dynamic processes are observed as the
relaxation of the coherent single chain dynamic structure
factor (g, t) which is directly obtained by neutron spin
ccho spectroscopy on a sample which contains only few
protonated chains in a deuteraled matrix. Lo separate
the effect of CR one has to consider a chain which is
long enough, so that end effects like CLF do not play a
role. Therefore 5% of labeted {protonated) polyethylene
(PE) chains with M, = 36kg/mol have been inixed
into suceessively shorter matrix chains with a molecular
weight ranging froin 36kg/mol to 1kg/mol. With this
low concentration of long chains it is ensured that the
tube is built by the short chains only, so that the CR
effect can be controlled by changing the matrix chain
length.

The dynamic structure factor of these binary blends has
been measured at the NSE spectrometer IN15, ILL, at
a temperature of 509 K, covering a momentum transfer
range of 0.3mum ' < q < 1.i5nm~L.

As expected, for the long chain in a matrix of the same
molecular weight a tube confinement as for infinite long
chalns is observed. This is signified by the transition of
the dynamic structure factor into a plateau regime. If
one presents the structure factor in a Rouse scaling plot
as shown in fig.1 the topological constraints lead to a
splitting for different g-values. Wilh decreasing matrix
length an increasing loss of confinement becomes visible
as the stronger decay of the dynamic structure factor,
pointing to the onset of constraint release. Kventually
for a matrix length of only one entanglement length
(about 2kg/mol) the long labeled chain displays free
Rouse motion since the matrix chains are too short to
cottfine the long chain into a tube. This is signified by
the collapse of the dynamic structure factor for different
¢ into onc master curve following the Rouse scaling
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(see fig.1). Hence, for the same long labeled chain
one observes pure reptational behaviour i long matrix
chains and pure free Rouse motion in short matrix chains.
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FIG. 1: Dynamic structure factor of a long labeled chain

(M = 30kg/mol) in different shorter matrix chains (M, =
36,12, 2kg/mol as indicated in the plot) in a Rouse scal-
ing representation: if there is no topological confinement all
curves for different g collapse onto one mastercurve. If topo-
Jogical confinement is evident, the dynamic structure factor
does not fulfill the Rouse g-scaling and splits for different ¢-
values. Lines are just a guide for the eyes.

FIG. 2: Schematic view of the simulation model: the chain
(bead and springs) is confined by slip-links (circles), which
are connected via springs to fixed anchor points (triangles),
but can slide with a friction along the chain.

This transition is well described in a new simulation
based on the slip-links model. There the tube constraints
are modeled by slip-links which move along a coarsc
grained chain and arve fixed by springs attached to an-
choiring points {fig.2). If a slip-link reaches the end of
a chain it disappecars which simulates the effect of CLF.
For describing CR an ensemble of chains is siinulated
and 2 slip-links on 2 different chains are connected, so
that if one slip-link disappears the corresponding second

slip-link is also removed. In this way both relaxation pro-
cesses are introduced without any additional parameter.
The unknown necessary parameters are number aud
strength of the slip-links and their friclion along the
chain. They are determined by simulating one homopoly-
mer melt and comparing the result to NSE data. With
the same parameter set it is possible to desecribe all the
experimental data sets for different molecular weights
and, more important, also the binary blends which dis-
play the effect of constraint release. As can be seen in
fig.3 a very good agreement of simulation and NSE data
for the different blends over the whole ¢-range is achieved.
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FIG. 3: Dynamic structure factor from a My = 36 kg/mol
PE-chain in successive shorter matrix chains (M, =
12,6, 2kg/mol as indicated in the plot) for 2 different scatter-
ing wavevectors: q=0.5nm~" and q=0.96 nm~!. Lines show
the simulation results.

Summary: The effect of constraint release on the
topological confinement of long polymer chains has been
systematically investigated by neutron spin echo spec-
troscopy. The dynamic structure factor of a long chain
in successive shorter matrix chains shows a clear transis-
tion from pure reptation dynamics in long matrix chains
to pure Rouse motion i short matrix chains. Therefore
the effect of constraint release has heen observed for the
first time direct on a molecular level in space and time.
The simulation model gives a consistent description of the
experimental data over the whole range of matrix molec-
ular weights. The casy selfconsistent implementation of
constraint release as & destruction of entanglements, built
of only 2 slip-links, gives a qualitative and quantitative
agrecinent with the measured dynamie structure factor,
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Electrolyte Friction in Dispersions of Charged Colloids and Micelles

M.G. McPhie! and G. Nigele'
'Forschungszentrum Jiilich GmbH, 1FIF - Weiche Materie, D-52428 Jiilich, Germany

We have developed a general mode coupling method which is capable of describing electroki-
netic phenomena in dispersions of charged colloidal spheres like globular proteins or micelles (i.e.
macrotons), ranging from colloidal electrolyte friction to electrophoresis and linear viscoelasticity.
Explicit applications of this methad have been worked out for colloidal clectrolyte friction with the
excluded volume effects of the small electrolyte ions included, and for single-sphere electrophoresis.
We show that finite size effects become relevant only for macroion-electrolyte ion size ratios typi-
cally less than five. Another important conclusion is (hat the experimentally observed minimwm in
the self-diffusion cocfficient of macroions is mainly due to the hydrodynamic interaclions between

macroion and electrolyte ions.

The dynamics of charge-stabilized colloidal particles of
globular shape {so-called macroions) dispersed in a soluticn
of weakly charged counter- and coions forming a neutralizing
and screening nmicroion atmosphere, has attracted consider-
able interest, both {rom the experimental and theoretical poini
of view. The reason for the strong interest m these systems
is that a large fraction of colloidal systems of biological and
technological relevance are, in fact, charge-stabilized disper-
sions with water as the solvent. A theoretical description of
the dynamics in these systems is demanding, since the trans-
port properties are determined by a delicate interplay of elec-
trostatic, steric and solvent-mediated hydrodynamic forces
which act among all ionic speeies [1].

Existing theoretical work on the dynamics of charge-
stabilized colloids is mostly based on an effective macrofluid
model of dressed macroions which interact by an effective
pair potential of spherical symmetry, the latter obtained from
integrating out the microionic degrees of ficedom [1]. A ma-
jor drawback of the dressed macroion model js that it does not
account for the kinetic influence of the microion atmosphere
which can not instantaneously respond to the motion of the
macroion. The retarded microion dynamics is of jmportance
for elcetrokinetic phenomena like electropheresis, An addi-
tional example is given by the electrolyte friction felt by a sin-
gle charged colleidal particle diffusing through an electrolyte
solution.

To understand these electrokinetic phenomena on a theo-
retical basis requires a more fundamental level of description
where macroions and microtons are treated on an equal foot-
ing as uniformly charged hard spheres imbedded in a struc-
tureless solvent of viscosity 7o, interacting by nen-screened
Coulombic forces. A sketch of this so-called Primitive Model
of charged hard spheres is shown in Fig. [. On the basis of
the Primitive Model and the generalized Smoluchowski dif-
fusion equation, we have developed a many-component mode
coupling scheme (MCS) for quantitying the electrolyte fric-
tion effect on the tracer diffusion of a macroion. This scheme
accounis for the hydrodynamic interactions (HI) between all
ionic species, and for excluded volume effects arising from
the small electrolyle ions [2]. We have applied this scheme
to dilute aqueous dispersions of polystyrene spheres, and to
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FIG. 1: Sketch of the Primitive Model of charged hard spheres.

nano-sized charged micelles. Its predictions for the long-time
tracer diffusion coefficient, Df of a macroion of radius a,
where

ph— kT
I B
Grnoay + Alr

compare well with cxperiment.

A comparison between theoretical and experimental re-
sults for aquecous dispersions of large polystyrene spheres
1s displayed in Fig. 2, and for charged smaller micclles in
Fig. 4. The effect of the scparate microion dynamics is can-
tained in the excess friction contribution A¢r. An impor-
tant conclusion obtained in [2] is that the minimum in the
macroion diffusion coefficient is mainly due to the hydrody-
namic interactions between a macroion and the surrounding
electrolyte ions. This minimum is essentially unaffected by
the HI between the ¢lectrolyte ions themselves, and cannot be
explained by the presence of direct electro-steric interactions
alone, as it has been attempted m earlier statistical mechan-
ical approaches where hydrodynamic interactions are totally
ignored. Without HI, there is a charge-independent contri-
bution to Alp. This additional friction contribution, in turn,
leads 10 a DX which is a monotonically decreasing function
of &, in contlict with experimental observation. The charge-
independent term arises from the excluded volume interac-
tion between the colloid sphere and the clectrolyte ions. With
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FIG. 2: Long-time macroion tracer diffusion coefficient versus
reduced screening parameter xar and NaCl concentration, for
polystyrene spheres in NaCl solution, Black solid curve: Mode
coupling scheme (MCS) resull for point-like microions (in Debye-
Hiickel limit); green curve: MCS result for size ratio A = 87, lilled
circles: dynamic light scattcring data from [3].

HI, the excluded volume contribution to Alr becomes very
small, since the electrolyte jons are advected by the hydrody-
namic flow fleld ereated by the moving colloidal sphere.

The results shown in Fig. 2 are for essentially point-like
electrelyle ions since the polystyrene spheres are very large
as compared to the wicroions (i.e. A = 87). From Fig. 2 we
note that the calculated diffusion coefficients are praclically
the same for A = 87 (green curve) and for truly point-like
clectrolyte ions where A = oo (black curve). In dispersions
of rather small macroions like charged globular proteins and
charged micelles, which are only a few nanometers in size,
the finite size of the microions can play a role. We have deter-
mined the influence of the electrolyte ion’s excluded volumes
using known analytical results in mean spherical approxima-
tion for the partial static pair correlation functions of differ-
ently sized charged spheres. Fig. 3 includes MCS results for

0.14
0.12
0.10

Flrar)

e

FIG. 3: MCS results for the electrical part of the reduced colloidal
friction cocfficient F'(kar) for various macroion-micyoion size ra-
tios A as indicated, From [2].
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the reduced eleclrostatic part, F(war), of the clectralyte fric-
tion coefficient A, with a macroion-electrolyte ion size ra-
tio A = ay /ay ranging from the colloidal limit A = oo down
fo the pure electrolyte limit A — 1. As seen, the finite size
of the electrolyle jons is important only for A < 5, and can
thus be ignored in systems with larger colloids. One can take
advantage of this simplifying result in future theoretical and
computer simulation studies ol colloidal electrokinetic phe-
nomena.
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FIG. 4: Long-time tracer diffusion coelficient of aqueous solutions
of globular micetles at the eritical micellar concentration. The open
symbols are experimental data for three different micellar systems.
The lines are the mode coupling results. For details see [2].

In Fig. 4, we compare our MCS predictions, calculated us-
ing the mean spherical pair distribution functions as static in-
put, against experimental results for the tracer diffusion co-
efficient of small and moderately charged micelles in ague-
ous solutions. The experimental data for these systems are
well described by our theory. The deviations observed in sys-
tem TTAB at large xar can be explained by a micellar shape
transformation occurring at large salinity.

In extensions of the piresent work on colloidal elec-
trolyte friction, we have additionally studied colloidal elec-
trophoresis and conductivity and, in a joint theoretical-
experimental paper, collective diffusion in dispersions of
nano-sized charged proteins [41.

[11 G. Niigele, Lecturc Notes 14 on The Physics of Colloidal Soft
Marter, Institute of Fundamental Technological Research (Pol-
ish Academy of Sciences Publication, Warsaw, 2004).

[2] M.G. McPhie and G. Nigele, J. Phys.: Condens. Matter 16,
4021 (2004,

[3] G.A Schumacher and T.G.M van de Ven, Faraday Discuss.
Chem. Soc. 83, 75 (1987).

(4] J. Gapinski, A. Wilk, A. Patkowski, W. Hiussler, A.J. Banchio,
R. Pecora and G. Nigele, submitted to The Journal of Chemical
Physics (2004).



IFF Scientific Report 2004/2005

Phase behaviour of charged colloidal sphere dispersions with added polymer chains

tRemco Tuinier, fAndrea Fortini, *Marjolein Dijkstra,
! Forschungszentrum Jilich, Institut fiir Festkorperforschung, 52425 Jilich,
Teilinstitut Theorie II; Teilinstitut Weiche Materie, Germany.
¥ Soft Condensed Matter, Debye Institute, Utrecht University,
Princetonplein 5, 3584 CC Utrecht, The Netherlands

We studied the stability of mixtures of highly screened repulsive charged spheres and non-
adsorbing polymer chains in a common solvent using free volume theory and in Monte Carlo com-
puter simulations. Both methods show very similar trends. We find that the screened-Coulomb
repulsion counteracts the effect of the effective polymer-mediated attraction, showing the miscibil-
ity of dispersions containing charged colloids and neutral non-adsorbing polymers inereases upon
increasing the range of the sereened-Coulomb repulsion, or upon lowering the salt concentration.

Adding non-adsorbing polymers to colloidal disper-
sions allows modifying the range and strength of attrac-
tion of the effective interactions between the colloidal
particles. Adjusting the range of the attraction enables
manipulating the topology of the phase diagram of a
colloid-polymer mixture {1, 2]. Both the nature of the
demixed phases as well as the colloid and polymer con-
centrations at which demixing takes place depend on the
range of attraction [2]. Industrially, it is relevant to
understand the phase behaviour of colloid-polymer mix-
tures hecause colloidal particles and polymer chains are
often jointly present in various products, such as food
dispersions [3]. Theoretically, the focus has been mainly
on hard spheres dispersed in polymer solutions. In prac-
tice, many stable dispersions containing spherical colloids
consist of particles that are not ’pseudo-hard’ but which
can be characterised by a pair potential containing an ad-
ditional soft repulsive tail, such as charged colloids in an
aqueous salt solution {4]. The effective pair interaction
between charged colloids consists of a hard-core repul-
sion due to the finite size of the colloids and a screened-
Coulomb (Yukawa) repulsion with the screening length
given by the Debye length x! of the solvent [d]. Ad-
justing the salt concentration may influence the stabil-
ity of a dispersion of charged colloids mixed with a neu-
tral depletion agent in a common agueous salt solution.
The trend found in experimental studies on mixtures of
charged 'colloids’ plus neutral polymers is that the misci-
bility is increased upon decreasing the salt concentration,
i.e., increasing the range of the screened-Coutomb repul-
sion 3, 5, 6]

In the light of these findings we studied mixtures of
colloids with a screened-Coulomb repulsion mixed with
neutral polymer chains theoretically and investigated the
effect of a screencd-Coulomb interaction on the total ef-
fective colloid-colloid interaction and on the resulting
gas-liquid and fuid-solid phase transitions in a charged
colloid dispersion with added non-adsorbing polymers.
From free volume theory [1] of colloids mixed with ideal
polymer chains of polymer-to-colloid size ratio q, it {ol-
lows that the the normalised thermodynamic potential

158

[ = BFv./V can be written as the sum of two terms:
J(Ne V) = fo N, V) — agg 1)

The first term in equation (1) is the normalised
Helmholtz free energy f(Ne, Vi ¢y, = 0) = Fe(N., V) of
a 'pure colloid’ Auid at a given colloid volume fraction
1, while the sccond can be interpreted as a perturbation
due to the presence of polymer chains with relative con-
centration ¢, evaluated in a hypothetical reservoir. The
free volume fraction available for the chains in the sys-
tem is given by ¢, which is caleulated from scaled particle
theory (see {1, 7]). The actual polymer concentration ¢,
follows from ¢, = ad),. A concentration ¢, = 1 defines
the overlap concentration. Since we assume that the col-
lection of charged spheres behave similarly as a collec-
tion of pure hard spheres plus a small perturbation, we
may use the Carnahan-Starling (CS) expression [8] for
the excess Helmholtx free energy to describe the thermo-
dynamic properties of the fluid of charged spheres:

12— 3

fﬂnid
e m(l — 5.)?’

= nelnge + (2)
where n, = ﬂagpc/ﬁ with p. the colloid number density
and o, the effective diameter. The hard sphere volume
fraction 1, in the classical C8 expression is replaced by
the offective volume fraction n,, defined as . = i,
where m follows fromn the Barker-Henderson relation [9]:

mt =1+ [ T = expl—BU(r/on)]) d(rjoe).
3)

The equation of state of the face-centred-cubic (fec) crys-
tal phase of pure hard spheres is described accurately by
the expression proposed hy Hall [10]. Likewise, the ex-
cess free encrgy for the foc orystal phase of the charged
spheres reads

f(l?l'jvslill = 5. (213 + 3In Tle s (4)
: 1= Ne/Nep

containing the volume fraction at close packing ., =
7v/2/6. These equations (2) and (4) describe the result-
ing osmotic pressure and fluid-fee solid coexistence very
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FIG. 1: Phase diagram of a mixture of charged spheres and
ideal polymer as obtained from free volume theory for g = 0.1.
The screened-Coulomb repulsion is characterised by a surface
potential at contact of 20 kT and various values of ro. as
indicated. I and S denote the stable fluid and solid fcc phase.
I" + 8 indicates the fluid-solid coexistence region.

accurately for highly screened spheres [7]. We can now
analyse the effect of the screened-Coulomb repulsion on
the phase hehaviour. The osmotic pressures and colloid
chemical potentials can be foumd by differentiation of the
Helmholtz free energy, The colloid volume fractions in
each of the coexisting phascs, 7, and 72, are obtained
by equating p. and II at fixed polymer reservoir con-
centration ¢},. The Helmholtz free energy density (4) is
used for the solid phase, while the CS equation (2) is
employed for the fluid, For a mixture of colloidal hard
spheres and ideal polymer the free volume theory predicts
a broadening of the fluid-solid fransition with increasing
¢y, for size ratios ¢ < 0.3, while the fluid-fluid transition is
metastable with respect to a hroad fluid-solid transition
(1, 11l

We now turn to the casc of charged colloidal spheres
and ideal polymer chains. In figure 1, we plot the phase
diagram using the free volume theory for a size ratio
g = 0.1 and (ko.)"t = 0.0, 0.005, 0.01, and 0.0125 in
the (ne,¢5) plane. For (kee)™' = 0 and ¢} = 0, we
recover the well-known pure hard sphere freezing tran-
sition at 7. = 0.494 and 0.545. In the case of charged
spheres, the [reezing transition at ¢ = 0 shifts to lower
colloid volume fractions n.. The broadening of the freez-
ing transition shifts to higher ¢ with increasing range
of the screencd-Coulomb repulsion (x¢,.)~1. This can be
explained as follows. Upon increasing the range of the
screened-Coulomb repulsion, . == mn,, and hence f., in-
creases. At the same time the free volume fraction o is
not aflected significantly ([7}) upon adding a screened-
Coulomb repulsion. So, in order to atiain a similar effect
on f (see Eq. (18)), a higher polymer concentration is
required to broaden the freezing transition. In order to
assess the performance of the free volumne theory, simu-
lation results (see [7]} are shown in figure 2. The main
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difference is due to the fact that the resunlts of both ap-
proaches deviate already for the mixture of hard sphere
colloids plus ideal polymenrs, i.c., (ko.) ! = 0) [11]. The
theoretical binodal is shifted with a factor of about 1.3 in
@, as compared to the simulations. This factor between
the theoretical predictions and the simulation Our results
obtained from free volume theory and Monte Carlo simu-
Iations show that the additional screened-Coulomb repul-
ston reduces the depletion effect. For mixtures of small
polymers plus relatively large charged spheres the fluid-
solid transition is shifted to significantly larger polymer
concentrations with increasing Debye scrcening length
£~ We thus recover the experimental findings.
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FIG. 2; Phase diagrams of a mixture of charged spheres and
ideal polymer as in fig.1 as obtained from Monte Carle simu-
lations.
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Protein crystallization using polymers: influence of chain flexibility

R. Tuinier

Institut fiir Weiche Materie

Adding non-adsorbing polymer chains promotes protein crystallisation. Here we report the influence on the
chain flexibility on the protein crystallisation efficiency. It is found that more flexible chains are more
efficient in achieving ‘good crystallisation’ conditions, which agrees with experimental findings.

F&E-N1: 23.102.08 (9-Punkit-Schrift)

Adding non-adsorbing polymers to protein solutions
enhances crystallisation, as reported already some decades
ago by Polson ef al. [1]. Obtaining good quality crystals is
needed for the determination of the protein structure using
X-ray diffraction. In order to understand why the polymers
help crystallization it is useful to investigate the conditions
under which protein crystallization is enhanced, Helpful in
that sense is the molecular dynamics computer simulation
study of Ten Wolde and Frenkel [2]. They studied the
crystallization of a collection of spherical particles
interacting through a generalized Lennard-Jones-like pair
inferaction. The phase diagram of their system is
qualitatively comparable to the phase diagram in Fig. |
(upper): a fluid(F)-solid(S) coexistence with a ‘hidden’
gas{(G)-liquid(L.} coexistence curve inside the unstable
region. From the simulation results it appeared that good
crystals only form when a quench into the metastable gas-
liquid region is made that lies near the metastable critical
point.

Why do polymers help crystailisation under some
conditions?  Scattering studies show that adding non-
adsorbing polymers to protein dispersions induces an effective
attraction betwveen the protein molecules that can be described
as a depletion interaction [3,4], which is supposed to be the
(additional) attraction between the proteins that enhances
crystallization.

In Figure 1 (upper) a typical phase diagram is sketched
for a Lemnard-Jones litke system that mimics the phase
behaviour of a protein solution. The quaniity & is the
inderaction energy between the spherical particles and ¢ their
volume fraction. In the lower part of Figure 1, the phase
diagram for a colloid-polymer mixture is plotted (¢ is the
volume fraction of colloidal spheres and ¢, is a normalized
polymer concentration), following the free volume theory in
ref. [5] for mixtures of hard spheres plus freely overlapping
spheres that mimic the polymers with a radius equal to the
polymer’s radius of gyration R,

This analogy indicates that by adding polymers one could
shift the phase diagram in the direct of optimum
crystallization conditions. For instance, if the metastable gas-
liguid coexistence would be located very far below the
solubility curve, adding polymers would then shift the gas-
fiquid region much closer to the solubility curve,
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Fig.1: Sketch of the phase diagram of a Lennard-Jones
Sliid close to optimum crystallization conditions (upper
plot) and the phase diagram of a polymer-colloid mixture
with ¢ =R/R= 0.25 where the inverse of a normalised
polymer concentration ¢, is plotted versus the colloid
volume fraction (lower plot). Note the analogy between the
dicigrams.
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It is remarkable that the rclatively flexible polymer
polyethylene glycol (PEG) is very efficient in bringing
about crystallisation in protein solutions of, for instance,
Iysozyme [6] and leghemoglobin [7], whereas adding other
polymers ofien only induces a liquid-liquid phase
separation (c.g. the polysaccharide hydoxyethyl cellulose
(HEC) mixed with Iysozyme [8]). The question arises
whether the segment to sphere size ratio plays a role in the
ease with which crystallization occurs as induced by non-
adsorbing polymer chains.

We have proposed a theory that describes the depletion
interaction and resulting phase behaviour as mediated by
freely jointed chains [9]. For both small and intermediate
polymer-to-colloid size ratios the (respectively) gas-solid and
gas-liquid coexistence curves shift to larger polymer coil
volume fractions as the relative segment size A, as compared
to the sphere radius R, increases. In Figure 2 we have plotted
the phase diagrams that correspond to the conditions for
optimal (protein) crystallisation for colloidal spheres mixed
with freely jointed chains with N=¢, N=20 and N=5
segments. Here ¢(*) is the polymer (overlap) concentration.
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Fig.2: Phase diagrams for optimal crystaflization conditions,
i.e. where the metastable gas-liguid critical point is located
(G-L binodals as dashed curves) near the (full) gas-solid
coexistence curve. The critical poinis ave again indicated as
the filled circles.

For freely jointed chains with N=20 or 35, the optimal
crystallization conditions are at larger q, and significantly
larger polymer concentration as compared to the N=c limit.
This finding may help to understand why relatively flexible
polymers are better in enhancing crystallization; for less
flexible chains (effectively less segments per chain) the
optimum crystallization condition takes place at higher
polymer concentrations. The finding that optimal
crystallization conditions take place at higher polymer
concentration for less flexible polymers may explain why a
very flexible polymer such as PEG is so efficient in
promoting  good  quality protein  crystals  and
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polysaccharides (reltively stiff polymer chains) are not.
Since polysaccharides and proteins are often jointly present
in biological systems, where crystallization is an unwanted
phenomenon, there may be a biological reason for the
reduced promotion of crystallization by polysaccharides.
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Synthesis of Poly(ethylene glycol)(PEG)-grafted colloidal silica
particles with improved stability in aqueous environments

Johan Buitenhuis' and Zhenkun Zhang!
! Forschungszentrum Jiich GmbH, IFF - Weiche Materie, D-52428 Jilich, Germany

Colloidal dispersions of silica particles with terminally covalently grafted poly(ethylene glycol)
(PEG, Mw=5000 g/mol} have been synthesized by a two-step synthesis method. Silica particles were
first pre-coated with a silane coupling agent, (3-aminopropyl) triethoxysilane(APS) to incorporate
active amine groups. Then the pre-coated particles were reacted with N-succinimidy! ester of mono-
methyl polyethylene glycol to form PEG grafted silica particles, Great effort was taken to decrease
the water solubility of the pre-coated layver by applying a more stable pre-coating layer around
the silica particles and binding the PEG to this layer. Characterization of the particles with light
scatiering shows that the colloidal dispersions can he prepared with a low degree of aggregation. The
pariicles form stable dispersions in aqueous solutions as well as several organic solvents. Maybe the
pre-coating applied in this study is also of interest to improve the water stability in some biomedical
or biological applications where specific molecules are linked to a silica surface by silane coupling

agents.

F&IE-Nr:23.102.08

Compositc colloidal particles consist of at least two
types of materials, often with one material on the outside
and one in the center of the particle. These composite
particles combine different material properties such as
specific (bio)chemical, optical, clectrical, magnetic and
mechanical properties, Furthermore, different stabiliza-
tion layers can also be used to direct the formation of
specific mesoscopic structures.

In the present paper we focus on a new synthesis pro-
cedure for colloidal dispersions of poly-(ethylene glycol)
(PEG) terminally grafted on silica particles with an im-
proved stability in water. The possibility to vary the
molecular weight and the grafting density of the PIEG
might make the dispersions of interest for fundamental
model studies on colloidal dispersions. Furthermore, the
particles as well as variations of the synthesis procedure
may be of some intercest for biological and biomedical ap-
plications becaunse of the decreased solubility in water of
the particle surface layer as compared to the published
synthesis work so far. Indeed, similar systems have heen
tested in applications such as drug delivery, biosensor,
diagnostics, and medical imaging[l -3].

Already for about 25 years ago, Bridger and Vin-
cent [4] reported on the synthesis of poly(ethylene oxide)
(PEQ) grafting on particulate silica surfaces. However,
after storing the samples for about one month in agueous
solutions some aggregation was observed and evidence
was found for free PEO in solution. They attributed
this phenomenon to three possible reasons: hydrolysis
of the link between the (CII3CH20)35i- moiety and the
PEO chain (urethane in their case), oxidative degrada-
tion of the PEO in aqueous solution, or slow dissolution
of the surface layer of silica (to which the PEO chaius are
bonded). Tt was suggested that the third one is the main
factor. The results in this work confirm this suggestion.
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Since then, many publications of PEG grafting on sil-
ica surfaces have appeared. However, non of them ad-
dress the stability of the coating in water, and further-
more most of thent deal with the coating of macroscopic
surfaces or the coating of dry silica. Here we deal with
the PEG coating of colloidal dispersions of silica particles
avoiding any dry states or other circumstances that lead
to irreversible aggregation between the colloidal parti-
cles. Especially, the dry state gencrally leads to strong
particle aggregation. As far as we know, four studies
[1, 2, 5, 6] avoiding the dry state have been published
since the work of Bridger and Vincent [4]. However, non
of these studies discusses the problem of the limited wa-
ter stability.

As shown in figure 1, our method can be described
by two steps: Amination and PHEGylation. In Am-
ination, the hydrolysis and condensation reaction of
the silane coupling agent (3-aminopropyl) triethoxysi-
lane (AT’S) is used to introduce amine groups to the
surface of the silica particles.  In PEGylation, N-
succinimidyl ester of mono-Methyl polyethylene glycol
carboxylic acids (nPEG-NHS) are used to graft PEG
to silica through amide bond formation by the reaction
between the amine group and the N-succinimidyl group.
A great effort has been devoted to form a pre-coating
layer with improved stability in water in the amination
step In figure 1. For this aim, bridged silane coupling
agents were introduced in the amination step. Brideed
silane coupling agents, when hydrolyzed, contain two
or more -S51{OH)3 groups. When modifying metal sur-
faces for corrosion protection and adhesion promotion,
a more stable film can be formed with a mixture of
APS and 1,2-bis-(triethoxysilyl)ethane (BTEOQSE) than
with pure APS [7]. Also bis[3-(trimethoxysilyD)propyl]
amine(BTMOSPA) emerged as an outstanding exam-
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FIG. 1: Synthesis of PEG gralted colloidal silica particles by
Amination and PEGylation.

ple in corrosion protection of metals in recent years[§).
Thesce results promoted the use of BTEOSE and BTMO-
SPA in this work.

Figure 2 shows TEM images of a PEG coated sample
and the corresponding pre-coated particle. The TEM
image of the PEG coated particles shows grey zones of
low density that are not shown on the iimage of the pre-
coated particles. The same difference before and after
PEG coating was also found by Joubert et al. [5], who
attributed the grey zoves to the PEG coating. Still, it
i3 difficult to prove it is indeed PEG, and it should be
noted that microscopy images can show misleading re-
suits, but the agreement between these results and our
result is a strong indication that we see the PEG coating
with TEM. [u addition, elemental analysis after PIEGy-
lation of the particles shows an increase in carbon con-
tent, which is a strong indication of a PEG-coating of the
particles. Furthermore, several dispersions are stable in
a 5% salt solutions, contrary to barve silica particles or
pre-coated particles, which in combination with the re-
sults form elemental analysis demonstrates the coating
with PEG.

After washing with water buffer three times, the sta-
bility of PEG-silica with an APS/TEOS pre-coating in
5% salt solution is lost and the carbon content of an
APS/TEOS pre-coated (no PEG coating yet) sample de-
creases from 2.5% to 0.93%, i.c. 63% of the carbon was
lost. If attributed all of the lost carbon to APS moi-
cties, G63% APS moieties in the pre-coated layer ave lost.
This estimate is quite comparahble to the vesults i liter-
ature [9] where 67% aminopropylsilane on silica gel were
found free in soluticn when dispersed in pure water for 4
hours. Here it shonld be noted that there are also unhy-
drolyzed ethoxy groups in the pre-coated layer and silica
corc. Hydrolysis of these unhydrolyzed cthoxy groups
during washing also conlributes to the above decreasc of
the carbon content. For instance, 1.65% carbon exists
in bare silica particles dried from an ethanol/ammonia
mixture as used in the synthesis of the particles, as com-
pared to a carbon content of 0.18% after washing with
water.

When BTMOSPA (or BTEOSE) was used instead of
TEQS, PEG grafted particles without significant ag-
gregation in 5% salt solution can be obtained.  Most
markedly, the loss rate of carbon content found for a
BTMOSPA/APS sample was only 8% (from 9.06% to
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FIG. 2: TEM image of pre-coated particles (left) and PEG-
coated particles {right).

8.32%) after washing with water bufler. Compared with
about G0% loss rate for the APS/TEOS pre-coated par-
ticles, the pre-coated layer is almost intact after washing.
Still the loss rate of carbon content of the corresponding
PEG coated particles is 20% (from 11.96% to 9.44%).
This higher loss vate than thal of 8% for the precoated
particles shows that also liere a part of the PEG is lost
during washing. Nevertheless, the particles arc more sta-
ble in agueous solutions than particles pre-coated with
APS/TEOS.

In conclusion, a new two-step method is described to
graft colloidal silica particles, avoiding any dry states or
other circumstances leading to strong aggregation of the
particles, using conunercially available succinimidyl ac-
tivated poly{ethylene glycols) {(PEG). The particles ob-
tained can be dispersed in water and several organic sol-
vents that are a good selvent for PEG. In addition, cur
results confirm the suggestion by Bridger and Vincent [4]
that the limited stability of PEG-grafted silica in water
is probably caused by the hydrolysis of Si-O-5i honds in
the surface layer where the PISG are linked to the par-
ticle. This limited water stability of our PEG-gralted
silica particles could be improved by using a mixed pre-
coating.
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Self-diffusion of rod-like viruses in the nematic phase.
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The isotropic to nematic phase transition of a dispersion of rods is driven by the gain in transla-
tional entropy at the cost of orientational entropy. When the system is in the isotropic phase close
to the nematic phase, rods are highly entangled which hinders the diffusion. Once the dispersion is
in the nematic phase the diffusion along the local director is expected to increase, while diffusion
perpendicular to the divector is more strongly hindered. I this paper we quantify this belavior
over a broad concentration range using video microscopy measurcments on labelled fd viruses in a

background phase of unlabelled fd viruses.

The pioncering work of Onsager [1] has revealed that
at a critical concentration dispersion of hard rods un-
dergo a first order phase transition from the isotropic
state to the nematic state, where the rods have a long
ranged orientational order. The driving force of this tran-
sition is the gain in translational entropy in the ordered
state at the cost of orientational entropy. Because the
ordered state is birefringent, this transition can be mon-
itored using polarization microscopy. The direct cause
of the transition, the gain in translational entropy, has
however never been studied experimentally. The ounly
data on the translational diffusion of rods in the nematic
phase were taken for a system of labelled boehmite rods
dispersed in a background nematic phase of unlabelled
relative polydisperse boehmite rods [2]. Also simulations
were performed on hard rod systems, with an aspect
ratio of up to 16 [31. In this paper we use video mi-
croscopy to monitor the translational diffusion of a mix-
ture of labelled and unlabelled fd virus. The advantage
of this system is that the rods ave very long and stiff
(L =880 wm, D =66 nm, P=3.0um ). The phase
behavior of this system can be predicted on the base of
Onsager theory when a moderate flexibility and surface
charge is taken into account [].

The fd virus was prepared according to standard bio-
logical protocols found in Ref. [5]. The virus was puri-
fied by repetitive centrifugation (108 000 g for 5 hours)
and finally re-dispersed in a 20 mM Dibasic phosphate
buffer pH 7.5, The Isotropic to Nematic phase separa-
tion for fd in this buffer takes place at a concentration of
15.5 mg/ml. A small portion of the virses was labelled
with Alexa-488 {Molecular Probes) with approximately
was approximately 300 moleeules per fd virus. The final
samples were prepared by adding one unit of auti-bleach
solution and one unit of a dilute dispersion of labelled
viruses to eight units of the concentrated fd virus dis-
poersiont of the desired concentration. The final ratio of
labelled over untabelled particles is 1:30000. The samples
were prepared by putting 4 pil between cover slip and ob-
ject glass resulting in a thin layer of around 10 gm, thus
reducing the background effect of the out-of-focus tracer
partictes. Images were taken using a NIKON-Eclypsc
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FIG. 1:

(a) Labelled rods on a background phase of unlabelled rads
in the nematic phase. (b) Example of a 2-D Gaussian fit of
one of the rods. The arrows indicate the long and short axis.
The circle indicates the center of mass.

microscope with a mercury lamp as a lght source and a
488 nm excitation 540 nm emission filter comhbination,
using a 63x water emersion objective. The microscope
was equipped with a Cool Snap Camera from Rooper
scientific. The camera had an exposure time of 60 ms
and was running at a rate of 16 frames per sccond with
a 2x 2 binning. The resulting pixel size was 129 nm and
the field of view was 60 ym. Typically there were around
hundred rods in the field of view. For each concentration
ten sequences of four hundred images were recorded.

In Fig. 1a we show a typical example of labelled
rods in a background nematic phase of unlabelled rods.
Although the size of the rods is only a factor two to
three more than the resolution of the microscope, still
the shape of the rods is clearly anisotropic. The coor-
dinates and orientation of the rods are obtained sequen-
tially. First a blurred image is used to identify the rods
and obtain the coordinates of its center of mass. Then,
a two dimensional gaussian fit of the area around each
center of the rod is performed, see Fig. 1h. From this fit
we obtain for each rod the orientation. This procedure is
repeated for the whole sequence of iirages. The coordi-
nates arve plotted in Fig. 2a for all particles and all frames
using a sample in the nematic phase ({fd] = 21 mg/ml).
The coordinates are plotted relative Lo the coordinates in
the first frame which is placed at the origin. The corre-
sponding angular distribution function is plotted in Fig.
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2b. Both the spacial and the angular distribution can
be used to obtain the orientation of the director in the
nematic phase: Fig., 2b is used to get the average angle
of the long axis of the rods as obtained fromn; the distri-
bution of the coordinates the director can be caleulated
from the eigenvectors of the momentum of inertia of the
coordinates. Differences in the orientation of the director
between the two independent methods are typically less
than 5 degrees. The director can be ”placed” along one
of the two main axis by rotating the lab-framne over this
angle. The diffusion coefficients of the rods paraliel (D))
and perpendicular {D)) to the director are then caleu-
lated from the x'- and y’-component of the mean square
displacement. Note that in order to obtain I3 one has to
multiply D, with a factor v/2 since one observes only one
component of the the diffusion perpendicular to the direc-
tor., Here we assume that the director is oriented in the
ficld of view. On average the mean square displacement
was linecar over fifty frames in the nematic phase, but only
over about twently five frames in the isotropic phase. This
is due to the fact that the diffusion perpendicular to the
director is slower in the nematic phase as compared to
the isotropic phase. Thercfore the particles stay longer
in focus in the nematic phase and can be tracked for a
longer time. Since the mean square displacement is lin-
ear over the first time window and displacements are up
to a few times the particle length, we believe that we
are nmonitoring the pure long-time diffusion. The mean
quare displacement was measured for the whole concen-
tration range from the isotropic phase up to the smectic
phase. The results are plotted in Fig. 3. Fig. 3a shows
the concentration dependence of the Dy and D). At the
I-N phage transition there is a strong discoutinuity in the
diffusivity. 2} becomnes a factor four faster, while D) be-
comes a factor one and a half slower than the diffusion in
the isotropic phase at the phase transition. The concen-
tration dependence of Dy and Dy is very different. For
D) we see a initial small increase in the diffusion, which
flattens and is followed by a broad region where the dif-
fusion rate decreases monotonically. D:, on the other
hand, shows a monotonic decrease of the diffusion rate
over the whole concentration region. This is in line with
the simulations by Léwen. This can be seen in Fig.3b we
compare our data with these simulations. To this end we
used the order parameter as measure for the concentra-
tion, since the fd virus is a semi-flexible rod while the
simnilations were done on rods with a small aspect ratio.
As can be seen from Fig, 3b, both the experiments and
simulations show an exponential increase of ratio of D)
over D as a function of the order parameter.

From our data and the simulations we draw the follow-
ing conclusions. There are two inverse effects competing
in determining the diffusion along the director: First,
the stronger alignment, as manifested by an increasing
nematic order parameter Py, favors lengthwise diffusion
since there are less vicinal rods to cross in moving along
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FIG. 2:

{a} Distribution of the center of mass with respect to the
initial position for all traced particles in the nematic phase
([Ffd] = 21 mg/ml). The ¥’ and x’ prime indicate the new
lab-frame after rotation over the angte found from main cigen
vector of the moment of inertia of the point cloud 31.2 ?). (b)
The orientational disiribution function for the same disper-
sion, giving an average angle of (30.2 7).
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(a) The concentration dependence of the translational difTu-
sion parallel and perpendicular to the director. The lines indi-
cate the diffusion and concentration at the isotropic-nematic
phase transition. (b) The ratic of Diover ) as a function
of the order parameter, using data of [6].

the director. Second, with increasing concentration there
is less free space available, which hinders diffusion in gen-
cral. It is a subtle interplay between these two effects
which results in the non-monotonic behavior, Close to
the isotropic-nematic transition, P rapidly changes with
density. Hence diffusion along the director is accelerated
with increasing density. For higher densities, howcever,
the alignment has practically saturated, and the pack-
ing constraints slow down any diffusion. In the case of
diffusion perpendicular to the director both effects cause
a stronger hindering and therefore a monotonic decay is
observed.
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The electrostatic potential of alternating polyelectrolyte multilayers as investigated by
TIRM

John E. Wong®, Regine von Klitzing!, Peter R. Lang,
P Technische Universitat Berlin
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Alternating layers of polycationic and polyanionic polymers were deposited on glass substrates us-
ing the dipping method introduced by Decher [1]. The interaction potential between polystyrene la-
tex probe spheres and alternating layers of poly (diallyldimethylammonium chloride} (PDADMAC)
and poly—(styrenesulfonate) PSS were measured by total internal reflection microscopy {FIRM) [2].
Our data imply a lateral inhomogeneity of the charge sign distribution when the number of poly-

electrolytle layers is larger than one,

In the mid nineties Decher has introduced a surpris-
ingly simple method to prepare alternating multilayers
of oppositely charged polyclectrolytes [1]. A negatively
charged substrate, e. g. a microscope slide, is immersed
into a solution of a polycation, which adsorbs onto the
substrate, The adsorption is strong cnough to lead to an
overcharging of the substraie, {. e. a net positive charge
of the newly created surface. If this system is rinsed
and immersed inlo a solution of a polyanion, the latter
adsorbs onto the positively charged surface again strong
cnough to canse a net sign change of the surface charge.
Therefore the procedure can he repeated to eventually
prepare stacks with up to several hundreds of individual
layers. The structwral properties of such multilayer sys-
tems have been investigated thoroughly during the last
years. It is nowadays commeon understanding that ad-
jacent layers are heavily interpenctraiing each other [3].
It is therefore still not completely understood, how the
charge inversion comes about, which is prereguisite for
the further adsorption of an additional layer of the oppo-
sitely charged polyelectrolyte. 'To tackle this question
we attempted to measure the interaction potential of
PDADMAC-PSS multilayers with charged polystyrene
probe spheres applying the relatively new technigue of
total internal ve ection microscopy (TIRM).

In a TIRM experiment a colloidal sphere |, with a grav-
itational length of less than about 100 nm is used as a
probe. If the sphere and a  at interface located beneath
it, arc cqually charged, the superposition of electrostatic
repulsion and gravitation will lead an e ective potential
acting on the sphere of the form

%2 = :R% [« Yeap{—r z} -1+ z] (1)

where the electrostatic contribution is written in the
Debey—Huckel approximation, with the screening length
# L. The gravitational contribution is represented by the
buoyancy corrected weight ¢ = gdnR® p/3, with the
sphere radius R, the density di erence hetween particle
and solvent  p and the acceleration constant g. z is the
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coordinate normal to the inferface and the relative dis-
tance =z iz de ned such that potential minimum ¢ =0
is located at 2 = 0. Although this minimum represents
an equilibrium state, the sphere will not remain station-
ary at this location, but sample elevations above and be-
low the equilibrium separation due to Brownian motion.
These separation uctuations can be monitored with the
evanescent wave of a laser beam, which is scattered hy
the probe sphere. The spatially integrated scattered in-
tensity is solely proportional to the smallest separation
of the sphere from the interface [4]. Therefore, measur-
ing the wuctuation of the scattered intensity corresponds
to monitoring separation uctuations. For a su ciently
high number of events, the histogram of these uctua-
tions converges to the probability density of separations
between sphere and interface, which is related to the in-
teraction potential by Boltzmann’s equation. A typical
example for the raw data in a TIRM experiments is dis-
played in Figure 1 together with the resulting probabilty
density, P(I). These data were taken from three dif-
ferent polystyrene latex spheres with amino -endgroups
and a radius of 3 um  oating above a single PDADMAC
layer on a glass substrate. The ionic strength of the
solvent was controlled by addition of hydrochloric acid
to pH = 4 to which corresponds to a screening length
of £ 1 = 30.4 nm. With this value eq. 1 results the
model potential displayed as full line in Figuve 2, if the
radius of the sphere and it's density di erence to wa-
ter  p = 50 kg/m® are applied. Without any further
adjustable parameter, this caiculated potential perfectly
matches the experimental potentials which have been de-
rived from the probability density curves in the bottom
part of Figure 1.

The situation changes drastically, if interfaces with
more than one polyelectrolyte layer are investigated. In
the initial stage of the experimments there are intensity

uctuations observable (sec Figure 3), but they look qual-
itatively di erent from the data plotted in Figure 1. Af-
ter about three to ve hours the uctuations atten at a
high average value, represented by the red trace in Fig-
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FIG. 1: Top part: TIRM data taken from three different
polystyrene latex spheres wilh amino-endgroups aud a radius
of 3 um floating above a single PDADMAC layer on a glass
substrate. The screening length was sel to &~ = 30.4 nm by
addition of hydrochloric acid. The black trace i the hottom
represenl hackground data measured without a probe in the
microscope’s  eld ol view. Bottom part: Probability density
curves of the scattered intensity calculated from the raw data
shown in the top part.
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FIG. 2: Interaction potentials derived from the data shown

in Figwe 1. The (ull line is a model potential calculated
according (0 cq. | without any adjustable paramcter.
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IFIG. 3: TIRM data taken from a polystyrene latex spheves
with sulfate endgroups and a radius of 5 pm fleating above
a PDADMAC-PSS double layer on a glass substrate (blue:
initial stage of Lthe experiment, red: after ve hours). The
screening length was set to x~' = 30.4 mm by addition of
TRIS buffer. The black line in the bottom are background
data measured without any probe in the microscope’s eld of
view.

ure 3. This appearance is typical for a particle stuck to
the interface. After this time it is nol any wore possibly
to nd a probe sphere in the entive sample which is un-
dergoing Brownian moticu. It appears that all spheres
are adsorbed to the interface, which leads us to the con-
clusion, that there are positively charded speckles, al-
though we expect a nct negative charge of the interface
according to the preparation. The hehavior we observed
for the PDADMAC -FSS doublelayer does not change if
the munber of polyelectrolyte layers further increascs. It
is therefecre very likely that polyelectrolyte multilayers
prepedred by the described dipping technigue in general
do not have a homogencous charge sign distribution, but
they rather exhibit a patchwork of negatively and posi-
tively charged speckles, no matter what the net charge
according to the preparation procedure is.
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Soret Coefficient of Poly(N-isopropylacrylamide) /Water in the
Vicinity of Coil-Globule Transition Temperature
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“Max Planck Institut fiir Polymerforschung, Ackermannwey 10, 1>-55128 Muainz, Germany

Thermal diffusion hehavior of poly(N-isopropylacrylamide)} (PNiPAM) in water was studied in
the temperature range between 20 °C and 38 °C by means of thermal diffusion forced Rayleigh
scattering (TDI'RS). The Soret coefficient and the thermal diffusion coefficient of PNiI?AM showed
a strong peak at the @-temperature (30.6°C) where PNiPAM single chain shows a coil to globule
transition by heating. Significant contributions due to interactions among segments and solvents as
well as changes in the chain dimension were revealed on the thermal diffusion behavior.

FEE-Nr:23.102.08

According to thermodynamics of polymer solutions,
polymers show conformational changes depending on the
solvent quality. A transition of single polymer chain in-
duced by the solvent quality change, known as a coil-
globule transition, has been extensively studied because
of their importance not only on polymer physics but also
application aspects for the collapse of a gel network, the
folding of a protein, and so on [1].

Poly{ N-isopropylacrylamide) (PNiPAM) chain in wa-
ter has a © temperature at 30.6 °C, where the second
virial coefficient is zero, and shows the coil-globule tran-
sition by heating. Indecd, there are many reports study-
ing PNiPAM solutions by scattering methods, [2, 3] flu-
orescence, (4] electronic paramagnetic resonance, (5] IR
spectroscopy, (6] and calorimetry [7, 8. However, ther-
mal diffusion phenomena have not been studied with tak-
ing into account the coil-globule transition in the vicinity
of the @ temperature. Thermal diffusion accounts for a
mass flux, Jy, in a mixture which is induced by a tem-
perature and a concentration gradient [9].

The sign of St indicates whether component 1 mi-
grates to the warm side or the cold side of the fluid.
If the systoin is dominated by short range interactions,
the thermal diffusion behavior can be attributed to sin-
gle particle and collective contributions [10]. There are
several detailed and systematic studies of thermal dif-
fusion phenomena of organic polymer systemns covering
scaling behavior, concentration effects, and preferential
solvation effects in mixed solvents [11, 12]. In contrast
to those organic systems, there arve only few studies for
aqueons polymer solutions.

Ohbservations of the thermal diffusion in the vicinity of
coil-globule transition of PNiPAM/water will illuminate
the importance of segment-segiment and segment-solvent
interactions. These key features can be varied exper-
imentally according to the consequence of coil-globule
transition of PNiPAM. This approach will lead to deeper
understanding of thermal diffusion behavior of aquteous
polymor systems as well as provide new insight to the
solution properties of PNiPAM in a thermodynamically
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non-equilibrium state.

PNiPAM was purified by a fractionation method. One
fraction was used in this study which had the weight-
averaged molecular weight Ay, = 3.0 x 10° g/mol with a
polydispersity My /M, of 1.20. Details of sainple prepa-
ration and characlerizations are described elsewhere [13].
Water was deionized hy a Milli-Q} system. In this study
1.0 g/L PNiPAM in water was prepared with a tiny
amount, of the dye, Basantol Yellow [14].

The TDFRS measurements were carried out in the
temperature range from 20°C to 38°C, where the tem-
perature of the sample cell was controlled by circulating
water from a thermostat with an uncertainty of 0.02 °C.
The wave number in the present séudy was g=4600 cm ',

Figure 1 shows the temperature dependence of Soret
coefficient Sv, diffusion coeflicient I, and thernal diffu-
sion coefficient Dt for 1.0 g/L PNiPAM in water. The
error bar is one standard deviation. The St remains
almost coustant below 25 °C and has a maximumm at
30.7 °C with a steep decrease and a plateau at higher
temperatures. The diffusion coeflicient turns upward at
30.7 °C with increasing temperature. These significant
points agreed well with the © temperature (30.6 °C) re-
ported elsewhere [[5]. The diffusion coefficient shown
by open circles were the results of dynamic light scatter-
ing (DLS). The sharp increase of D in the poor solvent
(above the © temperature) corresponds to the formation
of a compact conformation of polymer chains. The hy-
drodynarnic radius (/7,) changes from 39.4 nm (21.1 °C)
to 21.2 nm (37.8 °C), which is evaluated using Stokes-
Einstein equation. The magnitudes of the diffusion coef-
ficient at 20 °C is in good agreement with previous stud-
fes and shows similar temperature dependence through
the coil-globule transition (15, 16]. The thermal diffu-
sion coefficient has a shape similar to S, although the
D shows an apparent increase with increasing tempera-
ture in the good solvent side and the temperature of the
Inrgest Dy was 31.2 °C, Ewven though the tempeoratures
at maximumn St and D differ slightly, the temperature
dependence of Sy and D shows peaks at close to the ©
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FIG. 1: Temperalure dependencies of Soret coefficient St,
translational diffusion coeflicient £3, and thermal diffusion co-
efficient D of 1.0 g/L PNiPAM in water obtained by TDFRS
{closed circles). The diffusion coefficients shown by the open
circles were the results of dynamic light scattering. Lines are
drawn to guide eye.

temperature of PNiPAM in water,

The positive St of PN/PAM indicates that polymers
migrate to the cold side. The peak of St means that
the concentration gradient is enhanced approaching the
© temperature. The steep decrease of St above the @
temperature could be associated with the transition to
the globular state. The enhancement near the @ temper-
ature is considered with taking into account the solvent
quality as follows: The direction of thermodiftusive mo-
tion of PNPAM molecules in water is always towards
cold side, corresponding to the positive sign of St. The
polymer has a better solubilily in colder waler as can be
judged by temperature dependence of the second wirial
coefficient. The thermodiffusive motion has the same
direction with the betier solubility side of the polymer.
These facts indicate the magnitude of the concentration
gradient induced by the thermal diffusion should have
a tendency to be enlarged by the hetter solubility of
polymer in the cold side. This could be origin of the
enhancement of Soret coefficient and which tends to be
pronounced approaching to the © temperature.

In previous reports, we studied the ternary system of
poly{ethylene oxide) in the mixed solvent waterf ethanol
and found a sign change of St with changing the solvent
compositions [14, 17]. A calculation of lattice cham-
ber model for this system showed that hydrogen bond-
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ing plays a key role to deseribe the sign change behaw-
ior of the polymer [17, 18]. In a recent study of PNi-
PAM/ ethanol, we found thaet the St and Dt monotoni-
cally decreased with increasing temperature, with a sign
change at 34 °C, where ethanol is a good solvent. In this
work, we observe the formation of a compact conforma-
tion together with the rapid decrease of the Soref coeffi-
cient in the poor solvent, while the sign remains positive.
These results indicate the sign change behavior is relat-
ing to specific interactions belween chain segments and
solvent molecules.

In conclusion, the behaviors of St and Dt for PNi-
PAM/water are susceptible to short range associations,
such as, the segment-segment and segment-solvent in-
teractions and relating chain dimensions where the un-
perturbed chain showed the largest response against the
field of temperature gradient. In order to clarify the ef-
fect of solvent association in detail we need to study the
ternary system of PNGPAM /water/ ethanol, where the lo-
eal structures and o preferentiad solvation as well as a
co-nonsolvency effeet should be considered.
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Unusual thermal diffusion in agqueous polymer solutions
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Thermatl Diffusion Forced Rayleigh Scattering (TDFRS} resulis on thermal diffusion of
poly{ethylenc oxide) (PEQ) in ethanol/water mixtures are presented. In water-rich solvent mix-
tures, PEQ is found to migrate towards regions of lower temperature. This is typical for polymer
solutions and corresponds to a positive Soret coefficient of PEQ. In solvent mixtures with low water
content, however, the polymer is found to migrate towards higher temperatures, corresponding to
a negative Soret coeflicient of PEQ in ethaunol-rich solutions. To our knowledge, this is the first
observed sign change of the Soret coefficient of a polymer in solution. The experimental results are
compared with a simple lattice model for the polymer solvent system. The calculated values in the
model agree qualitatively with the experimental results.

F&LE-Nr:23.102.08

The prediction of transport properties in liquid mix-
tures, polymer solutions and colloidal dispersions are of
great technical importance [1]. Also many processes in
biological systems occur under non-equilibrium condi-
tions. While the behavior in equilibrium for many sys-
tems has been scrutinized, the understanding of pro-
cesses under non-equlibrium conditions is still quite lim-
ited. In the last decade those non-equilibrinmn effects
came into the focus of fundamental research in the field
of soft matter. For instance, colloidal model systems in
external fields are used to understand non-equilibrium
phenomena on a microscopic level [2].

One transport property that has attracted growing in-
terest in the last decade is thermodiffusion, also called
thermat diffusion, or the Ludwig-Soret effect {3, 4]. A
temperature gradient applied to a fluid mixture gener-
ally induces net mass flows which lead to the formation of
concentration gradients. This effect is known as thermal
diffusion or the Ludwig-Soret effect . In the stationary
state where the mass flows vanish the magnitude of the
effect is described by the Soret coefficients St ;

ST ; 1 Vci

- Ye 1
’ cio{t —ci) VT ()

where ¢; is the mass fraction of component i, ¢ is its
equilibrium value, and where 1 is the temperature. St ;
is positive if component ¢ moves to the low temperature
region. Since the mass fractions add up to unity, 3~ ¢; =
1, a K-component mixture has K — 1 independent Soret
coefficients.

Typically the Soret coefficient of the heavier compo-
nent of a binary liquid mixture is positive. This is not
always the case, however, and the Soret coefficients in
some low molecular weight liquid mixtures are known to
change sign [4]. A sign change of the Soret coefficient was
also observed in very recent thermophoresis experiments
on protein solutions [5].

In this work we investigate systematically the Sovet ef-
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fect of PEO in ethanol/water mixtures, We expect inter-
esting thermal diffusion properties for this system, since
the interactions between the polymoer and the two sol-
vents are very different. Hydrogen bonding makes water
an excellent solvent for PEQ at room temperature while
PEQO is insoluble in ethanol. Due to the biocompati-
bility of PEQO this system is also relevant for biological
applications (cf. [6]}.

Ezperiment. — We measured Soret coefficients with
a holographic grating technique called tlermal diffusion
forced Rayleigh scattering (TDFRS) with heterodyne de-
tection and active phase tracking {7]. The principle of
TDFRS is analogous to ordinary forced Rayleigh scatter-
ing: An intensity grating is created by the interference
of two laser beams. A trace amount of inert absorbiug
dye added to the sample converts the intensity grating
within microseconds into a temperature grating, which
is converted into a concentration grating within millisec-
onds by the effect of thermal diffusion. Both tempera-
ture and composition grating contribute to a refractive
index grating read out by Bragg diffraction of a third
laser beam.

The PEO in our experiments had a molecular weight
of M, = 2,65 x 10° gramel™! with a polydispersity
PD = 1.1. All samples were semidilute solutions con-
taining 5.0+£0.1 gr..=' PEQ. A trace amount of dye
(quinizarin, Sigma-Aldrich) was added to the samples
(optical density 1-2 am™1). As for PEQ in pure water
basantolyellow 215 (BASF) was used. Adsorption of the
dyes on PEQ does not occur as their absorption spee-
tram remains unchanged [8, 9.

Figure 1 shows typical normalized heterodyne signals
as a function of time obtained for three different solvent
compositions. Analysis of the amplitude and the decay
time of the fast mode leads to the same values for the
Soret coefficient of water as obtained from measurements
of binary ethanol/water mixtures [9]. Figure 2 shows the
Soret coefficient of PEQ in ethanol/water as a function
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FIG. I: Typical normalized heterodyne diffraction signal for
a solution of PEO in ethanol/water (15.02 % wt H,O (W}, 50
% wt (A), 100 % wt ( »)). The inset shows the two decays
for 50 % wt mixture ethanol/water versus logarithm of the
time,
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FIG. 2: Soret coefficient St of PEO in ethanol/water as a
function of water weight fraction. The solid line represents
values calculated from the two-chamber lattice model

of water weight fraction. We observe a sign change of St
of PEO in ethanol/water mixtures at a weight fraction
of 83 %. To our knowledge, this is the first observation
of a sign change of the Soret cocfficient of a polymer in
solution.

The comparison with the theoretical line in Fig. 2
shows that a single mixed interaction energy as it has
been used in the lattice model [9] is not sufficient to
describe the Soret effect over the whole concentration
range. In the concentration range between w = 0.6 and
w = 0.8large structural changes in the liquid [10] take
place. In an NMR study, it has been reported that
the strength of hydrogen bonds formed among water
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molecules in pure water (1w = 1) is enhanced by addition
of ethanol up to w = 0.82, whereas the hydrogen-bond
network is disrupted by further addition of ethanol and
disappears around w = 0.61.[11] Similarly, a diclectric
relaxation measurement on water /ethanol showed large
structural changes in the concentration range between
w = 0.82 and w = 0.64.[12]

Discussion., — Our experimental and theoretical inves-
tigation of PEQ in ethanol/water mixtures gives some
insight into conditions that lead to unusual thermodif-
fusion in polymer solutions. The experimental data pre-
sented and the calculations illustrate the role of solvent
quality, Positive Soret cocfficients are obsgerved for PEO
in pure water, which is an excellent solvent, while nega-
tive Soret coefficients are observed for low water content
of the solution, that is under poorer solvent conditions.
The sign change can be connected with the breakdown
of the hydrogen bond network.

For the PEQ fethanol/water system studied here, hy-
drogen bonding plays a most important role. The Soret
coeflicient of PEO changes sign at a solvent composition,
where large structural changes occur in binary mixtures
of ethanol and water [13}. We are currently investigating
this aspect in more detail.
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Anisotropy of Brownian Motion Close to a Wall

Peter Holmqvist, Peter R. Lang
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The diffusivity of particles suspended in a liquid is expected to slow down in the ultimate vicinity
of a hard wall. Further, the diffusivity component parallel to the wall is predicted to be larger than
the normal component. With our new instromentation for evanscent wave light scattering, it was for
the first time possible to proof experimentally that this predictions hold also for colloidal particles
which are subject to thermal, i, e. Brownian motion.

Close to a mmacroscopic interface, many physical prop-
erties of soft matter systems are different from the bulk
properties. For example, at the surface of long chain
alkane melts the crystallization temperature of is shifted
several degrees towards lower temperatures as compared
to the bulk value {1]. Related effects have been reported
for suspensionus off colloidal particles. For instance, solu-
tions of spherical blockcopolymer micelles exhibit surface
induced ordering at solute volume fractions at which the
bulk system is isotropic [2], or the isotropic to nematic
phase transition of solutions of cylindrical blockcopoly-
mer micelles is shifted to smaller volume fractions at sotid
interfaces [3].

While the influence of interfaces on the structure and
phase behavior has been investigated in a large number
of studies, there are only a few reports on the dynam-
ics of colloidal supensions close to interfaces. Hydrady-
namic caleulations [4, 5] suggest that diffusivity of spher-
ical bodies close to a wall should be smaller than in the
bulk and that the component normal to the wall, D, is
even smaller than the parallel component, Dy, i. e.

Dy = Do/ A (1)
D_i_ = DU/I\L.

Here Dy is the bulk diffusion coefficient while A and
Ay are series of inverse powers of the distance to the
wall, z. First experimental evidence for this prediction
to hold also for colloidal particles was given by Hosoda
and coworkers [6], using dynamic light scattering with
evanescent illumination (EWDLS) {7). In an EWDLS
experiment a laser beam is directed to the interface be-
tween a glass body aund the colloidal solution as sketched
in Fig.l. ¥ the beam is totally reflected, the electric
field still leaks into the solution due to continuity re-
guirements. This give rise to a so called evanescent wave
with an exponentially decaying field strength, which can
be used as the illuininating field for a dynamic light scat-
tering experiment. Then the scattering vector is given
by the wave vector difference between the scattered wave
and the evanescent wave, Q = kg — k.. In the studies
published so far it was not possible to vary the scattering
vector component parallel, Q, and normal, Q. ; to the
reflecting interface independently, and cosequently it was
not possible to distinguish between the parallel and the
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FIG. 1: Sketch of the scattering geometry in an EWDLS ex-
periment,

normal component of the particle diffusivity. We have de-
signed a new set up to overcome thig problem and were
therefore able to measure for the first time z—averaged
values for the diffusivity parallel (D) and perpendicular
(D} to the interface

In our set—up we apply a semi-spherical glass lens
as the bottom part of the sample cell, which is cov-
ered by a dome containing the colloidal solution (see
Fig.1). The midpoint of the glass/solution interface is
placed in the center of a tripple axis diffractometer, with
which we can vary the in—plane angle, 8, and the out
of plane angle, a., independently. The magnitudes of
the scattering vector components are given by ¢ =
2rnsin o, /Ao, Qy = 201 + cos? a, — 2eosay cos B/ Mg
and Q =
of the laser and n is the refractive index of the solution.
Consequently, we ean record intensity auto correlation
functions, gs(t), at various @, while keeping Q) fixed
and vice versa. This is important since we could show
that the short time behavior of the auto correlation func-
tion of the scattered field is given by

0:(t) = oxp { Tt + O()} 2

where the initial relaxation rate, T', is related Lo the dif-
fusivity components as

T = Dl ﬁ/;)R (lzexl){(zj\] R)/&} (3)

Ai

@+ Qﬁ. Here )\ is the vacuum wavelength
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lest squares fits of the intensity corrclation functions with
cq. 5. The crror bars represent the uncertainties from the
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with £ the penctration depth of the cvanescent wave. The
integrals on the right hand site of eq. 3 represent the ex-
perimental averaging in the direction perpendicular to
the interface. We therefore define the avelaucd ciffusivi-
ties as

oy - oy [ slEZEL

(D), = Dy / >R("‘Mllﬁ—m
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Thus T' depends lincarly on Qﬁ at constant ) and
the slope is the mean value of the diffusivity component
normal to the interface, < £ >, and vice versa.

In the following we describe EWDLS experiments on
a solution of charge stabilized silica particles with a ra-
dius R = 27 nm dispersed in a 1072 M NaCl solution.
T'he corresponding bulk diffusion cocfficient is Dy = 9050
nm? /ms and according to eqs. 1 and 3 < D == 8060
mn?/ms and < D > = 7290 nm? /ms. We have recorded
corrclation functions at variable Q4 and fixed Q) and
vice versa. To determine T, the initial part of the in-
tensity correlation functions was nonlinear least squares
Nitted with the following standard expression

2

gg(t):lJrQﬁI;—)e\p{ I‘l}+( I+1 exp {— Tt})
(5)

which relates the field auto correlation function g (t) to
the intonsity auto correlation function go(t) for Lhe gen-
eral casc of mixed homodyne/heterodyne detection. Here
Is is the intensity scattered from the sample of interest
and [, is the additional uncorrelated contribution from
additional sources,

The resulting I'-values arc plotted in Fig. 3 vs Qﬁ and
(Q% + 1/£%) respectively. The [ul lines in this plot were
calculated using < D > = 8060 111112/1115 and < D >, =
7290 nm?/ms, whicl arc predicted by eq. 1. The good
agreement of the experimental data shows unequivocally
that also colloidal particles as small as 30 nm in radius
are cxperiencing a wall drag eflect, which slows down
their mobility and makes the diffusivity anisotropic.
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Ab-initio calculations of interface effects in tunneling through MgO barricers on
Fe(100)

D. Wortmann,' J, Enkovaara,! H. Ishida,2 and S. Bliigel

!Institute “Theory I”
ZCollege of Humanities and Sciences, Nihon Universily, Sekura-josui, Tokyo 156, Japan

Electronic tunnelling through thin oxide barriers has heen extensively studied in the last couple of
vears. It is Lhe fundamental basis of devices employing the tunnel-magneto-resistance effect {TMR)
of spin-dependent transport. While some experiments showed a strong dependence on the metal-
insulator interface in theses systems, most theoretical work gave little emphasise ot the complicated
interplay between clectronic structure, atomic structure and the tunneling process. We investigated
the influence of these details on the tunneling process in a IFe/MgQ/Fe(001) interfaces using the
embedded Green function method and used this method to compare different formulations of single
eletron transport like the Landauer formula and Bardeens approach.

INTRODUCTION

Spin-polarised tunneling in a nanostructured tun-
neljunction is at the heart of the rapidly developing
{icld of spintronics. While setups containing semicon-
ducting materials have been proposed for such magnetic
tunneljunctions, most successful experituents have been
perfornted on insulating barriers between metallic con-
tacts. In contrast to the widely used Aluminumoxid bar-
riers which are amorphous, MgQO as a barrier material
offers the possibility to produce epitaxial systems with
well defined atomnic positions. Recent experiments on the
Fe(100)/MgQ/Fe tunneljunction have demonstrated high
TMR ratios for such epitaxial systems. The same sctup
has been used in several theoretical studies which focused
on the dependence of the T'MR value on the thickness of
the insulating MgO barrier and on the formation of a
FeQ interface-layer. We extend these studies by concen-
trating on the effects of the actual interface configuration
on the spin-polarised clectron transport[1].

Fe/MgO/Fe-TUNNELJUNCTION

We will present three slightly different atomic configu-
rations of the Fe/MgO interface. The basic structure of
this interface is shown in Fig. 1. The MgQO layers grow
45° rotated with respect to the Fe layers. A Fe-O bond
is formed at the interface with the O atom located on
top of the Fe positions, the Mg is located at the four-fokl
hollow site of the Fe(100) layer. The first setup we are go-
ing to investigate assumes an ideal, unrelaxed structure
in which the Fe-O distance equals the interlayer spacing
in MgO. For the sceond setup, we relaxed the structure
in a supercell calculation by force calenlations and total
cuergy minimisation allowing the atoms to move accord-
ing to their local symmetry. Fig. 1 also gives the inter-
layer distances and the interface buckling obtained in this
procedure. One should note, that the deviations from
the ideal unrelaxed structure are practicatty confined to
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FIG. 1: Atomic structure of the Fe(100)/MgO interface. The
relaxed interlayer distances and the buckling of the first MgO
layer are specified in atomic units (1 a.u.=0.529 A).

within the monolayers forming the actual interface. The
most pronounced effect can be seen in the corrugation
of the interface MgQ layer. The reduced coordination of
the small Mg ions results in a movement of these ions
towards the Fe layer. As a final, more drastic modifica-
tion of the interface we consider a purely hypothetical
structure in which the Mg and O atomic positions are
interchanged with respect to our first setup. This breaks
the Fe-O bonds at the interface and puts the O atoms
on-top of the hollow sites of the Fe(100) layers. In the
present paper we restrict the discussion to a single barrier
thickness of 3 monolayers (ML) of MgO and a ferromag-
netic alignment of the two Fe electrodes.

COMPUTATIONAL DETAILS

The computations have been performed within the
generalised gradient approximation to the density func-
tional theory using the full-potential augmented plane
wave (FLAPW) method as implemented in the FLEUR-
code([2]. The conductances were obtained within the em-
hedded Green function method using the Landauer {or-
mula as described in Refs. [3, 4]. The structural relax-
ation was carried out using a set of 90 k-points in the
irreducible wedge of the Brillouin-zone.
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FIG. 2: Ferromagnetic Fe/MgO(3M].)/Fe junction. a) Trans-
mission rate {in units of %2) Only electrons witl normal in-
cidence arve considered. The plot shows the values for the ma-
jority spin in the relaxed and the unrelaxed structure. The
transmission rate of minorily clectrons are invisible on this
scale. The TFermi cnergy ey is the arigin of the energy scale.
b} Zero-bias Landauer-conductance (in units of %) for Lhe re-
laxed tunneljunction as a function of EH' EH = 0 corresponds
to the centre of the square Brillouin-zone. Note the difference
in Lthe scaling between the plot exhibiting the majority and
minority states.

RESULTS

We will fivst focus on the transmission rate T (trans-
nmission probability summed over all incoming states) of
electrons impinging with normal incidence (E" = 0) on
the barrier. I*ig. 2a) shows the transmission rate for elec-
trons of the unrelaxed and the relaxed Fe/MpgO/Fe inter-
face. Only the majority spin clectrons have a significant
probability of transinission through the barrier. The cor-
respowding values for the minority spin are about two or-
ders of maguitude smaller. A single band of propagating
Bloch states in e is responsible for the finite transmis-
sion in the majority spin chamnel starting at —0.8 eV,
Even though the sccond setup is only slightly modified
by including the atomic relaxations, the small atomic dis-
placements modily the transmission cousiderably.

Accidentally, at the Fermi level ex both sctups show
nearly identical transmission rates T'(ep) and licnce the
zero-bias limit of the conductance I' given by the Lau-
dauer equation

- cz T
]—‘('I'H = 0) = FC[ (A“ = 0; C}?)

is about the same. So far, this discussion included only
states of normal incidence. Fig. 2b} shows the zero-bias
conductance for all & values. Only the data for the re-
laxed interface ave shown, the unrelaxed sctup shows a
very similar behaviour. The tolal integrated conductance
is clearly dominated by the majority spin by two ovders
of magnitude and the most significant contribution is due
to the peak around &y ~ 0.
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In the hypothctical setup, in which the Mg and O
atoins are interchanged a much more drastic effect can be
seen. Fig. 3a) depicts the transmission for E” = () for this
setup. At first glance the overall shape of the transmis-
sion curve looks similar to those in Fig. 2a). However, one
should note, that the values ave significantly lower. This
sharp decrease in the transmission probability is prob-
ably duc to the decrease in coupling as a consequence
of the breaking of the Fe-O bonds. However, as seen n
the zero-hias conductance for the complete Brillouin zone
(Fig. 2h)) at other E" values now a large contribution to
the minority-spin conductance can be found. Hence, the
spin-polarisation of the total conductance is strongly re-
cluced and even changes sign in this setup.
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FIG. 3: Ferromagnetic Te/NgO(3ML)/l%e junction in which
the Mg and O atoms have been interchaunged. For further
details, see caplion of Fig. 2.

SUMMARY

By investigating difterent atomic modifications of the
I'e/MgQO/Fe tunneljunctions we demonstrated that the
details of the interface have in general a large effect on
the conductance of the junction. This clearly demon-
strates that the popular interpretation of the tunueling
conductance in terins of pure bulk properties like the
spin-polarisation at the Fermi-level is insufficient for a
profound understanding and detailed calculations are re-
quired.

[1] D. Wortmann, G. Bihlmayer and S. Bliigel 2004 J. Phys.
Cond. Mat. 16 S5819.

[2] https:/  www fapw.de

[3] D. Wortmann, IL Ishida and S. Bliigel 2002 Phys. Rev. B
G5 165103.

[4] D. Wortmann, H. Ishida and S. Bligel 2002 Phys. Rev. B
66 075113.
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Half-metallic ferromagnets for magnetic tunnel junctions

Phivos Mavropounlos, Marjana Lezaié¢, and Stefan Bligel
Institut fiir Festhérperforschung, Forschungszentrum Jiilich, D-52425 Jilich, Germany

Using theoretical arguments, we show that, in order to exploil half-metallic ferromagnets in
tunueling magnetoresistance {TMR) junctions, it is crucial to eliminate interface states at the Fermi
level within the half-metallic gap; contrary to this, no such problem arises in giant magnetoresistance
elements. Moreover, based on an a priori understanding of the electronic structure, we propose an
antiferromagnetically coupled TMR element, in which interface states are eliminated, as a paradigm
of materials design from first principles. Our conclusions are supported by ab-initio calculations.

Half-metallic ferromagnets (HMFs) are ferromagnetic
materials showing, in the ideal case, 100% spin polar-
ization at the Fermi level Ep. due to a metallic density
of states in one spin direction {usually majority spin)
combined with a band gap in the other spin dircction.
They have drawn strong attention because of their po-
tential applications in spintronics. In principle, HMFs
under moderate voltage can carry current in only one
spin direction and are thus ideal componenis for Gi-
ant Magnetoresistant (GMR) and Tunneling Magnetore-
sistant (TMR) devices. For instance, Bowen et al. [1]
obtained in a Lag3Sr; ;aMnO3z/8rTi03/Lag 3Sr; ;3MnOs
junetion an extreme TMR ratio higher than 1800%, at-
tributed to the halfmetallicity of LagaSry3MnQOz. In
a recent work [2] we pursued a better theoretical under-
standing of such effects.

In TMR junctions a difficulty arises in the presence
of interface states around Ep in the half-metallic gap
at the metal-insulator contact. Consider, for instance,
the TMR junction in Fig. 1 (A and B), where the bands
are shown schematically. Panel A shows the band align-
ment for both spin directions for a parallel (P) align-
ment of the magnetzation of the half-metallic leads, while
panel B shows the same for an antiparallel (AP) align-
ment. At the interfaces, possible localized interface
states are shown for minority-spin. If interface states
are present, they contribute to the tunneling cwrrent 7.
The current is controlled by two sequential processes: {i)
by the tumneling itself, characterized by a rate 1/munm,
and (ii) by ve-filling the interface states after an electron
has tunneled out of them, with a characterisiic rate of
1/7an (or by emptying these states after an electron has
tunneled into them, with a rate of 1/7empty). Since these
processes take place sequentially, the characteristic times
Tiunn ANd Thll(empty) TSt be additive. Then, in the AP
alignment the current jap has a non-zero value, and ex-
pression for jap has the form (see also Fig, 18)

Jap ~ 1/(Tﬁ“ + Ttiuinn) + 1/{,111“?"“ + TC'"Pt}’}‘ (1)

The first term refers to filling a spin-down interface state
at the left lead in Fig. 1B (up) and tunneling to the right
tead, while the second term refers to tunneling from the
spin-up continuum of the left lead in Fig. 1B (down) into
the interface state of the right lead, and then emptying
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. TMR junction
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PIG. 1 Schematic band profile in TMR (A and B) and GMR
(C and D) junctions using half-metallic leads. In the mid-
dle of the gaps, Fr is shown as a dashed line. Filied bands
are shown as dark shaded regions, empty bands are lightly
shaded; unshaded regions correspond to the band gaps. In A
and G, the parallel magnetic alignment of the ieads is shown
for both spin directions; in B and D the antiparaliei one. In
the TMR case interface states appear within the half-metallic
gap. Then T determines the current, and the half-metallic
property is irrelevant. In GMR (C and D) no such prob-
lem appears, since there is metallic conduction in the parallel
magnetic alignment.

it. We distinguish among four different tunneling times,
for the four different cases of tunneling between majority
and minority states as shown in Fig. 1 A and B, We we
name these Ttrjm[, Ttllf]m, 'rtﬂfnn, and Tti_‘l]m. The slowest
of the two processes (i) and (ii) determines the current.
If, in comparison to the slow tunneling rate, the states




{IFF Scientific Report 2004/2005

are immediately refilled (or emptied) after a tunneling
evert, then Tnempty) € Town and jap is determined
by the tuuneling rate alone, irrespectively of the half-
metallic band gap. Similar considerations hold for the
minority-spin current in the P case.

The characteristic times 75y and Tompey are determined
by inelastic processes contributing with a rate 1/minel,
and, more importantly, by the spin-orbit coupling [3]
with a rate of 1/7pin_pip- This acts in parallel with the
inelastic processes, and thus

1/'-'—ﬁl{(empty) = 1/Tinel + I/Tspiufﬂip (2)

Additional factors can come into this equation in the
presence of defects or mmpurities. Although the rate
L/ Tan(empty) is low, that tunneling can be a much slower
Process (Tyenn 18 long, growing exponentially with insula-
tor thickness and barrier height). Therefore, for thick or
high insulating bartiers the interface states are immedi-
ately re-filled {or re-emptied) after each tunueling cvent,
and they act as a reservoir of electrons. In this case,
Eqs. (1) and (2} lead to

jI\P ~ l/Ttlu]nn + I/TtTulnn: jP ~ l/TtT\ill\ + l/Ttiulnn (3)

This means, that the current depends only on the tun-
neling rates for the two spin directions and not at all
on the half-metallic property of the lead. Thus some
TMR. ratio can appear, bat no extraordinary effect can
be guaranteed by the half-metallic property, uniess one
can eliminate the interface states.

In GMR. junctions, on the other hand, the interface
states play ho significant role, as demonstrated in Fig. 1 C
and D. In the P case the conduction is metallie, while in
the AP case it is confined at most to the value of the spin
polarization at B in the bulk of the half-metallic leads.

The most studied halt-metallic ferromagnets are proba-
bly Heusler alloys. Unfortunately, calculations of Heusler
alloy / semiconductor interfaces are conclusive on the ap-
pearance of interface states at Ep in almost all cases.
On the other hand, the class of half-metallic zine-blende
puictides and chalcogenides shows no interface states at
I3 when brought in contact with zinc-blende (#b} semi-
conductors [4]. Therefore, we consider this class of com-
pounds well suited for TMR junctions.

The zinc-blende structure, along the (001} divection,
can be viewed as an epitaxial structure of chemically al-
ternating atomic layers. For example, CrTe has the form
< OrTeCrTe---. We introduce semiconducting CdTe
layers which decoupte two CrTe leads. The structure
will have the form - - - CrTeCrTeCdTeCrTeCrTe- - - . This
structure is still ferromagnetic and half-metallic with
no interface states at B, But now we introduce one
layer of Mn at the CrTe/CdTe interface to cause an AP
coupling of the leads. The layer-hy-layer structure will
be - - - CrTeCrTd Mn [TeCdTe[ Mn [TeCrTeCr - - - The AP

coupling is expected because of the Mn-Mn interaction,
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by the same mechanism which brings MnTe to an antifer-
romagnetic state. The idea of this interface engincering
is to introduce an element with higher number of valence
electrons at the interface (here Mn in the place of Cr),
go thal the double exchange mechanism is not any more
present, because the bands are filled.

TeMinTe Cr Te Cr TeMn'Te Cd TeMnTe Cr Te Cr TeMoTe Cd

L Crfl‘e}l\din’:i‘e-jc‘d’l“'e
} Antiparallel
3 O
5t % d
o3
2 -1- | E
i T
H _
3 IL R Pai'alliei L
[ i
0 -

TeMnTe Cr Te Cr TeMnTe Cd TeMoTe Cr Te Cr TeMﬁ'l‘e Cd

Layer

FIG. 2: Layer-resolved density of states at Er for the junction
in the ground state (top) (AP aligninent) and also in the P
alignment (bottom).

We verified these predictions by density-functional cal-
culations, using used the full-potential linearized aug-
mented plane-wave method as implemented in the FLIUR
code. T the ground state, the leads are AP coupled. In
addition, the Mn atoms are antiferromagnetically cou-
pled to the Cr atoms. Each lead is by itself half-metallic,
so that the whole system is non-conducting (sce Fig. 2).
Spin-down electrons are blocked in the first half of the
junction, whereas spin-up electrous are blocked in the
second part. The P state is half-metallic throughout the
qunction and conducting by tunneling of spin-up elec-
trons, as can be seen in Fig. 2 (bottom). The switching
cnergy from the AP to the P state can be tuned by in-
troducing more CdTe layers. To show this, we compare
the case without a CdTe layer, where AE = 124 meV, to
the case of Mn-CdTe-Mn (AE = 15 meV}, and then to
the case of Mn-CdTeCdTe-Mn (AE = 3.6 meV). Fach
additional CdTe layer lowers the encrgy difference by an
order of magnitude. One or two more Cd'Te layers should
decouple the layers sufficiently.

(1] M. Bowen el el., Appl. Phys. Lett. 82, 233 (2003).

[2] Ph. Mavropoulos, M. Lezai¢, and 8. Bliigel, Phys. Rev. B
71 (2005).

i3] Ph. Mavropoulos et al., Phys. Rev. B 69, 054424 (2004);

[4} Ph. Mavropoulos, I. Galanakis, and P. H. Dederichs, J.
Phys.: Condens. Matter 16, 4261 (2004);
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Rashba Effect in InGaAs/InP Parallel Quantum Wires

V. A. Guzenke!, A. Bringe1‘2,

J. Knobbe', I1. Hardtdegen', T. Schipers!

CNI — Center of Nanoelectronic Systems for Inforniation Technology ( 1SG, ’1FE)

We report on the Rashba effect in InGaAs/Inl quantum wires with an effective width ranging from 1.18 pn
down to 210 nm. By measuring 160 wires in parallcl universal conductance fluctuations could be suppressed
50 that the characteristic beating effect in the magnetorestistance was observable down to very low magnetic
ficlds. A characteristic shift of the nodes in the beating pattern was found for decreasing wirc width. By as-
suming a realistic soft-wall potential, the experimentally observed node positions could be reproduced.

The concept of many recently proposed spin electronic de-
vices relics on one-dimensional semicenductor structures in
conjunction with the Rashba effect. Here, the basic idea is the
control of the spin orientation by utilizing the Rashba spin-
orbit coupling [1]. In these structures the inversion asymnie-
try imposed by an asynumetric macroscopic potential profile
of a semiconductor quantum well results in lifting of the
spin-degencracy. The Rashba spin-orbit coupling leads to
a spin precession for propagating electrons, By means of a
gate electrode on top of the quantum well the shape of the
potential profile and thus the degree of spin-precession can
be controlled [2, 3]. This mechanism opens up the possibil-
ity to design clectronic devices, where the switching process
is realized by changing the spin orientation in the semicon-
ductor. Indeed, this scheine is the basis for the wetl-known
spin-transistor proposed by by Datta and Das [4]. It was
already pointed out in their proposal that the performance
of the device can be considerably improved if a one-dimen-
sional semiconductor channel a “quantum wire” between
the ferromagnetic drain and source contacts is used.

We report here on a concise expertmental and theoretical
mvestigation of the Rashba effect in InGaAs/InP quantum
wires. Inn contrast to previous experiments, a large number
of wires have been measured in parallel. This allowed us to
suppress universal conductance fluctuations, which are usu-
ally superimposed on the Shubnikev-de-Haas (SdH) oscil-
lations. Consequently, the beating pattern in the magnetore-
sistance which indicates the presence of the Rashba effect
could be resolved down to very low magnetic fields. [n order
to explain the measured results, detailed simulations of the
gnergy spectrum were performed taking a realistic potential
profile inlo account,

As can be seen in Figure |, a pronounced beating pat-
tern is observed in the magnetoresistance £, for all scts
of quantum wires, except for the sct of very narrow wires
(340 nm). For the following analysis of the transport proper-
ties the relevant width of the wires is the effective electrical
width I¥,. Information on this parameter can be obtained
from the position B,,,, of the broad resistance maximum ob-
served at low magnetic ficlds (Figure 1) The peak at B,
originates from diffusive boundary scattering. Owing to
carrier depletion at the boundary of the quantum wires, the
effective width is smaller than the geometrical width.

A closer look on the beating pattern for the different sets
of wires (Figure 1) reveals that the position of the first ar-
der node does not change with decreasing wire width. In
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Figure 1: Shubnikov-de-Haas-oscillations of quantumn wircs of
different effective widths (log-scale) at 0.6 K. The first order node
of the beating pattern is indicated by an arrow.

contrast, the second-order nede initially located at 0.3 T for
the Hall bar structure shifts to higher magnetic fields for
narrower wires, The Shubnikov-de-Haas-oscttlations of the
narrowest wires (JVg = 210 nm) do not show any oscilla-
tions below 1 T. This can be attributed to the strong effect
of diffusive boundary scattering resulting in a significant
reduction of the electron mobility. The node positions of the
beating patterns for all wire widths can be found in Fig-
ure 2.

The beating pattern in the magnctoresistance results
from an interplay of an external magnetic field 8 and spin-
orbit jnteraction. Without spin-orbit coupling B organizes
the spectrum of the electrons in a set of degenerate Landau
levels. Their energics increase lincarly with B. The spin-or-
bit interaction mixes the Landau levels and leads to an in-
homogencous level density, responsible for the bealing pat-
tern. For a two-dimensional electron gas the encrgy levels
are known analytically. That leads to an analytical formula
for the magnetoresistance depending on 8, ap , £, the Fermi
energy, m* the effcctive mass, the g-factor of the electron
spins and the level broadening I', due to impurity scattering
[5]. The material parameters ni*, g, £5-, ag , [ for our two-
dimensional electron gas had been determined by a least
mean square fit of the theoretical formula to the experimen-
tally measured magnetoresistance (sec Figure 3(a)).

With increasing B the Landau levels cross the Fermien-
ergy. Spin-orbit coupling strongly effects the rate by which
this crossing takes place, This allows a direct determination
of the node position in the SdH-oscillations, as illustrated in
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Figure 2: Positions of the first and second order nodes of the beat-
ing patfern experimental observed in the magnetoresistance ().
The node positions obtained from the simulation arc marked by

(a).

Figure 3. When plotting the B-positions at which the encrgy
of a Landau-level cquals £ versus their spacing one finds
positions M with neighboring levels almost degencrate and
positions & with equal spacing between levels. As can be
seen by direct comparison to the experimental curve shown
in Figure 3(a)), at M the SdH-oscillations have a large am-
plitude, while M are positions of nodes.

The spectrum for electrons in a wire transforms gradual-
ly from degenerate Landau-levels to quasi one-dimensional
subbands, when the diameter of the Landau-orbit gets com-
parable to 17 with decreasing B. When 1/ decreases more
and more of nodes in the beating-pattern disappear and be-
low a critical ¥ there is no node anymore. For our structure
with an assumed soft-wall potential this critical width is
roughly 400 o, as can be seen in Figure 2. Up to 600 nm
two nodes can be detected. For I > 600 nm three nodes can
clearly be identified.

We determined the nodal positions with the material pa-
rameters found for the 2 dimensional electron gas (2DEG)
and they agree well with the experimentally observed posi-
tions, as can be seen in Figure 2. However, the third order
node expected from the simulation could not be resolved
experimentally, duc to level broadening by scattering proc-
esses, We checked further the dependence on the form of
the potentials. The positions of the nodes depend on I much
stronger for parabolic confinement so that no reasonable
agreement with experiment could be achieved [6]. Further-
more, variation of oy in the simulation led to a large devia-
tion of the nodes from the experimentally observed ones.
Thus, our simulations confirm that ¢ does not change at
least down to the wire width, where no beating pattern could
be observed anymorc.
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Figure 3: Spacing of ncighboring Landau levels crossing Er al
different magunetic fields for a 2DEG (a) and a 1 pm wide wire (b).
Position of nodes (N) and maxima (M) in the beating pattern of
Sdtl-oscillations. The experimental and theoretical curve of R, of
the 2DEG is added in (a) for comparison. A schematic illustration
of the wire potential is shown in (b} as an inset.
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Investigation of magnetic properties of GaN thin layers
implanted with Mn, Cr, or V ions
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Research Centre Jilich GmbH, 52425 Jilich, Germany
2Institute of Solid State Research (IFF} and ONI - Center of Nanoelectronic Systems for Information Technology,
Research Centre Jillich GmbH, 52425 Jilich, Germany

In this article we present the investigation of magnetic and structural properties of n- and p-
type GaN layers implanted with Mn, Cr, or V. After implantation the samples were annealed in a
Na atmosphere at a constant temperature in the range between 700°C and 1050°C. Measurements
of the magnetization depending on magnetic field as well as on the temperature reveal typical
paramagnetic behavior. Additionally, a weak antiferromagnetic coupling between the implanted
ions was observed. 3d-metal rich precipitates of erystalline nature are revealed by high resolution

transmission electron microscopy.

An improved spin injection efficiency [t} and local elec-
trostatic control of magnetic moments make diluted mag-
netic semiconductors (DMS) of great interest for design-
ing spintronic devices [2, 3]. DMS based on GaN at-
tracted attention due to prediction of room tempera-
ture ferromagnetism, firstly in GaN:Mn [4] and later in
GaN:Cr and GaN:V {5, 6]. It has been proposed that
the ferromagnetic state in GaiN:Mn with Mn content up
to 10%, in GaN:Cr and GaN:V with even higher impu-
rity concentration should be achieved. According to the
band structure calculations by Sato et al. [5, 6], ferro-
magnetic ordering, pertaining to the partial filling of the
anti-bonding impurity states, scems to be possible in n-
type GalN:V. The choice of material with n-type conduc-
tivity would allow to avoid the technological difficulties
during the preparation of the ohmic contacts.

Many technicques were employed for the fabrication of
GaN-hased DMS. Various groups reported on either fer-
romagnetic [7-11] or paramagnetic [12, 13], antiferromag-
netic [14] or spin-glass [15] behavior. The origin of the
ferromagnetism in GaN-based DMS is thus far from being
understood. Hence, the question whether it is possible
to fabricate homogeneous ferromagnetic layers without
precipitation is of particular importance and still open.

The GaN layers were grown by MOCVD on a (0001)
sapphire substrate. The overview of the sainples used is
given in Table I, Mn¥+, Cr* or V1 ions were implanted
along [0001] direction with an energy of 200 keV and
a dose of 5 x 1019 em™2, During the implantation the
samplies were held at a temperature of 350°C, to prevent
amorphization. Implanted samples were cut in picees,

TABLE I: Sample overview.

Thickness (pim) Dopant

Sample Implant

undoped doped Element Content(cm ™)

nhMn Mn 3.0 1.5 Si 2% 10"7
nCr Cr 3.0 1.5 i 2 % 10%7
nVv Vv 3.0 1.5 Si 2 % 1017
pMn  Mn 1.0 1.0 Mg 2 x 1047
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cleaned in HCI to remove residual unintentional ferro-
magnetic contaminations and, subsequently, sach piece
was annealed at 700°C for 5 min in flowing Ny atio-
sphiere. The magnetization of the samples was measured
by a SQUID magnetometer Quantum Design MPMS7,
Particular attention has been paid to enhance the sensi-
tivity of the experimental setup and to reduce the system-
atic error due to the background signal from the sample
holder (for details refer to [E3]).

In Fig. 1a the magnetization as a function of the mag-
netic field for samples nihn and pMn, measured at 2, 10
and 100 K, is shown. The data are presented in units
of Bohr magnetons per atom, calculated as m/{upAD),
where m is the measured magnetic moment, A the sam-
ple area, D the implantation dose, and up the one Bohr
magneton. Because of the inhomogeneous ion depth dis-
tribution, this gives only a rough estimate of the polar-
ization degree of the spins of the 3d-ions. The data show
a typical paramagnetic behavior and can be fitted well
by the Brilloutn function Bg(B,T) for temperatures of
3, 10 and 100 K, and spin § = 5/2. The diamagnetic
background signal was subtracted by measuring the mag-
netization curve of the corresponding as grown samples.
No considerable difference between p- and n-doped sam-
ples could be ohserved. A reasonable fit for 2 K could
be only achieved for an effective temperature Tog slightly
higher than the experimental one 1¢.,. At 10 and 100 K
the difference between Tog and 7oy, is negligible. The
magnetization saturates much slower than for the ferro-
magnetic GaMnAs [2], and a discrepancy between the
measured and calculated saturation magnetization was
observed. The experimentally determined magnetization
M at 2 K is lower by a factor of .22 in respect io the
theoretically expected one M .. We denominate this
factor by @e = M/Meare. The evaluation of the magne-
tization curves of the samples niIn, nCr and nV at 2 K
and 10 K reveals a similar behavior for the Cr (8 = 2)
and V (S = 3/2) implanted samples (Fig. 1b). zex = 0.28
for sample nV and 0.23 for sample nCr at 2 K were eval-
uated.

Similar effect was observed by Graf et al. [12] and
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FIG. 1: a) Magnetization curves of the samples nMn and
pMu. The lines display fits by the Brillonin function. h) Mag-
netization curves of n-type GaN:X (X = Mn, Cr or V).

Zajac et al.  [14].  Magnetization of highly diluted
GalN:Mn could be described by Brillouin funcltion Bg.
With increasing Jd-impurity content the formation of
pairs and larger clusters of antiferromagnetically ordered
spins takes place, which vespond Lo the applied magnetic
field less eflectively then single ions. For such samples an
effective temperature Teg > Toy, and an effective impu-
rity contenl Niegq with 2.4 < 1 can be introduced. Thus
M = NaeggppSBs(B, Ter), with N the total ion num-
ber, g & 2 the Landé factor and pip the Bohr magneton.

An indication of the paramagnetic behavior can also
be found in the temperature dependency of all saniples,

shown in Fig. 2. All data can he fitted by the Curic-
Weiss law 1/(T — ©), with the Curie-Weiss temperatures
O having negative values, which is an indication of the
anlilerromagnetic coupling between implanted ions.

All samples became almost insnlating alter ion implan-
lation. This can be altributed to deep electron traps,
relaied Lo the complexes between the implanted ions and
native defects as well as to radiation damage defects [16].
The low concentration of free carriers is a possible reason
of an antiferromagnetic, rather than a ferromagnetic cou-
pling between implanted ions. Furthermore, the presence
of the precipitates of the Cr-rich sccondary phase {pos-
sibly anutiferromagnetic) was denounstrated by the high-
resolution TEM [13].

In conclusion, studies of magnetic properties of GalN: X
(X = Mn, Cr or V) layers, prepaved by ion implantation,
reveal paramagnetic belavior with an antiferromagnetic
coupling between the 3d-metal jons. This hehavior can
Le explained by the low concentration of the frec carriers
mediating the ferromagnetism and lovinalion of precip-
itates of antiferromagnetic secondary phase. No indica-
tions of a ferromagnetic ordering was found.

We thank Dr. A, Kaluza and Dr. B. Schineller for
supplying the doped GalN wafers.

7'5 |g'0 I;S
Temperalure (K)

FIG. 2: Temperature dependence of the magnetization of all
samples (nvn-nV, phn) measured at a field of 5¢ mT.
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Towards fractional flux qubits based on ferromagnetic Josephson junctions

M. Weides', H. Kohlstedt', E. Goldobin?, D. Koelle® and R. Kleiner?

YCNI - Center of Nanoelectronic Systems for Information Technology
Institute for Electronic Materials, Research Centre Juelich, D-52425 Juelich, Germany
'}Ph_ysr'kaIis'che.s' Institut - Experimentalphysik If, Universitit Tiibingen

We present ferromagnetic NB/ALO3/MNigeCuye/Nb Josephson junctions (SIFS) with an ultrathin AlyO; tunnel
barrier. The junction fabrication was optimized regarding junction insulation and homogencity of cwrrent
transport. Using ion-beam-etching and ancdic oxidation we defined and insulated the junction mesas. The ad-
ditienal 2 nm thin Cu layer below the forromagnetic NiCu {SINES) lowered interface roughness and ensured
very homogeneous current transport. A high yicld of junctional devices with j. spreads less than 2% was ob-
tained. Our fabrication procedure may offer a solution for the strict uniformity requirements for flux based qu-

bils,

The realization of qubits for quantum computation attracts
considerable interest. One approach is to use low Tc Nio-
bium Josephson junctions (JJ) which utifize an ultrathin
ferromagnetic layer to change the coupling of the two su-
perconducting electrodes [1]. Whether the junction is in the
0 or m coupled state depends on the properties of ferromag-
netic layer and especially its thickness dy .

The first step fo realize a qubil is the formation of a so
called semifluxon. Recent theoretical considerations predict
fractional flux-quanta in SIFS junctions with a step-like
ferromagnetic layer [2]. Exploiting such semifluxons for
qubits systems [3] (Fig. 1) demands low spread of exfrinsic
and intrinsic parameters, €.g. junction area and current
density.

The fabrication of SIFS multi-layers was performed in-situ
by a computer-controlled Leybold Univex 450B mag-

Figure 1 Josephson junction with step in ferromagnetic
interlayer and 0-x phase discontinuity. Fractional flux @,/2

(Scmitluxon} appears along 0-m phase step.

netron sputtering system. Thermally oxidized 4-inch §i
wafer served as substrates. The wafers were clamped onlo a
water cooled Cu-block. First a 120 nmin Nb bottom clectrode
and an 5 nm thick Al overlayer were deposited. Subse-
quenily the aluminium was oxidized for 30 min in a sepa-
ratc chamber at an oxygen partial pressure ranging from
0.005 to 0.45 mbar. As ferromagnetic layer we deposited
the diluted NiggCuyg alloy (T¢ = 225K), followed by a 40
nm Nb cap-layer. For realization of "wedge” shaped NiCu-
layer, the substrate and sputter {farget are shifted about half
the substrate length. This facilitates the preparation of SIFS
(and SINFS, N: normal metal) junctions with different F-
layer thicknesses to avoid the inevitable run to run varia-
tions. In this way we prepared F-layers ranging between |
and 15 nm, The background pressure was 5¥10 7 mbar.

Tunnel junctions with a crossbar gecometry were patterned
using optical lithography and Ar ion beam milling. A three
level photo mask procedure was applied. First the bottom
SIFS-layer areas were defined by a lift-off process. After
the lift-off various kinds of tunnel junctions were defined
by applying the second photo mask step fallowed by reac-
tive ion beam etching for the Nb layer and Ar for the NiCu
and Al layers. The ctching was controlled by a mass spec-
trometer and the procedure was stopped by reaching the
Al,O; tunnel barrier. During etching the substrate was tilted
by 70 and rotated to avoid etch fences at the edges of the
mesas. The mesas were isolated by SNEAP (Selective Nio-
bium Anodization Process). It is interesting to note that the
anodization was successful in the presence of NiCu layer.
We obtained no problems with parallel currents through the
NiCu layer during anodization. Probably the ferromagnetic
layer is so thin that it is immediately overgrown by Nb,Os
and ALOs shortly after starting the anodization procedure.
At a rate about | V/s we anodized the junction up to a volt-
age of 60 V (corresponding to 51 nm of anodized Niobiuwm)
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Figure 2: Ie(H) of (a) SIFS (2 nm NiCu), (b) SIFS (4 nm
NiCu) and (c} SINFS {Cu 2 nm, NiCu 4.7 nm) stack. Oxygen
pressure is 0.45 mbar for SIFS and 0.015 mbar for SINFS
type.
was reached. The form factor of 2.3 for Niob
corresponds to 120 nm of formed Nb,Os, providing a com
plete side coverage of the barrier and the ferromagnetic
layer,
In the last photo mask step the wiring layer was defined.
After a slight ion beam etching to achieve low contact resis-
tance, a 300 nm thick Nb wiring was deposited.
For the ferromagnetic SIFS and SINFS junctions the areas
were 10.000 wm” large. More details can be found in [4].
The Fraunhofer modulation of 1. is seen in Fig, 2 for SIFS
junctions with 2 nm {a) and 4 nm (b) NiCu layers and a
SINFS junction with 2 nm Cu and 4.7 nm NiCu (c). All the
ferromagnetic junction investigated in this work are still in
0 coupled regime [5]. In general the interface barrier
roughness leads to inhomogeneous current transport, which
can cancel out the coherent Josephson coupling and leads to
disturbed Fraunhofer pattern. The conditions for non-
uniferm supercurrent are given by the ratio of NiCu inter-
face roughness over the decay length Ef and oscillation
length Ef; of the supercurrent. Tn NiggCuyg these values are
about 1 3 nm, to be published in [5]. For thin {bclow 3
nm) NiCu layers we see a clean Fraunhofer modulation
{Fig. 2 (a)). However for thicker NiCu layers the [, (H)
deviated considerably (Fig. 2 (b)). Although clectrical
measurements on SIS junctions suggested a high quality
barrier this suggests some finite roughness of the ALO;
tunnel barrier and/or of the NiCu layer.
As AFM-measurements indicated the 2 nm NiCu layer on-
top the ALO; forms similar roughness contours, so eflfec-
tive thickness of NiCu is constant and supercurrent trans-
port remains homogencous as scen in Fig, 1{a). When dou-
bling the thickness of NiCu to 4.7 mm its top roughness is
about 0.9 nm and the effective NiCu laycr thickness is not
uniform. This is supported by transport measurements seen
in Fig. [(b). By including a 2 nm Cu layer under the NiCu
the 1(H) we recovered the clean Fraunhofern pattern. We
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Figure 3: IVs of three SINFS junction, Q2 oxidation pressure
is 0.015 mbar. 81, = 2%, 6R, = 0.5%.

could cven usc the thinner AL;O; barrier for SINFS, al-
though this should increase the AL O5 roughness slightly.
The Cu-layer between Al;O; and NiCu smoothes the lower
NiCu-interface and provides an uniform effective ferro-
magnetic layer. Even for thicker (up to 8.5 nm) NiCu- lay-
ets we see uniform supercurren(s through such SINFS junc-
tions (Fig. 2(c)). For NiCu thicker than 8.5 nm we can not
measure any supercurrent due to the strong Cooper pair
breaking. This will be reported clsewhere [5].The strong
proximity cffect of Cu leads to weak pair breaking of the
super-current in the N-layer. SIFS and SINFS samples (N:
2 min Cu layer) showed identical critical current densities,
so junclion propertics are determined by the ferromagnetic
layer. For all NiCu thicknesses we obtained a low junction
to junction deviation. In Fig. 3 the characteristics of three
underdamped SINFS junctions with a 3.3 nm NiCu layer
arc shown. The parameter spread of eritical current and
normal resistance (and therefore f3.) is below 2% (1. = 14, 3
mA, R, =26.97 mQ and 3, = 5.0). Even the very sensitive
subgap characteristics are nearly identical for all junctions
as seen in Fig. 3. These junction exhibit a high-quality I.(H)
pattern (inset of Fig. 3), just like the Fraunhofern pattern of
SINFS with 4.7 nm NiCu layer in Fig. | (c).

Motivated by the demand for ferromagnetic JJ with low
parameter spread, we have developed an alternative fabrica-
tion process, Transport measurements on SINES junction
showed that the quality of junclions was considerable im-
proved using Nb;Os as insulator and planarization of the
ferromagnetic interlayer by an additiona] Cu layer. Owr
fabrication procedure may offer a solution for the strict
uniformity requirements for the formation of qubits.

[17 A. Buzdin, JETP Lett. 78 (2003) 583-586.

[2] E. Goldobin, D. Koelle, R. Kleiner, Phys. Rev. B 66 (2002)
[3] E. Goldobin, K. Vogel, O. Crasser, R. Walser, W. Schleich,

D. Koclle, R. Kleiner, Phys. Rev. B 72 (2005)
[4] M. Weides el al, cond-mat/0511546, to published in
Physica C
[5] M. Weides, H. Kohlstedt et al., paper in preparation
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Enhanced cxchange bias due to an ultra-thin, non-magnetic insulator spacer layer

A. TPaul, D. E. Biirgler, and P. Grinberg
Institule “Kleclronic Properties”

The exchange bias effect of Co/CoQ bilayers is found to significantly increase when an ultra-thin,
non-magnelic insulating AlOy spacer is added at the ferromagnet/antiferromagnet interface. The
dependence on the spacer thickness is non-monotonic with a maximum two-fold enhancement. of the
exchange bias ficld Hgp at a spacer thickness of 1.0 nin. These observations are explained in terms
of a discontinuous layer structure of the spacer and its thickness evolution. There is no indication
of an intrinsic magactic interaction acress the AlOx spacer layer.

When a ferromaguet/antiferromagnet (FM/ATF) bi-
layer is cooled in an external magnetic ficld below the
blocking temperature of the AF, a direct exchange cou-
pling between the FM and AF layers gives rise 10 a shift
of the magnetization loop of the FM layer along the field
axis. This shift of the loop center away from zero external
field is termed exchange bias field, Hpp. Although the
microscopic origin is not yet fully understood, exchange-
bias has attracted much interest due to the application
in magnetoresistive sensors [1).

A hasic question concerns the range of the exchange
bias interaction: Whether exchange bias results from
ncarest-neighbor coupling at the FM/AF interface only
is a matter of ongoing debate, because long-range contri-
utions Lo exchange bias have been claiined [2] as well as
negated [3] in earlier work., Here, we study the effect of
an insulting spacer layer, namely AlOy, ou the exchange
bias offect [4].

CoQ/AlQ,/Co samples are prepared i a de mag-
netron sputtering system with a basc pressuwre of 1 %
1077 mbar. Picces of an oxidized Si(100) waler with a
size of about 1 em? serve as substrates. The deposition
starts by growing a Co layer, which is subsequently oxi-
dized in-situ Lo obtain the antiferromagnetic CoQ layer.
Next, an Al layer is grown and also oxidizecd in-situ to
form the insulating AlO, spacer layer before depositing
the top Co layer aud a capping layer. The thickness of
the top Co layer is kept constant at 5 nm, while the
hottom Co ancd the Al thicknesses arc varied. Magneti-
zation loops are measured by means ol a superconduct-
ing quantum interference device (SQUID) at 10 K after
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IF1G. 1: SQUID magnetization loops of Co layers with dilfer-
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field cooling in an external ficld Hpe = 4 kOc from room
temperature to 10 I, 7.e. well below the blocking temper-
ature Ty = 180 K of CoO. We employ owr standarclized
ultra-violet light (UV) assisted oxidation procedure cle-
veloped for TMR structures for oxidizing hoth Co and
Al The O9 presswre is increased to 200 or 20 mbar for
Co or Al respectively, and the samples arve kept at 50°C
while irradiated hy UV light for one hour. In order to
choose a suitable thickness tg of the bottom Co layer
prior to the oxidation procecure, we measure magnetiza-
tion loops for different initial thicknesses { = 18, 7, and
4.5 nm (Fig. 1). Hgp and the cocrcivity decrease with
t and vanish at fy &~ 7.0 nm. The magnetization signal
does not completely vanish, cven for ¢ = 4.5 mn a small
signal is visible. We attribute it to ferromagnetic mate-
rial {#.e. non-oxidized Co) which is not in contact with
Co0O and to a background signal from the sample holder.

The dependence of Higs on the thickuess of the AlQ,
spacer is shown iu Fig. 2, where the bottomm Co thickness
is fixed at £ = fp = 7.0 nm and the Al thickness .
is varied from 0.5 to 2.0 nm. All loops except that for
tar = 0.5 mm are sheared and indicate a distribution of
exchange bias ficlds. The averaged exchange bias field
Hypp is deterinined using the following definition,

JoHEm LM (H) = M (H)}dH =
IS AN (H) — M (H)}dH, (1)

where M~ () (H) are the magnetization branches for de-
creasing (increasing) field. Thus, —Hgg is the field, that
bisects the area enclosed by the magnetization loop. This
cdefinition is well suited for sheared loops and minimizes
the influence of the hackground signals discussed in the
context of Fig. 1. The extracted averaged Hpp values are
marked in Figs. 2(a)-(f} by dashed, red lines and plotted
in Fig. 2(g). First, Hgg is lower compared to the sample
without AlOy spacer (black symbol}, but then signifi-
cantly increases and reaches a value more than twice as
high than for £4; = 1.0 nm. For a further increase of the
spacer thickness the exchange bias fields decrease and he-
come negligible for ta; > 2.0 nm. The blue dotted line
in Fig. 2{g) is a fit to the data for iy > 1.0 nm using
the expression Hgp ot exp(—fa1/T). The decay length
T = 0.3 nm is smaller than previously found for metal-
lic spacers (T a2 1-5 nn |2, 5]) and does not support a
long-range interaction through the insulator spacer,
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FIG. 2: SQUID magnetization loops of CoO/AlOx(ty)/Co(d nm) structures with different initial Al thicknesses ta. The
initial hottom Co thickness is lixed at { = lp = 7.0 nm. Dashed, vertical lines indicate the IIgp values determined according to
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fit yielding a decay length 7= 0.3 mm.

Owr observations differ from previous reports dealing
with metallic spacers in two aspocts: (i) We observe an
enhiancement of |Hyip| compared to the sitnation with-
out spacer and (ii) the dependence of Hrg on the spacer
thickness is strongly non-monetonic. For mctallic spac-
ers the exchange bias (iclds decrease exponentially with
thickness. We relate both obsorvations to the growth
and structure of the AlQ, spacer layer on CoO. I'rom
cross-sectional TEM images it is cvident that the spac-
ers are discontinuous up to thicknesses ol alimost 2 nim,
The ncreasc of Hgp al £a; = 1.0 nm by more than a
factor of two compared to the situation without an AlQ,
spacer can then be understoad in the framework of the
moclel put forward and numnerically simulated by Ernalt
et al. [6]: These authors considered the influence of non-
magnetic impurities in the form of Au islands inserted at
the AF/FM interface and found an enhancement of the
exchange hias effect. In their model, bubble-like domain
walls ave formed in the A between the cdges of neigh-
boring Au islands when the FM fill is magnetized in the
direction opposite to Hrg, because the AF spins in divect
contact with the FM film arce dragged along with the M
magnetization. In the areas underneath the islands, how-
ever, the AF spins are not reversed. They can keep the
memory of their initial {(field-cooled) state and enhance
the exchange bias effect by exerting via the bubble-like
domain walls a restoring torque on the reversed AF spins
and the I'M magnetization.

The initial decrease of Hrp [rom about 650 Oe with-
out spacer to 200 and 300 Oc at 4 = 0.5 and 0.8 nm,
respectively [Fig. 2(g)], cannot he explained by a further
oxidation of the uncovered CoQ in the holes of the spacer
during the formation of AlQ,, because Hep is decreas-
ing insteac of inereasing. A degradation of the AF ovder
right al the CoO interface towards the FM layer due to
the additional oxidation (in contrast to the defect for-
mation at a distance from the interface) could explain
the decreasing Hgp for small t4). However, Lhere is no
mechanism that recovers the AT order at the CoQO in-
terface when ta) approaches 1.0 nm. In particular, the
formation of bubble-like domains discussed above relies
on an non-degraded interface between the islands, other-
wise the bubble-like domains would not form. Therefore
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we dismiss a direct influence of the Al oxidation process.
We rather suggest that the formation of the bubble-like
domain walls strongly depends on the AlOy islanc den-
sity which is not varied experimentally nor theoretically
in Ref. [6]: For low island coverage and thus large scop-
aration of the islands, the formation of the bubble-like
domain walls is unfavorable due to the large domain wall
areas. In this case, the AlOy islands just reduce the con-
tact area between CoO and the top Co layer, and thus
Hpp s also reduced. On the other hand, for £4 > 1.0 nm,
the AlO, islands coalesce, the interaction area dimin-
ishes, and HAwp gradually vanishes [Fig. 2(g)]. Therefore,
there exists an oplinnum AlOy islands density, for which
the enhancement of Hip due to the bubble-like domain
walls Is maximized. At £4; = 2.0 nm, the spaccr layer
is continuous aud, accordingly, the exchange bias effect
is negligible. Therefore, the decay of Hegp in I'ig. 2(g)
depends on the evolution of the A10, island density and
does not reflect the charactevistic lengthscale of an in-
trinsic magnetic interaction across the spacer.

Tu conclusion, we have observed a significant enhance-
nent in the exchange bias field due to an ultrathin
(== 1.0 nm), non-magnetic insulator spacer at the AF/FM
interface of exchange-biased CoQ/Ca bilayers which is
explained in terins of the discontinuous structure of the
spacer layer. The experiments do not indicate an in-
tringic wmagnetic interaction through AlQ, or a long-
range contribution to the exchange bias effect. The pro-
poscd mechanism based on the model of Ernult et al.
[G] conld be optimized by employing micro-engincered or
self-organized structured spacer layers to significantly en-
hance the exchange bias effect for future spintronic de-
vices.
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Rotating-field magnetoresistance of spin-valves

Matthias Buchmejer, Amitesh Paul, Danicl 5. Biirgler, and Peter Griinberg
Institute of Solid State Research, Electronic Properties (1FF6) and
CNI - Center of Naneelecironic Systems for Information Technology

We investigate the magnetoresistance of spin-valves by rotating the magnetic ficld with different
fixed strengths. The data reflect in general a mixture of giant and anisotropic magnetoresistance
(GMR and AMR). We present an experimental procedure to suppress all AMR contributions without
disturbing the GMR response. The angular MR curves are fitted with a single-domain model (o
determine with high precision the exchange bias field, the uniaxial anisolrepies, the GNMR ratio, and

the interlayer coupling field.

A standard spin-valve structure consists of two ferro-
wmagnetic (FM} layers scparated by a non-magnelic (no-
ble) metal spacer. The fixed TM layer is pined by an
antiferromagnetic (AI") layer (1] due to the exchange bias
field |Hgrg|. The other FM layer can freely follow the
external field. Magnetic sensors based the giant magne-
toresistance (GMR) in spin-valves require a low coercive
field of the free layer and a large Hep of the pinned layor.

We preparc our spin-valves by dec magnetron sputter-
ing. The layer sequence grown on oxidized Si substrates
is Ta(5.0 nm)/NiFe(3.0 nm)/FeMn (15.5 nm)/NiFe(3.0
mnj/Co(2.0 nm) /Cu(3.5 nm)/Cof2.0 nm) /NiTe(7.0 nim).
The NiFe filin on top of the AF FeMn layer together with
a thin Co pelarizing layer represent the fixed layer. The
free layer also consists of a Co polarizing layer and NiFe.
Polarizing Co layers on hoth sides of the spacer enhance
the GMR ratio due to the higher degree of spin polaviza-
tion of Co. Samples are first annealed in an inert atmo-
sphere of Na gas for 10 minutes at 473 K i.e. above the
FeMn Néel temperature Ty = 458 K, and subsequently
ficld-cooled to RT in a field of 130 Oc.

We employ a conventional four-probe de technique
with the applied constant current flowing parallel to the
exchange bias direction (EBD) of the pinned layer, i.e.
the direction of magnetic ficld dwing field-cooling. The
external field is rotated in the sample plane with differ-
ent, but fixed magnitudes {2, 3]. Uunpatterned square
or rectangular samples with gypical linear dimensious of
the order of 10 mm are contacted by needles or wire-
bonding. We used different contact geometries defined
in Fig. 1. The contact geowetry has a strong influence
o1 the current distribution in the sample. The GMR ef-
fect depends on the relative angle 8¢ — 8, between the
free and pinned layer and is for isotropic polyarystalline
samples independent. of the in-planc cwrrent direction.
Therefore, the measured GMR ratio is not affected by the
coutact geometry. On the other hand, the macroscopi-
cally measured AMR ratic is strongly dependent on the
current distribution, hecause AMR depends on tlie angle
between the local magnetization and the cwrrent irec-
tion. The AMR ratio measured for a homogeneous cur-
rent distribution reflects in good approximation the mi-
croscopic AMR ratio. For cwrent distribution where the
current predominantly flows along circular trajectories,
local AMR contributions average out, and the macro-
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scopically measured AMR ratio is strongly reduced. We
confinn these expectations by finite-clement sinulations.
In Fig. 1 we show the results for two contact geometries.
The green parts labeled “current” arve the leflt and upper
part of the current distribution in a rectangular sample
in L- and T-geowctry, respectively. The other halves of
the sample follow from mirroring at the right and bot-
tom edge, respectively. The red parts labeled “AMR”
shoiv the macroscopically measurable AMR. ratio when
the current contact is fixed at the the position marked
by a cross and the voltage contact is moved across the
sampic. The color levels render the macroscopically mea-
sured AMR, ratio normalized to the microscopic AMR
ratio (note the different scale bars). In Fig. 1(a) the cur-
rent distribution is more homogeneous and accordingly
the variations-of the mecasured AMR ave small. In the
L-geometry —the second contact lies on a horizontal line
with the fixed contact- the macroscopic AMR. approxi-
mately equals the microscopic. In Fig. 1(h} the current
distribution is largely inhomogeneous, and the measured
ANMNR ratio is almost completely suppressed in some re-
gions or strongly enhanced in others. In the T-geonmetry
with both contact lying on vertical line, the measured
AMR ratio is only a {ew percent of the micvoscopic AMR
ratio.

We mocel the inagnetic state of the system in a single-
domain approach assuming rigid in-plane magnetizations
[4]. The cquilibrium magnetization angles of the free,
pinued, and possible additional FM layers at a given ex-
ternal field 7 are calculated mumerically from the total
minima of the free energy. In our case, the Nile lextur-

(a)
L-geometry

iﬁfl

FIG. 1: Finitc-element simulation for a rvectangular samnple
contacted in (a) L-geometry and (b} T-geometry.
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FIG. 22 Angular dependence of the resistance R normalized
to the value for the EBD {corresponding to 0°) measured in
T-geometry at different external field strengths as indicated.

ing layer is an additional FM that also contributes via
ANMDR to the total MR response. 'We take into account
the Zeeman energies and the uniaxial anisotropies of all
FM layers, bilinear interlayer coupling between the free
and pinned layer, and the unidirectional anisotropy of the
pinned layer given by Hgg. The total MR due to both
GMR and AMR, is then caleulated from the equiltbrium
utagnetization angles and the field and current divections.
The AMR and GMR amplitudes are fit parameters.

Figure 2 shows the angular dependence of resistance 12
at different field strengths measured in the T-geowmetry
i order to experimentally suppress the AMR contribu-
tions. The external field is rotated starting from the EBD
(corresponding to 0%) by 360° in clockwise (cw) direction
ang then back in counterclockwise (cew) direction. The
curves are dominated by the GMR. At low fields (30-
108 Qe) the magnetization of the pinned layer is approx-
imately fixed in the EBD, while the free layer rotates with
the field. As the external field gets closer to the |Hggp| of
about 150 Oe the deviation from the sinusoidal GMIR be-
havier increases, and a difference between the ew and cow
rotation direction appears. As the field is increased above
|Hegl, the alignment between the magnetizations of the
pinned anc free layer at the field direction opposite to the
EBD {I80°) switches from antiparallel to parallel corre-
sponding to a MR maximu and minimun, respectively.
A further increase of the field strength leads to a gradu-
ally decreasing MR. Above 200 Oe, where the curves are
dominated by the AMR effect, they hecome almost flat,
because the impact of AMR on the angular MR is inten-
tionally suppressed in the T-geometry (AMR< 0.07%).
We find rotational hysteresis in all examined samples in
the field range around |Hgg|, where we also observe hys-
teresis in conventional field-sweep MR. curves [5).

Figure 3 shows representative examples of fits for some
experimental curves from Fig. 2. The deviations of the
model from the data in Figs. 3(h) and (¢) are due to
Liysteresis and domain nucleation. By simultaneously
fitting the angular dependence of the MR at cdifferent
field strengths to our model, we are able to extract the
strength Hgp and the direction of the cxchange-bias
fickd, the uniaxial anisotropy fields of the free and pinned
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FIG. 3: Angular dependence of the resistance R in T-
geometry nermalized (o Lhe value al 0° al dillerent external
field strengths. Filled and open cireles are for the increasing
{clockwise) and decreasing (counlerclockwise) angular sweeps,
vespectively. The red Hines show the fitted curves.

layer, and the interlayer coupling flield. We find uniaxial
anisotropy felds of 0.6-3% of Hip and weak ferromag-
netic interlayer coupling fields (about 4% of Hp;). The
collincarity of the uniaxial anisotropy axes and the EBD
suggests that the uniaxial anisotropics arc induced dur-
ing the field-cooling. Ferromagnetic coupling across thin
spacers 1s quite comnon and can be attributed to Yo
ange peel” coupling due to finite interface roughness or
te magnetic bridges. See Refl. [5] for detailed fit result.

We have described in detailed angnlar MR measure-
ments ol exchange-hiased spin-valves. We showed exper-
imentally and by finite-element simulations that AMR
contributions can be suppressed by choosing an appropri-
ate contact geometry. The advantage of varying the field
direction over standard magnetization and MR leop mea-
surements with fixed field direction is the higher accuracy
in determining the GMR, ratio, the uniaxial anisotropics
of the [ree and pinnecd I'M layers, and the interlayer cou-
pling between them. The higher precision results from (i)
the intrinsically larger data set (variation of ficld mag-
nitide and direction), and (ii) -in particular for Hpp-
fremn the fact that the measurcments can be performed
at external fields smaller or larger than Hgp, where no
hiysteresis and domains are involved. The described pro-
cedures allow for a quick and precise characterization of
unpatterned spin-valve multilayer stacks.
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Magnetic characteristics of epitaxial Ge(Mn,Fe) diluted filins
— a new room temperature magnetic semiconductor 7

H. Braak, R. R. Garecv, D. E. Birgler, R. Schireiber, P. Grimberg, and C. M. Schneider
Institute “Ilectronic Properties”

We prepare 100 nm-thick, epitaxial Geigg (xgyy {Mnx,Fep) diluted flms with Mn and Fe concentra-
tions of several al. % using a layer-by-layer depesition scheme at elevated temperature. We measure
saturation magnetization mg versus temperature curves for a variety of (Jr,y) combinations and
find for fixed temperatures a non-trivial dependence of myg on @ and y. Within a certain window in
the (=, y) parameter space Gejgg.(xay) (Mg, Fee) exhibits a Cuorie temperature of 350 I and myg =

10 c:amu/cm2 al rooin temperature,

Electromics based on spin transport, the so-called spin-
tronics, will be the seminal technology for futuve infor-
mation processing devices. A key problem to be solved
it the injection of a spin-polarized current inlo semi-
condnctors. One pathway to circunvent the problem
of the conductivity mismateh [1] between conventional
ferromagnetic metallic clectrodes and semiconductors is
to cmploy magnetic semiconductors [2] as spin sources.
Ge-based magnetic semiconductors are promising mate-
rials to achicve sizable spin injection into Ge [3]. New
Ge-based Ge(Co,Mn) diluted magnetic semiconductors
have recently attracted special attention <lue to their high
Curie temperature and the potential of a straight-forward
integration into common semiconductor technology [4].

Here we report on GC“)o_(ery)(J?\*].n_‘,Fey) films. They
are grown on GaAs{001) surfaces aller desorbing the na-
tive oxide layer hy anunealing the wafers at 880 I for one
hour. The sample size is 4 x 10 mum?, All three materials
Goe, Mn, and Ire are deposited by thermal evaporalion
at growth rates of about 0.1 A/s while keeping the sub-
strate temperature constant at 530 K. Ge, Mu, and be
arc grown as 100 A-thick trilayers with the sublayer thick-
nesses corresponding to the desired composition. The fi-
nal 100 nm-thick films are composed of ten such trilayers.
In detail, a 100 nn-thick film of Ge,oo,(x+_\,)(Mnx,]'*‘c_\,) is
a tenfold vepetition of [L00 — (w/a+y/B)] A Ge, [z/a] A
Mun, and [y/f] A Te, where the coefficients o, 3 2 1.9
arise from the different volumes per atom inr hulk Ge,
M, and Fe. After deposition the samples are in-situ an-
nealed al a temperature of 730 K for one hour. The struc-
tural characterization by rellection high-cnergy electron
diffraction (RHEED) and low-energy electron eiflvaction
(LEED) confirins that all samples grow epitaxially up to

TABLE I: Compaositions of the Gejgg.(yyy (Mg, Feg) sam-
ples in at. %, the corresponding saturation magnetizations
msg measured at 5 K, and the Curic temperatures Te.

106 — (v + y) x ¥ msat b5 K To  afy
(at. %) (at. %) (at. %) (emufem®) (K)

96 4 0 - - o0
94 d 2 29 350 2
92 4 29 350) I
88 4 8 6 270 0.5
9. 2 4 12 260 0.5
90 8 2 72 350 d
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our standard thickness of 100 mn. Several samples with
different, Mn and Fe concentrations are preparcd under
otherwise identical conditions (see Table T}, For one com-
position (x = 4 and y = 2} we additionally vary the sub-
strate temperalure during deposition and also study the
influence of the annealing. The magnetic properties are
measured with a SQUID magnetometer in the lempera-
ture range from 2 — 400 I with Lthe magnetic ficld applied
in the plane of the film. First, the sample is cooled in
zero field to § K, and then we start measuring the mag-
nekic moment in a saturating ficld of 11 while warming
up the sample.

No ferromagnetic ordering is observed for the {wo-
component Gegg{Mn,) sample withont any Te. We
merely measure Lhe pavasitic diamagnetic signal. YWhen
we add a small amount of ¥e for the Gegy(Muy,Fep) speci-
mei, the magnetization at 5 K augments to 29 anu/em?.
As shown by the red circles in Fig. 1, the mg-T curve
shows a negative curvature, and the phase transition oc-
curs at about T, = 350 K, Tn contrast to Ge(Co,Mn)
films veported in Ref. [4], we observe for owr epitaxial
Ge(Mn,Fe) film a definite magnetization of 7 emu/em?
at room temperatinre (RT). The inset in Fig. 1 displays
the hysteresis loop taken at 2 K after subiracting the
diamagnetic background signal. Saturation is achieved
at Hg = 0.25 T, and the coercive force He is larger than
25 wm'T, but its value decreases to below 1 w'T close to
RF. If we raise the I'e content to 4 at. %, ie. x/y = L, mg
and Tg remain unchanged (Lable I). For y = 8 at. %Tc
[Gegs(Mny,Feg)] mg at 5 K is strongly reduced to about
6 emnifem?, and Te deereases to 270 K. The shape of

30
by = | o am—y
L] 52 .-":"_H

. = f/

2S¢ s (L, Em a gn f

5, 290 I

20k ".E-10 '
3 L T=2K

"y 0z 0 025 A
. am

o

£
L il
HE |

%]

Saturation magnetization m, (emu/cm?®)
o

0 100 T )
Temperature (K)

FIG. 1:  Saturation magnetization ms ol Geoy{Nhu,Fez)
(red) and Gegs{Mng,ley} (green) versus temperature. 7t of
Gega (g, Fes) is 350 I, e, above RT marked by the dashed
line. The inset shows the liysteresis loop of Gegs(Mny,l%:2)
measured at 2 I,
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FIG. 20 Saturation magnetization ms at 5 I{ of samples wilh
different Mn and Fe concentrations @ and y, respectively, plot-
ted as a function of y/{x + y}. The colored area marks the
range in which we find ferromagnetic ordering at R, and the
arrow marks the sample with the highest magnetization at
RT. The dashed Jine is a guide to Lhe eyes.

the mg-T curve in this case is diffcrent comparcd to
those of the samples with high T, The magnetiza-
tion decreases lincarly with temperature to zero. For the
Gegy(Muy,Fey) sample we reduce the total amount of Mn
and Fe, but keep the rvatio x/y = 0.5 coustant (Table I).
We obtain a Ty of about 250 K and a mg of approxi-
mately 12 cinufem®. The shape of the mg—T curve is
again rather linear and is displayed by the green squares
in Fig. 1. Note the completely different magnetic behav-
ior of the two samples in Fig. 1, although they contain
the same amount of magnetic atoms (v +y = 6 at. %).
The highest mg at 5 K of approximately 72 enu/em?®
is achieved in this study for Lhe Gegg(Mng,FFes) sample,
which reveals the phase traosition at 350 K. The value of
mg at b IC corresponds to an average magnetic nmocment
per Mn or Fe atom of about 1.9 g, If we attribute the
full magnetization to ouly one of the magnetic species,
we obtain 9.5 up per Fe atom or 2.3 pup per Mn atom,
respectively. Thercfore, the observed magnetism cannot
originate solely [rom the magnetic moment of the Fe.
Preliminary X-ray absorption magnetic circular dichro-
ism experiments confinn that in our samples both Fe
and Mn have residual magnetic moments with parallel
alignment.

Figure 2 shows mg at 5 K wersus the Fe concentration
normalized to the total concentration of magnetic atoms
y/{x+y) for all samples discussed so far. The colored arca
indicates the range of y/(x+y), where we observe a non-
zero magnetization at RT. Obviously, a certain amount
of Fe is needed to siabilize forromagnetic ordering at low
temperature as well as at RT. A similar statement holds
for Mn as discussed for the samples Gegy (Mg, Fea) and
Gega{Mug,Fey) in the context of Tig. 1. Additionally, the
concentration ratio of Mn and Fe a/y must be unity or
larger (Table I). Thus, ferrowmagnetism at RT exists only
in a small window ol relative and absclute Mn and Fe
concenutrations. Resistivity measurements in a fowr-point
geometry of the Gegy(Mny,Fes) and Gegp(Mng,Feg) films
reveal a monotone decreasing resistance with inereasing
temperatuve.  This typical non-metallic behavior indi-
cales the formation of a semiconducting material with
ferromagnelic orvdering at BT
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FIG. 3: Influence of the annealing process and {he substrate
temperature Ts on the magnetic properties of Gegy(Mng,FFez)
sanmiples. The dashed line indicates RT.

In order to optimize the growth procedure, we study
tle influence of the annealing step after deposition. Fig-
ure 3 shows the comparison of the ms—1" behaviors of sim-
ilarly prepared Gegy(Mny,TFeg) samples with {red curve)
and without (green curve) anncaling. The non-annealed
sample shows a slightly higher mg for all temperatures
below T¢. Thus, the films are thermally stable up to at
least 730 . However, an increasc of ihe substrate tem-
perature Ty during deposition from 530 to 640 I{ (blue
curve in Fig. 3) drastically changes the magnetic prop-
erties. The myg magnetization drops significantly, 1¢ is
reduced by 80 K to about 270 K, and the curve shape
changes from curved to linear. Variations of the effective
I'e and Mun concentrations due to diflerent temperature
dependences of the sticking coefficients —in particular for
Mn with a clearly higher vapor pressure than Fe and
Ge - may contribute to the strong reduction of ms and
Te:. However, these variations are not likely to be the
only reason, because a reduction of the Mn coneentra-
tion by more than 50% would be required (Lable I). On
the other hand, the system is much more sensitive to the
temperature during deposition than during the final an-
nealing step, because the sample grown at Ty = G40 K
reveals worse magnetism (han that annealed at 730 I<.
This difference indicates that atomic exchange processes
occwrring during the deposition are important.

Regarding the question raised in the title, we conclude
that the ferromagnetism of the films is not simply re-
lated to the formation of ferromagnetic inclusions in the
Ge host material, because for increasing Fe concentration
the saturation magnetization and T decrease. The de-
pendences on the temperature during growth and anneal-
ing indicate that subtle atomic wrdering processes play a
role for the development of forromagnetism at RT,
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Antiferromagnetic interlayer exchange coupling across epitaxial, Ge-containing spacers

R. R. Gavecv, D. E. Birgler, R. Schreiber, H. Braak, M. Buchineier, and P. A. Griinherg
Ingtilule “Blectronic Properties”

We give experimental evidence for antiferromagnetic interlayer exchange coupling of Fe(001) lay-
ers across cpitaxial, Ge-containing spacers consisting of either Ge-wedges embedded between two
Si boundary layers or Si-Ce-multilaycrs. The coupling strengths are of the order of 1 mJ/m? and
decay on a length scale helow 2 A as determined from magneto-optic e effect and Brillouin
light scattering. The coupling evolves with spacer thickness from ferromagnetic io prevailing 90° or
antiferromagnetic for Ge-wedges and Si-Ge-multilayers, respectively. The bilinear coupling is com-
parable in holh cases, but the biguadratic contribution is snppressed for Si-Ge-multilayer spacers.
Thus, Si-Ge-multilayer spacers give rise Lo perfect antiparallel alignment of the Fe magnetizations.

Our recent observations of antiferromagnetic inter-
layer exchange coupling (AFC) across nen-conducting
epitaxial spacers of nominally pure Si [1] focus particu-
lar interest on highly resistive structures exhibiting non-
oscillatory AI'C. For nominally pure, highly resistive Si
spacers the total coupling strength excceds 5 mJ/m?
and thus is significantly larger than for mnetallic spacors
[1). Furthermore, current-perpendicular-to-plane trans-
port measurements demonstrate that AFC coexists with
transport via tunncling [2]. The reason to study Ge-
containing spacers is to investigate the existence and the
properties of AFC across another semiconductor than
Si. As reported previously [3] epitaxial Fe/Ge/Fe strue-
tures reveal no evidence of AFC. Therefore, we use AFC-
mediating, epitaxial Si boundary layers (BL) at the iu-
terfaces towavds the e layers in order to avoid the
formation of magnetic Fe-Ge compounds that prevent
AFC [3]. The lattice mismalch of about 4% hetween
Ge (age = 5.66 A) and Si (age = 5.43 A) gives rise
to the Stransky-Krastanov (SIC) growth mode: several
monelayers of strained Ge grow epitaxially on Si, and
Ge hillocks form for larger Ge thickness [4]. In order to
avoid SI{ growth we also fry to stabilize the strain in the
spacer by piling up thin layers of Ge and 5i [5].

We grow owr Fe/spacer/Ie(001) structures in a
molecular-beam epitaxy system using a 150 mn-thick
Ag(001) buffer system on GaAs(001). The spacer lay-
ers are deposiled at low rates {< 0.1 A/s). Three types
of spacers arc prepared: (i} Ge-wedges, (i1) Ge-wedges
cinbedded between two 4 A-thick Si BL at both the
hotlom and top interfaces Lowards the e layers, and
(iil) multilayers consisting of N alternating 2 A-thick
Si and Ge sublayers. The nominal thickness of the Ge-
wodges ranges from zero to 15 A. The in-plane crystalline
structure of all layors is characterized by means of low-

ri {h) {c (d) cei

boltam Fe SiBL  Gespacer SiBL top Fe

FIG. 1: LEED patterns taken at 55 eV for (a) 50 A bottom
Fe layer, (b) 4 A Si bottom BL, (c) 5 A Ce spacer, {d) 4 A
Si top BL, and (¢} 30 A top Fe layer. Si BL, Ge spacer, and
top e layer are prown at RT. Red circles mark the position
of the {01) spot of bee-Fe{001) cotresponding to an in-plane
lattice constant of 2.9 A.
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energy electron diffraction (LEED). Magnetic propertics
are measured by magneto-optical Kerv cffect (MOKI)
and Brillouin light scattering {BLS). Bilincar and bi-
quadratic coupling constauts, Jy and Jq, are determined
by fitting the fickl dependence of MOI(E and BLS data
using the usual phenomenological aveal encrgy cdensity
expression for interlayer cxchange coupling,

Eow = —J) cos(9) — Jy cos® (), (1)

where 2 is the augle between the two Fe [ilm magneti-
zations. The external magnetic field is applied along an
casy-axis of Ie(001).

First, we prepave Fe/Ge-wedge/Fe trilayers without
BL or with only one BL at the bhottom or top inter-
face. In all these cages the MOKTE hysteresis envves reveal
100% reinanent magnctization characteristic for zero or
FN coupling in agreement with Ref. {3]. In order to
prevent Fe-Ge interdiffusion we depesit Si BL at both
interfaces. Figure | shows typical LEED patterns for all
five layers. The bottom Si Bl: grows at RT with a sim-
ilar in-plane lattice constant as Fe(001). The nominally
pure Ge spacers start to grow epitaxially on Si with an
in-plane cubic structure and a lattice parameter of about
2.9 A (up. = 2.87 A). For Ge thicknesses < 6 A we ob-
scrve LEED patterns for the Ge spacer, the top BL, and
the top Ie layer. Thus, we obtaiu epitaxial growth of the
whole structure.

Total spacer thicknass (A)
10 11 12 13 14 15 16
T T T T T T T T

T T T
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FIG. 2: Bilinear {J), red) and biquadratic {J2, green) cou-
pling constants versus nominal Ge thickness ¢ for a wedge-
type Fe(50 A)/Si/Ge()/Si/1%e(30 A) structure with 4 A-thick
Si BL. The blue, dashed line is an cxponential fit and yields
a decay length of abont 1.5 A, The upper abscissa gives the
total spacer thickness including the Si Bl.. The inset shows
the ratio Ji/Ja versus L.
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FIG. 3: Fxperimental (red) and fitted {green} MOKE hystere-
sis loop of a sample with an ¥ = 6 Si-Ge-multilayer spacer:
Fe(50 A)/Si/Ge/Si/Ce/Si/Ge/lie(30 A). All Si and Ge layers
are 2 A thick. Arrows indicale the magnetization alignment
obtained from the fitling. Inset: Hysteresis loop of a wedge-
type Fe(30 A)/Si/Ge(t)/Si/Fe(30 A} sample at ¢ = 2.5 A,

I'igure 2 shows the dependence of J; and Jp on the
thickness of the Ge spacar £ for a sample with two BL.
J1 quickly drops with ¢ and can be described by an ex-
ponential decay with a decay length of about £, = 1.5 A
(hlue, dashed line in Fig. 2). |Jz| is smaller than |Jy| only
for ¢ < 3 A. However, the biquadratic coupling is dom-
inating for all Ge thicknesses because |J)| < 2|J2| (see
insct of Fig. 2), and the layor magnetizations are canted
in the remanent state, cven for simallest ¢. The decay of
Jy is very similar to the case of nominally pure Si-wedges
{t,=1.7 A), whereas the J; heliavior is opposite to the
Si case [1]: the Ji/Ja ratio decreascs for Ge-wedges, but
it increases for Si-wedges. The similar behavior of the
bilinear coupling indicates its intrinsic origin. The likely
reason for the observed strong biquadralic coupling is the
competition hetween bilinear coupling and FM coupling
due to magnetic bridges [6]. The onset of SK hillock
growth at Ce thicknesses t > 6 A reduces the efficiency
of the FM bridge annibilation upon further Ge deposi-
tion. Note that the vanishing of J; and the prevalence of
Jo coincicle with the disappearance of the LEED spots.

In a next step we preparc samples of the form
Fe/Si/Ge. .. /Fe with N alternating St and Ge sublay-
ers as spacers. e observe LEEID patterns similar in
quality to Fig. 1, even for larger spacer thicknesses than
for the Ge-wedge. Figure 3 depicts as an example the
MOKE hysteresis loop of a sample with N = 6. The
green line is a f{it yielding J, and J; as indicated. Jp is
dominating (|1| > 2|/}, aud thus the liysteresis loop
exhibits a plateau for |H| < 30 wmT due to perfect an-
tiparallel alignment (arrows in Fig. 3). The step at 77 =0
arises from the different Fe thicknesses. Such a plateau
is not obscrved for the samples with Ge embedded he-
twecn BIL (inset of Fig. 3). Fig. 4 shows the dependence
of the coupling constants on N. The coupling is FM for
smallest spacer thicknesses (N < 4) and becomes due
to FM bridges prevailing 90°-coupling for N = 4, where
Jo = 6J;. For N =5, J; and J2 are comparable. The
increase of J; from N = 4 to 6 and the simultaneous
steep decrease of Jy 1s due to the transition from FM
coupling first to competing FM and antiferromagnetic
interactions giving rise to 90°-coupling |6] and lurther to
dominant AFC for N = 6 to 8. Finally, for N = 9 AFC
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FIG. 4: Bilinear (J1, red) and biquadratic (J2, green) cou-
pling constants versus the number N of 2 A-thick Si and Ge
sublayers in the multilayer spacer for structures of the form
Fe(50 A)/Si/Ge. .. /le(30 A). The upper abscissa gives the
total spacer Lhickness in A. The inset shows the ratio Ji/J2
versus f.

is negligible, and both I"M layers are aligned parallel to
the field H. The maximun of |J)| of about 0.3 mJ/m?
is reached for N = 6 corresponding to a total spacer
thickness of 12 A. Taking for the Ge-wedge saniples the
thickness of the BL into account, a total spacer thick-
ness of 12 A corresponds to t = 4 A. Thus, J; across
Si-Ge-mmltilayers is comparable to that across embedcled
Ge-wedges of shmilar total thickness (Fig. 2). The bi-
linear coupling extends to about the same total spacer
thicknesses: 16 A (N = 8} for the multilayer spacers and
15 A (¢ = 7 A) for the embedded Ge-wedges (Fig. 2).
However, the evolution of J; is completely different: for
multilayer spacers it is very strong for small NV duc to
strong intermixing, but drops rapidly and becomes sec-
ondary for larger N. This dilferent behavior is best recog-
nized by cowparing the dependence of the J, /J; ratios in
the iusets of Figs. 2 and 4. We relate these observations
to the well-established mechanism of strain stabilization
in 8i/Ge multilayers |7] that shifts the transition to the
SK hillock growth to larger thicknesses, as indicated by
our LEED data. Thus, the multilayer spacers show -
proved growth compared to the Ge-wedge samples, once
they are thick enough (N > 5) to sufficiently suppress
the formation of FM bridges.

Our results indicate that rclatively strong AFC is a
common feature of well-ordered, epitaxial spacer layers
consisting of semiconducting clements,
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Enhanced exchange bias in ferromagnet/antiferromagnet multilayers

A. Paul, D. E. Bingler, and P. Grimberg
Institute “Idectronic Properties”

We study a series of NiFe(10.0 nm)/ [TrzeMnge (6.0 mn}/CosoFeza(3.0 nm)]a multilayers with dif-
ferent numbers A of bilayers grown by de imagnetron sputteving. After field-cooling, SQUID and
MOKIE measwrements show a sizable increase of the exchange bias field with N. X-ray spccular
and dilfuse scattering data reveal no significant variation of the lateral correlation length and culy
a weak dependence of the vertical rws interface roughness on N. Atomic and magnetic foree mi-
croscopy, however, show a strong reduction of the grain size accompanied by distinet changes of
the magnetic domain structure. We conclude that the enhancement of the exchange bias effect is
related to the shrinking of the domain size in the antiferromagnei ue to the structural evolution in

the multilayers.

Magnetic field sensors based on giant magnetoresis
tance (GNMR) in spin-valve structures [1] rely on the ex-
change bias effect [2] which is employed to fix the mag-
nctization direction of the ferromagnetic reference layer.
In spite of its widespread application, exchange bias is
not yet fully understood.

We study oxchange Dbias in [IragMngp(6.0 nm)/
Cogoleno(3.0 nm))y multilayers (MLs) with varying
number N of ferromagnet /antiferromagnet (FM/AF) bi-
layers preparced by de magnetron sputtering. We employ
a 10 nm-thick NiFe buffer layer grown on oxidized Si
wafers in order to improve the texture ol the MLs. All
specimens are first annealed at 533 K, i.c. above the Nécl
temperature Ty = 520 K of Irdn, for 60 minutes in Ar
gas and then cooled to room temperature (RT) in an ex-
ternal field of 130 Oc in order to induce the unidirectional
anisotropy.

The micrestructure and the layer quality are investi-
galed by low angle x-ray reflectivity (XRR) and x-ray
diffuse scattering (XDS) measurements [3] employing a
Bruker-axs D8 diffractometer with Cu-I{, radiation. We
mecasured in specular geometry with the angle of inci-
dence §; equal to the exit angle 8¢ as well as in off-specular

061 T ———
0.0 B
306 SETRL
£ o —
& 127N=2
= ] pp—y
E 0.0 .1"" H,, =500 0e
[&] 4 ]
£ a
£ 4.2 —————
% 30{N=10  m—-u-1
20l /7
0.0+ ¢ JEv—
_3_0. n'Q

3 -2 -1 0 1 2 3

Field (kOe)
FIG. 11 SQUID magnetization loops of SiOz/NiFe(10.0
nm)/[IrMa(6.0 mm) /CoFe(3.0 nm)] v MLs with different mnn-
bers of bilayers N, The relative contribution of the FM Nile
bufler decreascs and Teg increases with V.

geometry with an offset of Aw = 0.13° hetween ¢ dand
&, True specular reflectivity is obtained by subtract-
ing the off-specularly reflected intensity from the speeu-
lar oue. Diffuse scattering as a function of the in-plane
component of the momentum transfer vector is measured
by keeping the scattering angle 260 fixed and rocking the
specituen around & = fr. The difluse scattering neca-
surement provides information about the structure of
the interfaces in the film plane. Magnctization loops are
recorded by means of a superconducting quantum inter-
forence device (SQUID) as well as the magneto-optic Kerr
cffect (MOKIEE}, Atomic and magnetic foree microscopy
(AFM/MTM) measurements in tapping mode arve per-
formed with a multimode SPM from Digital Instriunents
using Co-based magnetic tips.

Figure 1 shows SQUID magnetization loops for differ-
ent V. There are always two liysteresis loops, one corve-
sponding to the magnetically soft NiFe bufler layer and
the other to the pinned CoFe layer(s) in the ML. The
relative contributions to the sample’s total moment con-
firm this assignment. The averaging over an increasing
number of Coke layers results in slanted loops for larger
N. The exchange bias field Hgp clearly increascs from
330 Oe for N = 1 to about 800 Oc for N = 10, and it
tends to satwrate [Fig. 3(c)]. This is even more evident
in the MOKT data, where thc limited penetration depth
of the laser light (aboul 20 nm) enhances the relative
weight of the topmost CoFe layers.
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FIG. 20 {a) Truc specular XRR and (b) XDS at 8, = 1.5°
of 810 /NiFe(10.0 mm)/{[1Mn(6.0 nm)/CeFe(3.0 nm}|x MLs:
The fits (open symbols) yield in {(a} ¢’s as indicated atd in
(1) no significant dependence of £ and h on N.
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FIG. §: (a) AFM and (b) MEFM micrographs of SiQs/NiFe(10.0 nm)/[IrMn{6.0 nm)/Coke(3.0 nm))a MLs. MFM images are
recorded al zero field afler saturating the specimens in the ficld-cooling direction. Note the different image sizes in {a}. (c)
Correlation of the dependences of the grain size and Hgp on N, Dashed lines arc guides to the eyes.

Figure 2{a) shows true specular reflectivity scans and
fits based on procedures desaribed in Refs. [4, 5], The
roughness of all IrvIn/CoFe interfaces is assumed to he
equal and is represented by a single fitling variable o,
and the individual layer thicknesses are fitting param-
cters. The top CoFe layer is expected to be oxidized,
and hence its electron density as well as i(s thickness
are separate fitting paramecters. We do not cousider any
intermixed layer due to the positive heat of mixing for
[t and Cole. The fits yield a rather weak increase of
o from 0.3 Lo 0.6 mn as N incrcases from 1 to 10. The
presence of Bragg peaks and total thickuess oscillations
(Kiessig fringes) in Lhe off-specular reflectivitics signifies
a high degree of vertical correlation from layer to layer
with a vertical correlation length larger than the total
ML thickness [6].

Rocking curves and their fits arve plotted in Iig. 2(D).
Several basic models for the roughness cross-correlation
within a ML have been reported in the literature and are
discussed in detail in Ref. [3]. We found the hest agree-
ment with the maodel of Holy and Baumbach [6]. It takes
into account that interfaces are formed successively from
lhe substrate to the surface and assumes complele cor-
relation. Each interface adds some slatistically indepen-
dent roughness, which is assumed to e completely trans-
ferred to all subsequent interfaces. Thus, roughness is ac-
cumulated, and o increases with A, The fitting parame-
ters are o, the fractal dimension /i, and the lateral corre-
lation length £. ['he vertical correlation length s is found
to be larger than the total ML thickness. We ohserve no
significant dependence of & and € on . Moreover, the
texture of the MLs as investigated by x-ray diffraction
is similar for all N. AFM images shown in Fig. 3(a),
however, reveal a strong variation of the grain size from
650 nm for N = 1 to 60 nm for ¥ = 10 [Fig. 3(c)].
Moreover, the MFM micrographs [Fig. 3(b)] indicale a
significant. change of the maguetic domain structure with
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N: The cxtended domains for N = 1 gradually form
structures of about 500 nm in diameter for N = 10.

We attribule the enhanced Hgp to the 10-fold shrink-
ing of the grain size, rather than to the smajl increase
of o by only 0.3 am. Due to the absence of long-range
dipolar interactions in an AF, domains are stabilized by
defects such as grain boundaries. Thus, the smaller grain
size at larger N gives rvise 1o smaller AF domains and,
thus, a higher density of uncompensated spins, which
are aligned during field-cooling aud then couple to the
M layer |7, 8]. The shrinking of the FM domains with
increasing N confirms a link between the grain size and
the mmaghetic ordering. However, we canmot directly cor-
relate AF domains with the observed FM domains as in
Refl. [9], becausc our samples are field-cooled. Never-
theless, it is likely that the domain state of the ALY also
changes with grain size, because grain boundaries are cn-
ergetically preferred sites [or AF domain walls.

In conclusion, the structural evolution in [FM/AF]y
MLs leads for increasing N to smaller grains and pre-
sumably smaller AT domains, which - as expected in the
framework of the domain state model [7] — significantly
enhance the exchange bias eflect.
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Structural and magneto-transport characterization of Co,Cr, Fe, , Al Heusler alloy
| filhins

A. D. Rata, 1. Braak, 1. E. Birgler, S. Cramm, and C. M. Schucider
Institute of Solid State Research, Klectronic Properties (1IF16) and
CNI - Center of Nanoelectronic Systems for Information Technology

Heusler alloys are predicted (o be half-metallic by fivst-principles theorelical calenlations, making
them interesting materials for future spintronic applications. Recent studics revealed for the full-
Heusler compound CoaCrosleg Al in the bulk a magnetoresistance of 30% and when used as
ferromagnetic electrode up to 16% tunneling magnetoresisiance (TMR). Here, we report on the

growth of CosCrpgFeasAl thin films by magnetron sputtering at room temperature.
ave characterized hy x-ray diffraction and SQUID magunetometry.

The fihns
Tunneling junctions with the

layer sequence CozCrogFeo.y Al/MgO/Cole yicld a TMR ratio of 37% al room temperature. Our
results are very cncouraging for further studies involving cpitaxial CoaCrpgFeoaAl electrodes in

combination with epitaxial MgO barriers.

The ecfficient injection of spin cwrents into non-
maguctic materials, which is a prerequisite for many fu-
ture spintronic concepts [1] to work, requires materials
with high spin polarization of the conduction clectrons.
Promising candidates are the so-called Heusler alloys [2].
Many Heusler compounds ave predicted to show half-
metallic properties from first-principles caleulations {3).
They are characterized by the presence of a band gap
ouly for onc spin direction and metallic propertics for the
other resulting in 100% spin polarization of the charge
carriers. However, there has not yet heen an experimen-
tal report on half-metallicity at room temperatwee (RT).

The Co-hased  full-Heusler  compounds  (e.g.,
Coglr,Tey_,Al, CooMnSi, and CoxMuGe) arc iuten-
sively investigated due to their high Curic temperatures
and the absence of empty lattice sites, which makes
them less susceptible for site disorder. Sitc disorder is
widely accepted to destroy the half-metallicity. Miwa
et al. [4] have predicted that for the CooCrAl Heusler
compound in the B2 structure site disorder between Cr
and Al is not so critical and allows for 84% spin polar-
ization. Dxperimentally, Black et al. [5] have reported
that CoaCrp gFeg Al bulk material in the ordered .2,
structure exhibits 30% magnetoresistance at RT in a
magnetic field of 1 kQOc. Shortly thereafter, Inomata
el al. |6] have found 16% tunneling magunetoresistance
{(TMR) at RT in structures containing CoaCrg.gFeg g Al
as ouc ferromagnetic electrode.

Here, we investigate the structure and wagnetic prop-
erties of CoaCrgelieg Al (CCFA) thin filins grown by
magnctron sputiering. First attempts to integrate these
filmns as electrodes in MR junetions yield up to 37%
TMR.

CCFA thin fibus with various thicknesses are grown
by magnetron sputtering on Si0g substrates. The base
pressurc in our chamber is below 1 x 1077 mbar and the
sputtering Ar pressure is varied between 1 x 1077 and
3 x 1073 wbar. CCFA is DC sputtered from a stoichio-
metric CosCryFei_ Al target with 2 = 0.6. The sput-
tering rate, measured with a quartz balance, is set to
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0.7 A/s. The tunneling barriers are RF sputtered from a
MgO target, and the SiOgz substrates are kept at RT. Af-
ter deposition, the Heusler films can be annealed in-silu
up to 600°C. The film stoichiometry is checked ex-situ Ly
secondary jons mass spectroscopy (SIMS). The composi-
tion of our fils is similar to the target composition. The
structure of the Heusler fihis is identified ex-situ by x-ray
diffraction (XRD). For the magnetic characterization, we
employ SQUID magnetometry.

Figure 1 shows a wide 8—26 XRD scan from a 100 mm-
thick CCIFA film. Despite the low deposition temperature
and the absence of any sced layer, which normally pro-
motes textured growth, clear diffraction peaks are identi-
fied. They indicate a polycrystalline structure of the filin.
ldeally, for the charactoristic L2 structure of a Heusler
compound, one should be able to distinguish besides the
fundamental reflections, e.g. (220}, two types of super-
lattice reflections, e.g. (111) and {200). Our CCFA films
grown on amorphous oxidized SiOsz substrates take the
so-called B2 (CsCl type) structure, where the absoice of
the (111) peak indicates complete disorder between Al
and (Cr, Fe) atoms, while the Co atoms occupy the cor-
rect sublattice. The same type of disordered structure

I (220) COFA (100nmySiO,

B, structure

Intensity (a.u.)

FIG. 1: 8 — 20 XIRD measurement of a 100 nm-thick CCFA
film deposited at RT" on SiG,.
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FIG. 2: Magncetic hysteresis curve measured by SQUID at RT
of an as-grown 100 nm-thick CCFA film. The inset shows the
temperature dependence of the saturation magnetization of
the same film aller annealing in vacuum at 500°C for 1 hour.
The Curie temperature is about 630 1.

has previously heen observed in CCFA filims by Inomata
et al. [0].

Our CCI'A Heusler ilms display a soft ferromagnetic
behavior as shown by the A—H loop in Fig. 2. The
coercive field is approximately 5 mT. OQur films are mag-
netically softer compared Lo the recently reported results
about CCFA films deposited on AlaOz substrates, which
have a coercive field of 10 m'T. The Curie temperature
of a as-grown filim is estimated to be about 540 K [rom
the extrapolation of the magnetization versus tempera-
ture curve. Alter anncaling in vacuum at 500°C for one
hour, the Curie temperature is increased to 630 K {inset
of Iig. 2). The total maguetic moment obtained from
the saturation magnetization at & K is 2.0 pp per for-
mula unit (fa.) for as-grown films and 2.4 jp/fu. after
annealing in vacuum. These values arve small compared
to the theoretical value 3.8 pp/fu. for ordered CCFA
with £2; structure [3]. On the other hand, our values
are comparable to the data reported from films grown at
elevated temperatwres [7]. Moreover, even the magnetic
moment mweaswred in bulk samples is smaller than the
calculated one [§].

Finally, we deposit TMR strauctures
with  the Tfollowing layer  sequence: Si0,/

CCFA(25 nm)/MgO(3 um)/CoFe(d nm)/TrMn(15 mmn}.
The completed stack is annealed in vacuum for 1 hour at
2507C. Although an IrdMn antiferromagnetl is employed
to pin the magnetization of the upper CoFe cleetrode,
the two ferromagnetic layers do not switch separately,
as observed in SQUID measurciments. We mention at
this point that no further treatment (annealing ahove
the Néel temperature of the antiferromagnet and feld
cooling) has been applied to this structure. Junctions
with areas from 3 x 3 up to 15 x 15 ;,11112 are patterned
for mapgnctotransport mecasurements by standard optical
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FIG. 3:  Magnetloresistance curve of a CCIFA(25 nm)/
MgO(3 mn}/Cole(5 nm)/Iedn(15 nm) structure deposited
on 5i0s and measured al. RT.

litl:ography.

In Fig. 3 we show the magnetoresistance curve mea-
sured at 1. The TMR ratio defined as TMR = (Rap —
Rp}/Rp, where Hap and Rp arc the resistances for
the antiparallel and parallel magnetization configura-
tions, respectively, reaches 37%. This value is among the
largest reported so far for TMR structures comprising a
ferromagnetic Heusler electrode.

Further investigations of the magnetotransport prop-
erties of TMR structures grown with optimized paran-
cters arc in progress. The main focus will be on using
guitable seed layers in order to achieve highly textured
or even epitaxial CCFA thin fitms. The combination of
epitaxial CCFA clectrodes with epitaxial MgO barriers
promises much higher TMR ratios and insight into the
half-metallic propertics al the interface.
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Single-crystalline Fe nanopillars for spin-transfer measurements

H. Dassow"?, R. Lehnderft™?, D. E. Biwvgler®, M. Bucluncier!'s?,
P. A. Griinberg’®, C. M. Schneider'?, and A. van der Hart??
'Institute of Solid Stale Research - Blectronic Properties (IFFG)

? Institute of Thin Films and Interfaces - Process Technology (ISG-PT)
SONT — Center of Nanoelectronic Systems for Information Technology

Current-induced magunetization switching {CIMS) due 1o spin-transfer torques is an advanced
switching concept for magnetic nanostructures in spintronic devices. Most previous studies employed
spultered, polycrystalline samples. Here, we report on the first measurements of CIMS in single-
crystalline Fe(14 nm)/Cr(0.9 nm)/Fe(10 um)/Ag(6 nm)/1%(2 mn) nanopillars. The central Fe layer
is coupled to the thick one by interlayer exchange coupling over the Cr spacer. Nanopillars with
diameter d =z 150 mm are prepared by optical and e-beam lithography. By applying a DC current at
small magnetic fields, we observe CIMS at both polarities of the current. We assign this behavior
to the opposite spin scattering asymmelries ol the Fe/Cr and le/Ag interfaces. At high magnetic
ficlds, a step-like resislance change most likely due to magnetic excitations is measured al positive
bias current. The critical current density is je 22 10% Afem?.

In a magnetic multilayer an electric current perpen-
dicular to the layers (CPP) gets spin polarized by the
ferromaguetic layers, leading to the giant magneto resis-
tance effect (GMR). Thus, spin currents sense the mag-
netization state of the maguetic system. Slonczewski [1]
and Berger 2] first predicted that these spin currents can
also directly influence the magnctizations without apply-
ing an external magnetic field. At low fields, the so-
called spin-transfer effect leads to eurrent-induced mag-
netic switching [3, 4] making it a promising effect for
an advanced switching concept [5]. At fields exceeding
the coercivity, the spin-transfer effect excites large angle
precessional motions of the magnetization and generates
microwave signals [6].

We deposit the magnetic multilayer with a standard
MBE system. A 150 nm-thick Ag{001) buffer layer
on a GaAs(001) substrate improves growth quality and
serves as a bottom lead for the resistance measuremaents.
The following layers are deposited at room tempervature:
Fe(14)/Cr(0.9)/Fe(10)/Ag(6)/Fe(2) [thicknesses in nm].
They all grow epitaxially with {001) orientation. The
two bottom layers [Fe(14) and Fe{10)] are coupled by
interlayor exchange coupling over the Cr interlayer. The
Fe(10) layer is therelore magnetically harder than the top
Fo(2) layer. In order to prevent sample oxidation we use
a 50 nm-thick Au capping layer, which alse protects the
layers in the subsequent etching steps,

I arder to measure the spin-torque cffects in the CPP-
geomelry we have developed a combined process of op-
tical and e-beam lithography. A sclieme of the junction
geometry is presented in Fig. 1(a). We use HSQ (Hydvo-
gen Silsesquioxane) as negative e-beam sensitive resist to
define small nanopillars and ion-beam etching (IBE) to
transfer the pattern to the sample [see Fig. 1{b)]. The
pillaris then planarized by spin-coating 11SQ and opened
by IBI% to have access to the top of the nanopillar. The
top electrode for the 4-point resistance measurcinents is
prepared by lift-off of 300 nn Au.
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FIG. 1: {a) Scheme of the junction geometry. The DC current.
is confined to a diameter of ¢ /& 150 nm by the nanopillar. The
voltage drop is measured across the piilar in 4-point geometry.
{b) SEM micrograph ol a nanopillar alter ion-beam etching
showing typical vedeposition effects at the edges.

150 mm

The DC voltage drop of a constant current I applicd
to the junction is measurcd, and by dividing witl: 7 we
calculate the absolute resistance K. The differential resis-
tance dU/dT is recorded with lock-on technique by mix-
ing a constant cwrent with a small modulated voltage
(m= 300 £tV and = 12 kHz).

The CPP magnetoresistance loop of a junction with-
out applying a DC bias current is shown in Fig. 2. The
solid blue {dashed green) line represents the data with
magnetic field along the casy (hard) axis of Fe(001).
The curves show a completely dilferent behavier for the
two directions, but are the same along the second pair
of easy and hard axes. Thus, the structure is still
single-crystalline and exhibits 4-fold magnctocryvstalline
in-plane anisotropy. The saturation field of the struc-
tured sample is 190 mT, which is more than twice the
value of the extended layers. Another difference is ob-
vious in the minor GMR loop (inset of Fig 2). Coming
from large positive magnetic ficld, the resistance drops
to a smaller value and jumps back to the high resistance
state at larger negative fields. On the way back, the resis-
tance stays at the maximum value. The drop on the first
half of the cycle does not occur in every measurement.

Thus, the patterning has changed the wnagnetic config-
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FIG. 2. Magnetoresistance loop with magunetic ficld parallel
1o an ecasy axis (blue solid) and a hard axis (green dashed).
Inset: Minor magnetoresistance loop. Only in the first half of
the leop {(+8 — —B) the resistance drops to a smaller value
corresponcling to a canted magnctization state. In the second
half the resistance siays at the maximum value,

uration by introducing dipolar stray ficlds over the cdges
of the nanomagnet, and we caunot separate the contribu-
tions of both suhsystems to the GMR. The dramatic in-
crease in the saturation field can also be cxplained by the
competition between the interlayer exchauge coupling,
external, and dipolar fields.

The overall GMR ratio defined as (Rap — Rp)/Rp =
2.6% @R and 5.6% @4 K, where Rap is the highest
resistance value in the antiparallel configuration and Rp
denotes tlie smallest resistance in the saturated state.

A DC current influences the resistance [t and, at some
eritical values, the magnetization state of the junciion
(sce Fig. 3). Positive current corresponds to aw eleclron
flow from the “free” Fe(2) to “fixed” Fe(10} layer. We ob-
scrve a parabolic background which is usually explained
by Joule beating of the junctivn. Ou top of that, we
measure field dependent resistance changes, which can
be attributed to spin-torque effects, For instance, at -
20 mT, the resistance drops at Ia? = +18.2 mA from a
high-resistive to an intermediate state. After reducing
the current again, the resistance juunps back to the large
value. But also at negative bias the resistance changes
at I = —12.1 mA from large to small resistance. With
an estimated junction diameter of d = 150 nim the corre
sponding critical current densities are j) = 1-10% A/em?
and j7 = —7- 107 Afem?.

The ocewrrence of juuups at both polaritics of the cu-
remt is at fivst glance surprising, but it can be explained
by taking iuto account that Fe/Cr and Fe/Ag interfaces
have spin scattering asymmetrics with opposite signs,
leading to inverted spin-transfer torques and, thus, in-
verse CIMS — sinilar to inverse GMR. [7, 8]. For I' < 0,
the torque induced by the Fe/Ag/Fo subsystem switches
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111G, 3: DC current loops with magnetic ficld paraliel (o an
casy axis. At high magnetic ficlds of -1166 mT a single step
occurs at positive bias currents. At sinaller magnetic felds
{-500 mT*} this step is less pronounced. At -20 m, we observe
hysterctic CIMS at hoth polarities of the current and rclate
it to the opposite spin scaltering asynunetrics of the Fe/Cr
and Fe/Ag inlerface, respectively.

the top Fe{2) layer, whereas for 7 > 0 the torque gener-
ated Ly the Fe/Cr/Fe subsystem remagnetizes the central
Ve{ 10} layer.

At large magnetic ficlds exceeding the saturation field,
the two thick bottom layers [le(ld) and e(10)] are
stronger stabilized by the Zeeman energy than the Fe(2)
layer, and therefore only one step-like resistance change
at I > 0 due to the maguctic excitation of T%e(2) is ob-
served under these conditions.

In summary, we have prepared single crystalline Fe
nanopillars by molecular beam cpitaxy and a combined
process of optical and e-heam lithography. After the
structuring process the magnetic properties change so
that the “free” Fe(2) layer is now coupled to the rest
of the system by dipolar stray felds. Under the influence
of a DC current we are able to measure distinct resis-
tance changes, which give clear evidence of spin-transfer
torque cffects, in particular hysteretic CIMS, at cirrent
densities je ~= 10% A/em?.
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Epitaxial growth and characterization of Fe thin films on wurtzite GaN(0001)

R. Meijers', R. Calarco', M. Buchmeiet?, D.E. BuerglerQ, N. Kaluza', H. Hardtdegen',

M.v.d. Ahe’, HL. Bay', H. Lucth’
Unstitnte of Thin Films and Interfaces (ISG1) and cni - Center of Nanoelectronic Systems for Information
Technology, Research Centre Juelich, 52425 Juelich, Germany
Instintte of Solid State Research (IFF) and cni - Center of Nanoelectronic Systems for Information
Technology, Research Centre Juelich, 52425 Juelich, Germany

Fe filins of different thicknesses were deposited on wurtzite GaN{0001) layers by electron beam evaporation.
They were studied by a number of characterization techniques such as low-energy electron diffraction
(LEED), X-ray diffraction {XRD), atomic force microscopy (AFM), and ferromagnetic resonance (FMR). De-
spite the large Hatlice mismatch between Fe and wurtzite GaN a clear epitaxial relation was determined. Three
distinet Fe domain oricntations were found rotated by 120° relative to each other. Due to the formation of

crystalline domains a hexagonal in-plane magnetic anisotropy was observed.

In recent years physical processes governing spin-
dependent phenomena in semiconductors have been studied
intensively, in particular with the aim of quantum informa-
tion processing. An essential ingredient is the achievement
of an efficient injection of a spin-polarized current from a
ferromagnet (FM) into a semiconductor (SC). Advanta-
geous is a good crystalline quality of the FM and an abrupt
interface FM/SC. Spin injection efficiencies up to 5% have
been achieved at room temperature for Fe layers grown
epitaxially on GaAs [1]. Another interesting heterostructure
might be Fe/GaN, because recent theoretical calculations
predict a long spin relaxation lifetime in pure GaN, about
three orders of magnitude longer than in GaAs [2]. Spin
coherence lifetimes of 20 ns at T = 5K were observed ex-
perimentally in bulk GaN [3], despite dislocation densities
of ~5x10° cm®, Although Fe has a cubic symmetry in con-
trast to the hexagonal wurtzite structure of GaN it could
still be an interesting heterostructure, because Fe layers
grown on other hexagonal surfaces showed good ferromag-
netic properties.

We deposited a series of Fe layers with different thick-
nesses in ultra high vacuum on (0001) GaN layers grown
by metal organic vapour-phase epitaxy. Details of the
growth conditions are discussed in {4]. The crystalline
structure and a possible epitaxial relation to the GaN sub-
strate of the Fe layers was determined by low ecnergy elec-
tron diffraction (LEED) and x-ray diffraction {(XRD).

0-20 scans revealed only peaks corresponding to a (110)
bee Fe surface and thus we conclude that the Fe layers grow
epitaxially with (110} planes parallel to the (0001} GaN
surface. However, the relative orientation of the (110) Fe
plane to the (0001) GaN plane can not be determined from
these measurements so there is still a rotational degree of
freedom around the (0001) surface normal.

To investigate the cpitaxial relation between both layers
LEED images and pole figures measured by XRD were
studied and compared with theoretical images from simula-
tions. Examples of the experimental data are shown in Fig.|
a,b.

(@)

(b) e

Figure 1 (a) Photograph of complex LEED pattern of a 70
nm Fe layer deposited on GaN(Q001) taken with an electron
beam energy of E = 81:5 ¢V after annealing at 500 °C for 60
min. (b} Measured pole figure for a 70 nm Fe(110) /
GaN(0001) / Al,O3(0001) structure,

Theoretical calculations for cubic layers on hexagonal ones
suggest two preferred orientations between both layers,
which are the so-called Nishiyama-Wassermann (NW) and
Kurdjumov-Sachs (KS) orientations. Taking into account
the hexagonal symmetry of one of the layers, three distinct
orientations are actually equivalent under a symmetry op-
cration, due the equivatence of the three hexagon diagonals,
and are thus equally likely. Therefore one would expect to
find three different domain types in the grown layers, which
is indeed observed experimentally. The groups of points in
Fig.1 a,b already indicated this. The experimental results in
these figures fit perfectly to simulations for three equivalent
NW domains rotated by 120° relative to each other.
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Figure 2 AFM image showing the surface morphology of a
70mn Fe layer deposited at room temperature. For thicker
layers at higher growtl rate, the island-like structureThe ar-
rows indicate the different orientation of the islands.

The three domain types can also be observed in some AFM
images, depending on the growth parameters of the layer.
As indicated by the arrows in Fig.2 islands are present
which seem to have a certain preferential direction and the
refative angle between them is again 120°. The formation of
islands is to be cxpected for the relatively large lattice mis-
match between Fe(110) and GaN(0001), but the average
roughness of a single island is below 0.5 nm as determined
by a cross-section of the AFM image in Fig.2.

Magnetic propertics of thin Fe layers varying in
thickness between 5 and 50 nim were investigated with the
magneto optic Kerr effect (MOKE) and FMR. The MOKE
experiments, at RT, show a thickness-dependent easy axis
cocrcive field between [ mT (5 nm) and 2 mT (40 nm). To
investigate the magnetic anisotropy, the angle dependence
of the FMR signal was measured with a cylindrical resona-
tor with the magnetic field applied in-plane. The resulting
diagram for a 20 nm Fe Jayer is shown in Fig.3 where the
colour coding indicates the reflected microwave-radiation.
The graph clearly shows a hexagonal anisotropy in conirast
to a cubic one for bulk Fe, i.c. the easy axes are 60° apart
from each other and the same holds for the hard axes. This
can be explained by the formalion of three types of crystal-
line Fe domains rotated by 120° relalive to each other as
described above; so these magnetic measureiients support
our struclural results. By comparing the FMR spectrum
with XRD mcasurements, we conclude that the easy axis is
parallel to a [001]Fe axis, which is also the case in bulk -
Fc. The hexagonal anisotropy with a strength of 8mT (cf.
Fe{001)/Ag: ~55 mT) is independent of the layer thickness
and surprisingly large, since for hexagonal symmelry the
first-order cubic anisotrepy contributions should cancel owt
and second-order terms are expected to be much smaller.
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We conclude that despite the formation of differently
oricnted crystalline domains, the Fe layers show good fer-
romagnetic properties, which are the topic of a forthcoming

paper [5].

figld (mT}

100 120 140 160 180

50 80
sample angle (deg)

Figure 3 Angle-dependence of FMR signal of a 20 nm Fe
layer measured at RT with the field applied in-plane. Micro-
waves with a frequency of 4.37GHz were used. The reflected
microwave intensity (colour code) is plotted against the ap-
plied magnetic field (y-axis) and the angle between the mag-
netic field and the sample{ x-axis). The easy axes {e.a.) as
well as the hard axes (h.a.) arc marked by while arows.

In summary, bee Fe(l10) filims were grown epitaxially on
wurtzite GaN(0001). Due to the hexagonal symmetry of the
GaN(0001}) surface, the formation of three crystalline do-
main orientations was observed. The epitaxial relation was
determined to be of the WNishiyama-Wassermann type.
Despite the formation of crystalline domains, the layers
show ferromagnetism at RT and an effective hexagonal in-
plane magnctic anisotropy as a result of the three crystalline
domain types in confrast (o the cubic anisotropy expected
for bulk bece Fe.

Further investigations into the behaviour of Fe on
AlGa, (N and In,Ga N for 0<x<l as well as the determi-
nation of the Schottky barrier between Fe and the respective
nitride substrate are planned.
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Is (Ga,Mn)N ferromagnetic?

K. Sato"?, H, Katayama-Yoshida®, W. Schweika® and I H. Dederichs!
VIFE-Theorie 1H; 2 University of Osaka, Japan; * [FF-Streumethoden

The magnetic properties and the Curic temperatures of dilute magnetic semiconductors (DMS)
are calculated from f{irst-principles by mapping ab initio results on a Heisenberg model. Basically
two classes of DMS are found. The first class includes systems like (Ga, Mn)Sbh and (Ga, Mn}As,
where the Mn d-states are nearly localised. Here the ferromagnetism is induced by p — d exchange,
baing relatively weak, but long ranged. The second class consists of systems like (Ga, Mn)N and
(Zn, Cr)Te, where the impurity d-levels lie in the gap, exhibiting impurity bands for sufficiently
large concentrations. Here the ferromagnetism is induced by double exchange within the impurity
band, leading to strong, but short-ranged exchange interactions. In such dilute systems magnetic
percolation is difficult to achieve, so that, in particutar in (Ga, Mn)N, the Curie temperatures are

very small.

Ditute magnetic semiconductors {DMSs), such as (In,
Mn)As and (Ga, Mu)As have been well investigated as
hopeful materials for spintronics. Curie temperatures
(Tc's) of these DMSs are well established and some pro-
totypes of spintronics devices have been produced based
on these DMSs. The magnetism in these DMSs have
been theoretically investigated and it is known that the
ferromagnetism in these systems as well as in (Ga, Mn)Sh
can be well described by Zener’s p-d exchange interaction,
due to the fact that the majority d-states lies energeti-
cally in the lower part of the valence hand.

While these p-d exchange systems, in which the ma-
jority d-states of Mn impurities are practically localized,
are well understoad, there exist an even larger class of
systems where the d-levels lie in the gap exhibiting himpu-
rity bands for sufficiently large concentrations. To these
impurity band systems belong {Ga, Mn)N, (Ga, Cr)N,
(Ga, Cr)As, (Zn, Cr)Te, {Zn, Cr}Sc and many others as
shown by fArst-principles calculations. Most of these sys-
tems are controversially discussed in the literature. This
concerns in especialty (Ga, Mn)N, which according to
predictions by Dietl based on the p— d model is a candi-
date for high temperature ferromagnetism. However the
experimentally reported Curie temperatures scatter be-
tween 20-940 K and even spin-glass behaviour has been
observed,

In this paper, we will show that a general obstacle for
ferromagnetism exists in these dilute systems, in partic-
ular in (Ga, Mu)N [1]. Due to the large band gap the
wave function of the impurity state in the gap is well lo-
calized, leading to a strong, but short ranged exchange
interaction, being dominated by the nearest neighbors.
Therefore, for low concentrations, the percolation of a
ferromagnetic cluster through the whole crystal cannot
bhe achicved, so that a ferromagnetic alignment of the
impurity moments cannot occur. Thus a paramagnetic
or digordered, spin-glass like, state is observed, in partic-
ular for low concentrations.

The electronic structure of DMS is calculated based
on the local density approximation (LDA) by using the
Korringa-Kohn-Rostoker (KKR) method. 'We focus on
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(Ga, Mun)N and (C(a, Mn)As as typical examples for the
double exchange and the p-d exchange systems, respec-
tively. In these systems, Mn impurities distribute ran-
domly on Ga sites in the host semiconductor being de-
scribed as (Gay_q, Mn.)X, where ¢ is the Mn concentra-
tion and X refers to N or As. To describe the substi-
tutional disovder, we use the coherent potential approx-
imation (CPA). While the CPA describes the electronic
structure in the mean field approximation, we go beyond
this approximation and explicitly calculate the exchange
interaction J;; between two impurities at sites 1 and j,
which arc embedded in the ferromagnetic CPA medium,
For the evaluation of Ji; we use the frozen potential ap-
proximation and apply a formula by Liechtenstein et al.
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FIG. 1. Calenlated exchange interaction Jjj in (a} (Ga,
Mn)N and (b) (Ga, Mn)As as a funclion of distance.
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According to this formula, the total energy change due
to infinitesimal rotations of tlfe two magnetic moments at
site 1 and j is calculated using the magnetic force theorem,
and the total energy change is mapped on the (classical)
Heisenberg model H = —X.;J;€i€j, where € is a unit
vector parallel to the magunetic moment at site i, thus
resulting in the effective exchange coupling constant Jj;.

Figure 1 shows the calculated exchange interactions Jj;
in (Ga, Mn)N and (Ga, Mn}As. As shown in the fig. 1-
(a), in (Ga, Mn)N the interaction strength is strong, but
the interaction range is short, so that the exchange cou-
pling between nearcst neighbors dominates. For exam-
ple, the nearest neighbor interaction Jg) in 1% Mn-doped
GaN is about 13.5 mRy, while the other interactions arc
almost 2 orders of magnitude smaller than Jo; except
for Jyy. Therefore, in this case the very large mean field
vatue of Te is mostly determined by Jor.
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FIG. 2. Curie temperatures of (a) (Ga, Mn)N and {(b) (Ga,
Mn)As calculated by the mean field approximation {MIA,
solid lines) and by Monte Carlo simwulations (MCS, filled
squares). Interactions up to 15 sheils are included.

The interaction arises from the double exchange mech-
anism between the impurity gap states. Since these are
exponentially localised, the interaction is shorf ranged
being dominated by the nearest neighbours. In contrast
to (Ga, Mn)N, the interaction is long ranged in (Ga,
Mn)As, in particular at small concentrations, as is shown
in Fig. L{h). Here the p—d exchange mechanism is domi-
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naut, as shown in Ref. 2. In fact, the interaction extends
further then 3-4 lattice constants and is mediated by the
extended hole state. Only at higher concentrations the
interadtion range is reduced by screening.

The Curie {emperatures T, are firstly calculated in
the mean field approximation, leading to kgTMF4 =
%c Y i_p Joi, where kp is the Boltzmann constant. Al-
ready at small concentrations ¢, this leads to very high
Curie temperatures, especially for (Ga, Mn)N. These
high values are dominated in the sun overall neighbours i
by the strong interaction of the nearest neighbours. Un-
fortunately the calculated trend is wrong. The reason
for this is that at small concentrations the strong nearest
neighbour interaction becomes ineffective, since the small
concentrations do not allow a cluster of nearest neigh-
bours to percolate through the whole system. In fact, for
the considered fec sublattice the percolation threshold
for nn interaction is 20 %, so that below this threshold
ferromagnetism can only exist if the longer ranged inter-
actions are sufficiently strong.

For these reasons we have caleulated the Curie tem-
peratures numerically exact by Monte Carlo simulations
using the cumulant crossing method of Binder. Three dif-
ferent cell sizes are used and the results are averaged over
30 random configurations of Mn atoms. TFor (Ga, Mn)N
the resulting Curic temperatures are for small concen-
trations reduced by one to two orders of magnitudes and
even for 5, 10 or 15 % Mn the Curie temperatures are
far below room temperature. In contrast to this, for (Ga,
Mn)As the reductions are due to the longer ranged inter-
actions not so large, but still significant. In fact, here the
caleulated Te-values are in good agreement with recent
measurements for thin films of (Ga, Mn)As, being free of
Mu interstitials.

Thus we have shown that in the usual concentration
range below [0 % strong ferromagnetism cannot occur
in (Ga, Mn)N. Due to the large band gap of GaN the
Mn-Mn interaction is short ranged which due to percola-
tion problems strongly reduces the Curie temperatures.
Higher Curie temperatures naturally require larger impu-
rity concentrations. This is achievable in II-VI semicon-
ductor, e.g. in Zn;_.Cr.Te. Here our calculations yield
for 20 % Cr a Curle temperature of 300 K |3], being in
good agreement with experiments by Ando et al. [4].

[1] K. Sato et al,, Phys, Rev. BT0, 201202(R) (2004).

[2] K. Sato et al., Physica B340-342, 863 (2003).

[3] T. Fukushima et al., Jap. J. Appl. Phys. 43, L1416 (2004).
[4] 1. Saito et al., Phys. Rev. Lett. 80, 207202 (2003).
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Meandering of the grain boundary in high-T, bicrystal Josephson junctions
M. L. Faley, C. L. Jia, L. Houben, D. Mcertens, U. Poppe and K. Urban
Josephson and Classical Detection of Terahertz Radiation Using [100]-Tilt YBayCu;0;. Bicrystal

Junctions.
Y.Y. Divin, D.A. Tkachev, V.V. Paviovskii, M. Liatti, U, Poppe, V. N.Gubankov, K. Urban

Applications of a High Temperature Superconductor SQUID Microscope with soft-magnetic

Flux Guide
U. Poppe, M. 1. Faley, R. R. Gareev, M. Weides, E. Zimmermann, W. Glaas, K. Urban

209




IFF Scientific Report 2004/2005

Meandering of the grain boundary in high-T. bicrystal Josephson junctions

M. L. Faley, C. L. Jia, L. Houben, D, Meertens, U. Poppe and K. Urban
Institut fiir Festkdrperforschung, Forschungszentrum Jillich GmbH, Jiilich, Germany

We have produced submicrometer wide bicrystal Josephson junctions on the basis of YBa,Cu;05.5 (YBCO)
films and investigated their microstructure and superconducting properties. A 300 nm thick homoepitaxial
buffer layer of StTiO; on the SrTi0; bicrystal substrates has heiped to improve the quality and reproducibility
of the junctions. The observed spread of the angles of the deviation of the GB in the film from the direction of
the GB in the substrate on the slot- and olher defect-frec parts of the GB was below 10° Due to the d-wave
symmelry ol the order parameter in YBCO the reduction of the curvature of the GB leads to an improvement
of the homogeneity of the current flow and a doubling of the critical cwrrent 1. of the junction. The observed
IR, product of symmetric 20° bicrystal junctions was ~ 400 pV at 77.4 K and ~ 1 mV at 63 K. Integration of
such junctions in SQUIDs with a squarc 16-mun multilayer flux transformer has allowed, for the first time, to
reach a ficld resolution for the high-T, magnetometers of ~ 3.5 fTAHz a1 77.4 K [1].

For the applications of sensitive THz detectors and low
noise superconducting quantum interference devices
(SQUIDs) it is important to have the highest possible values
of the characteristic voltages . = IR, of the Josephson
Junctions. Low noise SQUIDs serve, e.g., as a preamplifier
in the signal multiplexer for the bolometer arrays uscd for
radioastronomy at THz frequencies [2]. The use of the
[100] tilted high-T, bicrystal junctions (see, e.g., [3] and
references therein) is problematic for SQUIDs because
tilted at angles above 5° YBa,Cu;07., (YBCO) films dem-
onstrate a reduced critical cwrrent density (see, e.g., [4]),
whicl can lead to an increased magnetic flux motion and
noise tn the SQUID applications of such junctions. In this
work we report on a possible way to improve reproducibil-
ity and ¥, of bicrystal Joscphson junctions with in-plane
misorientation.

voids and
nanoc-contaminations

neno-s¢ratches

bicrystal substiate SrTiO3 (100)

Figure 1 Schematic view of the bicrystal S1TiOy (100)
substrate with a SrTi0; (100) buffer layer and a YBCQ film.

One of the main obstacles limiting the reproducibility of
the bicrystal junctions is the quality of the bicrystal grain
boundary (GB) in the substrates. Voids are often present in
the GB and prevent electrical contact between the clec-
trodes in some parts of the GB in the superconducting film.
To reduce the number of these and other defects in the GB
and on other parts of the bicrystal substrate we have depos-
ited a SrTi0; buffer layer ~ 300 nm thick prior to the depo-

sition of the YBCO film (sce Fig.1). The films were depos-
ited by sputiering at 2 mbar (SrTiO5) or 3.3 mbar (YBCO)
in 99.999% pure oxygen. HRTEM and AFM studies have
shown that the microstructure of the SrTiO; films is better
compared to the microstructural propertics of the pristine
substrates. This buffer layer has covered the nanometer size
defccts on the GB and led to a significant reduction of me-
andering and density of slots in the GB of the YBCO film
(sec Fig.2).

Fignre 2 HRSEM images of a bicrystal GB in a YRCO
film: (a) GB with a slot and (b) GB without slots.

A significant effect on the superconducting current den-
sity can be expected from the local deviations of the GB
from a symmetric one, because this can lead (o a more than
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one order of magnitude change ia the critical current den-
sity J,, normal state resistance R,, and characteristic voltage
I, of the bicrystal Josephson junction duc to the d-wave
symietry of the order parameter in YBCO and the anisot-
ropy of the tunnelling matrix clements [5]. For the symmet-
ric GB the local critical Josephson current density can be
described by the Sigrist-Rise expression [6]:

Jo ~ B{n)h{ng) = [sin*a+p)-cos’(u+P)][sin’(c-B)-cos (a-B)]
= (cosdutcosdB)/2 . (D

where 2¢ is the in-planc misorientation angle in the bicrys-
tal substrate and [ is the local angle between GBs in the
YBCO filin and in the substrate. [n defect-free parts of the
(GB like one shown in the Fig.2b the spreads of the angle
is below 10° According to the expression (1) this should
lead to an improvement of the homogencily of the current
flow and a doubling of the total ¢ritical current 7. of the
Jjunction (sec Fig.3).
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Figure 3 Local critical current density J, vs angle 2 of de-
viation from symmetrical GB for 24" bicrystal Josephson
junction estimated (ved line) according to the expression (1)
and average values of J. for large-angle (a) and 10° (b)
spreads of 4.

The junctions were integrated in SQUID magnctometers
and gradiometers with multilayer flux transforimers similar
to ones deseribed in [7]. The magnetometers were vacuum-
tight encapsulated and surrounded by a grounded conduc-
tive non-magnetic microwave absorber. Low-pass filters (t
~ | ys) were installed on the electrical inputs for the heater
and the modulation-feedback coil. The estimated Nyquist
noise of the microwave absorber was ~ | fT/NHz and the
cut-off frequency was ~ [0 GHz at 77.4 K,

The SQUID magnetometers wilh a square 16-nim multi-
layer flux transformer (OB/6D ~ 0.5 nT/dy) have, for the
first time, reached a field resolution of ~ 3.5 fT/VHz at the
white noise frequencies above 10 Hz and ~ 7 fT/VHz at
| Hz and operation temperature 77.4 K (see Fig.4). The
measurements of the intrinsic noise of the magnctometers
were performed inside a 3-layer p-metal shield and a
YBCO superconducting shield.
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Figure 4 Spectral density of field noise of a de-SQUID
magnetometer with the described Josephson junctions and a
16-nun multilayer flux transformer.

The SQUIDs with a gradiometric flux transformer (basc
length L ~ 10 mm) have achieved gradient resolutions
~ 15 [T/emVHz at  frequencies above 10Hz and
~ 30 fT/emVYHz at 1 Hz and an operation temperature of
77.4 K. A decreasc of the operation temperature down to
the melting nitrogen temperature ~ 63 K has sometimes
resulted in aboul 2 times increasc of the SQUID voltage
modulation and some [urther reduction of the noise.

Thus the medifications of the Josephson junction tech-
nology has helped to improve the resolution of the high-T,
SQUID sensors al 77.4 K operation lemperature to the
typical resolution of the commercially available low-T,
SQUID sensors operating at 4.2 K. The performed integra-
tion of the modified junctions in the DC-SQUID magne-
tometers has demonstrated the effects of the changes in the
Jjunction technology.
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Josephson and Classical Detection of Terahertz Radiation Using [100]-Tilt
YBa;Cu;07., Bicrystal Junctions.

Y.Y. Divin', D.A. Tkachev', V.V. Pavlovskii?, M. Liatti"?, U. Poppe', V. N.Gubankov?, K. Urban'

{CNI-Center of Nanoelectronic Systems for Information Technology and Institute of Solid State Research, Re-
search Center Juelich, Juelich, Germany
*Institue af Radio Engieering and Electronics of Russian Academy of Sciences, Moscow 101999, Russia

Detection of Tliz radiation by [100]-tilt YBa,Cw;O,., bicrystal junctions with high IR, product has been
studied. For low-resistance junctions, Josephson frequency-selective detection was found up to a frequency of
5.3 THz, which is above the optical phonon frequency (fy = 4.6 THz) in YBa,Cu;04.. For high-resistance
junctions, classical broadband detection was observed up to 0.4 THz. It is shown by computer simulations that
a broadband detector, based on optimized [100]-tilt Josephson junctions with R, =100 Ohm, might rcach the
values of noise equivalent power NEP <2- 10°"* W/Hz"? up to 2 THz. Low-resistance [100}-tilt junctions are
suggested for applications in THz Hilbert spectroscopy and high-resistance junctions — in THz imaging.

A spectral range of the ac Josephson effect and, corre-
spondingly, a frequency-selective detection mechanism in
[001])-tilt high-T, bicrystal junctions were found fo scale
with characteristic voltages IR, of the junctions [1,2]. Due
to an island growth of the c-axis high-7. thin films, the
[001]-tilt junctions demonstrate a faceted meandering of
high-7, bicrystal boundary around a substrate boundary,
inhomogeneous current fransport and low characteristic
voltages IR, Recently, the [100]-tilt high-7. Josephson
bicrystal junctions with a three-fold increase of the 7.R,—
values have been reported [3] and the spectral range of the
ac Josephson effect might be extended to higher frequen-
cies. Here, we report on the detection of THz radiation by
[100}-tilt high-T, bicrystal Josephson junctions.

The IV curves of a lpm-wide 2x14° {100]-tilt
YBayCu;0;.; bicrystal junction at temperatures from 7 to
75K are shown in Fig. 1, being in good agreement with the
RSJ model in the temperature range of 45-75 K [4].

The inset shows an AFM image, indicating that meandering
of the YBayCuyO;., grain boundary is less than 20 nm.

The nommalized response curves AIfF)/AI. of low-
resistance [100]-tilt YBa,Cuy05,, Josephson junction to
THz laser radiation are shown in Fig, 2. The curves demon-
strate odd-syminetric resonances at voltages ¥ = hiff2e, due
to a frequency pulling of Josephson oscillations by the THz
radiation. A high-frequency fall-down of the resonance
amplitudes  with  exponential  behaviour o  exp{-
(hf12e)*/R,Py) was observed for low-resistance junctions.
The P;—values of the order of 10° W obtained for [100]-tilt
junctions are close to those of the [001]-tilt junctions [2].
The amplitudes of the response curves were several times
higher than for [001]-tilt junctions with similar R,-values
[1], due to higher /R, -values. We succeeded in measure-
ments of a response to laser radiation with the frequency of
5.2 THz (inset in Fig.2), which is above the frequency of
the strongest optical phonon (4.6 THz) in YBa,CusO74.
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Figure 1 Cutrent-voitage characteristics of a Ipum-wide
2x14° [100]-tilt YBa,Cu,y07., bicrystal junction at tempera-
tures from 7 to 75K. Inset: AFM image of unpatterned [100]-
tilt YBa,Cu; Oy grain boundary.

Vollage (inV)

TFigure 2 Normalized responses A/(#)/A1, of iow-resistance
[100]-tilt YBa;Cuy0;., Josephson junctions to THz radiation.
Main graph :R, =6 Q, /R, =4.8mV, T=30 K. Inset; R, =1
Q IR, =6mV, T=10K.
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Figure 3 Voltage responses AF(F) of a high-resistance
[100]-tilt ¥Ba,Cuy0,., Josephson junction to THz radiation
and differential resistance Ry¥). I.R,=28mV, T=40K.

The low-frequency limit /; of the ac Josephson effect is
reached, when separate Josephson spectral Tines at f,
=n2eV/h with thermally-broadened linewidths df,.=n’8f;
start to overlap. We got a simple estimate of f =
(3801.5/2)"7 where &= 4n(2e/M)°kTR, and f,=2el R, /h [2].
At lower frequencies, the spectrum of Josephson oscilla-
tions is continuous, such that the detection process for low
frequencies up to f; will not be of frequency-selective type.
We have studied this type of detection in our high-resistive
[L0O]-tilted junctions with high [.R,- values. The experi-
mental results are presented in Fig. 3. The voltage responsc
curves A¥(17) of the [100]-tilt junction to radiation with
frequencies fup to 0.40 THz are practically frequency in-
dependent and proportional to the voltage dependence of
the second derivative & ¥/dl® of the I-¥ curve. This behav-
iour is an essential feature of classical detection. Only the
response curve measwed at 0.76 THz starts to follow the
Josephson frequency-selective mechanism. The estimated
Sfi-value was around 0.45 THz. This value might be in-
creased for optimised junctions.

We have performed a numerical simulation of radia-
tion detection by high-resistive Josephson junctions with
high ILR,-values, using the RSJ model. The voltage re-
sponse AV, the impedance Z(n) and the noise voltage were
calculated from solutions of the Fokker-Plank equation for
the Fourier-coefficients of the probability distribution of the
Josephson phase and, from this, the responsivity # and
noise-equivalent power NEP were derived. Results of a
computer simulation for NEP are shown in Fig. 4. The
parameters of Josephson detector are close to those of our
best [100]-tilt junctions. It follows from Fig. 5, that this
Josephson detector, when biased at a voltage ¥ = 0.3 mV,
might have values of NEP better than 2-10"* W/Hz'? in the
frequency range from 0 to 1.8 THz. The estimated value of
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Figurc 4 Noise-equlivalent power NEP of Josephson de-
tector vs. frequency and voltage. R,= 100 Q, I.R, = 4.4 mV,
T=40K.

Jiyis around 0.9 THz for this case, Indeed, numerical simula-

tions gave us more optimistic values of the spectral range of
broadband detection by Josephson junctiens This classical
THz Josephson detector requires a working temperature of
30-40 K, which can be easily realized by cryocoolers.

The [100]-tilt YBa,Cu;0y bicrystal Josephson junc-
tions show excellent perspectives for applications in tera-
hertz Hilbert spectroscopy, where optimized low-resistance
Junctions with high 7 .R, will improve signal/noise ratio, and
in terahertz imaging for medical and security screening,
where high-resistance junctions will significantly increase
the spectral bandwidth of classical detection [5,6].
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Applications of a high temperature superconductor
SQUID microscope with soft-magnetic flux guide

u. Poppe', M. L. Faley', R. R. Garcev', M. Weides', E. Zimmermann®, W, Glaas?, K. Urban’
'Distitute of Solid State Reseacrh, ZZeﬂl."a!.’frborﬁh' Elekironik
and CNI — Center of Nanoelectronic System jor Information Technology, Research Center Juelich, Germany

A scanning SQUID microscope based on High-Temperature Superconducter (HTS) de-SQUIDs was devel-
oped. A soft magnetic amorphous foil was used to guide the flux from yoom temperature sampies to the hiquid
nitrogen cooled SQUID-sensor and back. The flux guide passes through the pick-up loop of the HTS SQUID
providing an improved coupling of magnetic flux of the object to the SQUID. The device was used to measure
of the magnetic field of current carrying wires and for the investigation of the stray ficlds of magpetic tunnel
junction device structures. A lateral resolution of better than 10 jum was achicved.

As SQUIDS are the most sensitive magnetic flux sensors
providing an unswpassed product of field sensitivity and
spatial resolution. The scanning SQUID-microscope {SSM)
is a powerful too] for fundamental and applicd research in
order to image stray fields above magnetic samples [1]. The
spatial resolution is usually limited by the sensor area or by
the distance between sensor and sample. By using a spe-
cially designed flux guide geomctry we have developed a
scanning SQUID microscope based on HTS de-SQUIDs
and a soft magnetic amorphous foil to guide the flux from
room temperature samples efficiently to the liquid nitrogen
cooled SQUID-sensor and back to the sample [2]. The flux
guide passes through the pick-up loop 6f the HTS SQUID
improving the coupling of magnetic flux of the object to the
SQUID. The SQUID magnetometer consisted of an elon-
gated SQUID loop (100 pmx 10 pm) with about 1 pm
wide Josephson junctions together with a directly coupled
pick-up loop with a dimensien of about 1 mun % 2.5 mm.
The SQUID sensors [3] were produced with superconduct-
ing YBayCus0;_, films. The high-oxygen-pressure de-
sputtering technique was used for the deposition of the
films on 24° bicrystal SrTiO; substrates.

The sample is moved by a precision x—y scanning stage
and a z-translation stage driven by micro-step stepper mo-
tors providing a positional resolution better than 1 um. For
a microscope head with an aperture of 70 um in the mag-
netic shielding and a tip diameter of about 10 pm the sensi-
tivity was determined to about 0.6 nT/Hz The spatial
resolution of such an instrument was around 10 pm.

An example of a measurement of the magaetic ficld
z-component above a current-cartying meander is shown in
Figure |. The current in neighbouring lines produces mag-
netic fields with opposite sign. The structure consists of 4
pairs of 10 um wide wires with different fength, For the
structuring of the test film a lithography mask with defect
leading to an electrical short between the second and the
third line of the meander was used. Fields of wires carrying
currents less than 1 uA could be detected with a time con-
stant of 1 sec. In all figures the z-component B,(x,y) is false
color coded where blue are magnetic fields directed into the

Figure | 2D-distribution of the magnetic field B,(x,y) above an ac-
current carrying (90 pA, t.6 k1Mz) thin-film with eight 10 pm wide
lines separated at 10 yun distance from each other {right). A photo of
the meander is shown on the lefl. Between the second and the third
wire an electrical short can be recognized.

scanning plane and red shows areas where the field is direc-
ted out of the plane.

Furthermore we performed measurements on magnetic
thin film samples as they are used for recording media or
heterostructures for magneto-electronic devices. In contrast
to the magnetic force microscope, which has a much better
spatial resolution, the SSM with an extremely soft magnetic
flux antenna does not significantly disturb the sample mag-
netization during image recording.

Figure 2 shows an example of magnetic stray fields of a
Co/AlLOy/Co-tunnel  junction device (TMR). Different
magnetic domain structure distributions before and after
demagnetization can be recognized,
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Figure 2: Maguetic stray ficlds of a TMR-Co/AlLO3/Co-tunnel junction device, which was: (a) magnetized or {b) demagnetized. Junction
area: 180 pm = 200 pumn.

(a) (b) (c)

Figure 3: Stray fields of a Fe/barrier/Fe multilayer with SiGeSi barriers of different thickiness:
{a) Fe/SiGeSifFe, 0.6 mn barrier; {b) Fe/SiGeSiGeSi/Fe | nm barrier; (¢) Fe/SiGeSiGeSiGeSi/Fe, 1.6 nm barrier. Scan arca: 0.7 x 7 mm.

Stray ficlds of a Fe/barrier/IFe multilayer test sbucture with [1] 1. R, Kirtley et al., Annual Review of Material Science

SiGeSi barriers [4] of different thickness are shown in Fig- Val.29, 117 (1999).
ure 3. Such measurenients can help to investigate the mag- [2] U. Poppe ct al., Supercond. Sci. Technol, Vol.17, 191
netic coupling through different batriers or the influence of (2004).
possible pinhoeles in tunnel junctions or other spintronic de- [3] M. I Faley et al., Applied Physics Letters Vol.§1, 2406
vices. {2002).

A further development of the scanning SQUID-microscope [4] R. R. Gareev et al., Applied Physics Letters, Vol.83,
with a finer tip of the soft magnetic flux guide leading to a 1806 {2003).

submicron spatial resolution is planned for the future.
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On a Novel Low Resistive Nonvolatile Random Access Memory Concept

René Meyer
Institiite of Solid State Research, and CNI — Center of Nangelectronic Systems for
Information Technology, Research Center Jiilich, Germany

A novel nonvolatile Ferroresistive Random Access Memory concept is presented. The proposed memory cle-
ment consists of a planar capacitor-like 2-layer structure formed by a highly conductive ferroelectric/ non-
ferroclectric thin film stack in intimate contact with low ohmic electrodes. Depending on the orientation of the
polarization in the ferroclectric layer, the stack resistance can be toggled between a high and a low conductive
state. By variation of the doping concentration, an R,./R.r ratio up to several orders of magnitude is realized in
the simulation. The memory window is found to be adjustable by the doping level as well,

Over the past 15 years, non-volatile random access memories
based on ferroelectrics have been studied in view of its po-
tential for a future universal memory, which unifies fast read/
write cycles and random access of DRAM and SRAM with
non-volatile information storage of Flash [1,2]. Although the
functionality of non-volatile memories utilizing the ferroelee-
tric effect have been demonstrated and 64 Mbit FeRAM
engineering samples are already available [3], the capacitive
sensing scheme leads to a serious bottleneck regarding scal-
ability issucs by limiting the use of simple planar capacitor
structures in future FeRAM generations.

This contribution reports on a novel ferroelectric imemory
device, whicl, in contrast to ferroelectric capacitors, allows
the storage of digital information via a high and a low con-
ductive state [4]. The particular memory element consists of
a 2-layer system formed by a semi-conductive ferroelectric
and a semiconductor between metal electrodes (MFSM).
The device will further be referred to as Ferro Resistive
Random Access Memory or FRRAM. It can be regarded as
a gencralized concept of a ferroeleciric diode [5], which
only consists of one conductive ferroelectric layer and
where a semicenductor is used as electrode (MFS struc-
ture). The hysteresis in the [/ relation of the FRRAM
originates from the formation of a potential bairier or a
potential well inside the structure, which can be addressed
by a polarization reversal in the ferroelectric,

The simplified operation principle, whereby ferroelectric
and non-ferroelectric tayer ave assumed to be insulators, is
shown in Fig. 1. Derived from the device structure (Fig.
la), the schematic illustrates the space charge distribution
{Fig. 1b), the inner electric field (Fig. i¢) and the inner
potential (Fig. 1d and e} as a function of the orientation of
the polarization under short circuit conditions.

Caused by a separation layer between the electrode and the
ferrocelectyic layer on one side, the polarization charge at the
ferroelectric/ insulator interface remains unscreened. [n case
of a negative polarization charge, a potential barrier is
formed. This may hinder residual electrons from passing
through the structure. I case of positive polarization charges
at the interface, a potential well is formed and unhindered
electron transport across the interface is expected.
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Fig. 1: Simplified operation principle of the proposed mem-
ory device: {a) ideal ferroclectric/ insulator stack, (b) respec-
tive space charge distribution, (c) the inner clectric field and
the potential distribution in the laycred system. Depending of
the orientation of Pg in lte ferroclectric fil, a potential bar-
rier (d) or a potential well (c) for electrons is formed.
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Nunerical simulation studies prove the simplified opera-
tion principle to hold even in case of highly conductive thin
films, at which the polarization charge is internally
screened by mobile charge carriers, A drift-diffusion ap-
proach for electrons [6] is used to estimate the - relation
for a polarization parallel and anti-parallel to an external
field as a function of an applied voltage. High electronic
conductivity of both layers is introduced by donor-doping
the thin films in combination with low ohmic contacts. The
obtained electron profiles are illustrated as a function of an
applied bias voltage in Fig, 2 for the case of charge carrier
depletion (upper graph) and charge carrier enrichment
(lower graph). A switching of the polarization is neglected
for simplicity. Due 10 the high concentration of electrons,
no inversion occurs and electrons remain the majority
charge carrier even in case of depletion,

7 (10'% om®

n {(10%% cm?)

Fig. 2: Electron density distribution of highly conductive
films as a function of the applied voltage: (upper graph) casc
of depletion and formation of a potential batrier; (lower
graph) case of enrichment due to formation of a potential
well,

Simulations of the hysteretic /-F curve of the memory
device with respect to switching as well as an estimation of
the influence of the donor content on the R,/ Ry ratio are
given in Fig. 3. Further parameters such as film thicknesses,
spontaneous polarization, material permittivities and con-
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tact propertics, which may also have a sirong impact on the
-V curve and may allow a tailoring of the device proper-
ties, are currently under investigation. Thin non-
ferroclectric interface layers, so called dead layers, are
found not to deteriorate the performance of the proposed
device.

Suitable material systems for this memory concept are
complex oxides, I[I-VI mixed crystals, but also conductive
ferroelectric polymers. Due to the broad scalability of the
resistance, even materials with a low remmant polarization
< 1uC/em? are applicable. In case of complex oxides, it is
expected that the processing technology required for a re-
alization of the FRRAM might be very similar to those
ahlready developed for FRAMs.
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Size effects in ultra-thin epitaxial ferroelectric heterostructures

V. Nagarajan’, R. Ramesh?, C.L. Jia*, H. Kohlstedt’, R. Waser
'School of Materials Science, University of New South Wales, Sydney NSIF 2052
“Department of Materials Science and Engineering, University of California, Berkeley.
nstitute of Solid State Research and CNI - Center of Nanoelectronic
Systems for formation Technology, Research Center Jiilich, Germany

We report on the effect of thickness scaling in model PbZrg2Tip 505 (PZT)YSrRuQ, heterostruetures. Although
theoretical models for thickness scaling have been widely reported, direct quantitative experimental data for
ultrathin perovskite (<10 nmy} films in the presence of real electrodes have still not been reported. In this paper
we show a systematic quantitative experimental study of the thickness dependence of switched polarization in
(001) epitaxial PZT films, 4 to 80 am thick. A preliminary model hased on a modified Landau Ginzburg ap-
proach suggests that the nature of the electrostatics at the ferroelectric-electrode interface plays a significant

role in the scaling of ferroelectric thin films.

The effect of thickness scaling in ferroelectrics has recently
been of immense interest [1-5]. As the dimensions (both
lateral and vertical direction) of the perovskite layer de-
creases, the fundamental question of size dependence be-
comes crucial. From a theoretical point of view, two models
have been traditionally used to describe size effects, namely
an “intrinsic effect” and a “depoling” field effec. Experi-
mentally Tybell ¢t al.[5] qualitatively showed that even a 4
mm thick epitaxial PbZry,2TigsO: (PZT) film grown on Nb
doped STO is ferroelectric, However a direct experimental
quantification of the ferroelectric polarization, particulatly
for films in the sub-10nm thickness range has not been
reported. Fur such ultra-thin films direct experimental
quantification of size effects are complicated by extrinsic
effects such as leakage and therefore methods other than the
traditional P-E hysteresis loop have been reported to char-
acterize the stability of the polar state [4]. In this paper we
present experimental measurements of the switched polari-
zation in PZT films of thickness down to 4, in the pres-
ence of real electrodes.

A 70 nm thick SRO layer was grown on STO af 650°C fol-
lowed by the PZT layer via pulsed laser deposition (PLID).
The deposition was carried out at 100 mTorr of oxygen and
the sample was cooled down from growth temperature in 1
Atmosphere of oxygen. In order to avoid complications from
90° domain formation the PZT films were grows in a thick-
ness range from 4nm to 80nm, for which they are entirely ¢-
axis oriented. The switchable polarization was measured
using a Radiant Technologies Precision Premier system at
16kHz (hysteresis loops) and a novel AFM based pulsed
probing technique with conductive Pt-Ir tips was employed
to measure the pulsed polarization.

We focused on the PZT (0/20/80) composition, since it
has an in-plane lattice parameter of 3.94A which is closely
lattice matched to SRO(3.93A). Fig 1(a) is a set of hystere-
sis loops measared at 16 kHz for 15, 50 and 160nm (for
compatison) thick films. The loops are sharp, square, and
well-saturated. The 2P, value obtained from the loop for the
15nm thick film is ~150pC/cm” which is in agreement with
theorctically predicted values for this composition of PZT
with an in-plane compressive strain.
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Fig. 1: (a) Hysteresis loops, (b) Current transients

Additionally a systematic increase in the coercive field is
observed as the thickness is scaled down 1o 15 mwm, in
agreement with previous reports [6]. We measured the
polarization under pulsed probing conditions using a AFM
based test set-up. In order to reduce short circuit paths and
to allow fast rise times, capacitors with sub-micron lateral
dimensions were fabricated using a modified lift-off tech-
nique in which the photoresist was deliberately under-
developed. By making contact to 0.4 by 0.4 um? pads, we
recorded the switched (P*) and non-switched polarization
(P") to obfain the switchable polarization (AP). Figures 1{b)
plots the switching transients of the 15 and 8 nm at an ap-
plied field of 2750 kV/cm and transients of the measured 4
nm film at 3250 kV/em, respectively. The switched charge
(i.e. area under the transient} for the 15 and 8nm film were
calculated to be 145 and 70 + 5 pClem’ respectively. A
higher field was necessary for the 4 nm film to obtain a
fully switched transient. Integration of the AP transient,
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yiclded a switched charge of 11 + 3 uC/em®. This is also
evident in the change of the vertical scale in the signal re-
sponse recorded by the oscilloscope. For the 15 nm film it
is approximately 40 mV (left axis) while for the 4nm film it
has dropped to 0.5 mV(right axis). The inset to fig 2(b) is a
plot of the P* and P~ transients for the 4nm film. The dif-
ference between the P* and P* is minute, indicative of a
very low magnitude of the switched charge. These results
demonstrate that down to 15mm there is no observable drop
int the switched polarization. Below 15 nm, it progressively
decreases to approximately 11pC/em’ for the 4 nm film.

We now compare the experimentally measured thickness
dependence with that predicted from theory. In Fig. 2 we
show the normalized polarization (termed as the order pa-
rameter) as a function of film thickness normalized to the
correlation length, & (d/€). The value of € for this particular
composition was calculated to be 2.4 nm using parameters
from Li[6] and Zembilgotov [7]. We also plot the predicted
thickness dependence, from an intrinsic size effect model (
solid plot), from the macroscopic depoling fietld model [8-
10] (dashed plot) and ab-initio calculations for
SRO/BaTiOs/SRO (dotted plot).

12
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Fig. 2 Comparison of the order parameters from theory and
experiments.

The plot shows that the sub-10 mm thick films lie more
closely to the depoling model. However in order to clearly
differentiate between the intrinsic size effect and depoling
field effect, we need to explore the nature of the critical
exponent (or scaling law). Using the approach of Kret-
schmer and Binder [8] the Curie temperalure of the thin
film, 77" is related to the expected theoretical transition
temperature for a film of the same thickness (but without
any polarization suppression T,) as:

it
TLJ _Tc- oc d-(
T

e

where d is the thickness of the film and € is the shift ex-
ponent, equal to 1 for the case where the expression is
dominated by depolarizing field and & =2 for the case
where the suppression is dominated by intrinsic effects."
Our preliminary calculations show a linear fit with a slope
of ~1, suggesting the governing role of depoling fields at
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the electrode-ferroelectric interface in determining the sta-
bility of ferroelectricity, in agreement with the theoretical
predictions of Ghosez [1]. However to conclusively verify
this, accurate experimental determination of T, for a ferro-
electric heterostructure with top and bottom clectrodes,
coupled with a more complex model which takes into ac-
count the surface and/or depolarization effects [6] is
needed.

We wish to point out that the results shown in this work
are very depended on the misfit strain. The lattice mismatch
of PZT (0/20/80) is very close to that of the substrate and
the SrRuQ,.

Fig. 3 High Resolution Transmission Electron Micrographs:
(2} HRTEM image of a 8nm SRO/PZT (52/48Y/SRO het-
erostructure. The arrows point towards misfit dislocations.

The HRTEM (High Resolution Transmission Electron
Micrograph) image (Fig. 3) shows a misfit dislocation
which alters the strain and polarization on a nano-meter
scale. Therefore only a careful analysis of the microstruc-
ture data and the electrical data results in reliable results.
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Electrical characterization of MI1S- and ferroelectric MFMIS-diodes for
FeFET memory applications

A. Gerber', H. Kohlstedt!, T. I-leegz, J. Schubert 2, M. Fitzilis',
P. Mcuffels', T. Schneller’, R. Waser™*
"istitute of Solid State Research, ‘stitute of Thin Films and hiterfuces

and CNIE— Center of Naioelectronic Systems for Information Technology
nstitute of Electranic Materials IWE H, RIVTH Aachen

State-of-the-art integrated devices combine the classical semiconductors witl: electro ceramic materials in or-
der to furtler increase the degree of miniaturization and o show up new functional propertics like for example
non-volatility in ferroelectric memories (FeRAMs). A challenging approach is the ferraclectric field effect
transistor (FeFET). tlere the gate oxide of a conventional MOSFET is rcplaced by a ferroelectric material.
Scver interface problems hinder so far the commerlization of this advanced non-volatile memory device. We
report on the successful of CeQ, and Dy8cO; as dielectric buffer layer between on Si. Retention times up to

000s have been achieved for PYPZT/PHCeQ,/S1 stacks.

Ferroclectric materials are characterised by a spontaneous
polarization which is switchable by an external clectric
field. On the basis of this fundamental property, non-
volatile ferroelectric memories have been developed. The
individual elements are ferroelectric capacitors with a
metal-ferroelectric metal structure.  Another interesting
approach is the so-called “ferroelectric field effect transis-
tor” (FeFET) [1]-[4]. The principle layoul of an FeFET is
rather similar to that of a conventional MOSFET. The di-
electric gate oxide is replaced by a ferroelectric gate oxide.
The reversal polarization of the ferroelectric layer is used to
alter the resistance of the
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Fig. I: a) Sketch of a MIS diode as a part of an MFMIS struc-
ture. The top clectrode and the PZT has been removed using
IBE, This procedure allows the characterization of the buffer
layer after the sample processing. by C(V) measurement of a
MIS diede at 100 kHz, using 20 nm DyScO; and 20 nmn
CeOy.with platinum tep contacts. Both materials show no
hysteretic effects

semiconducting source-drain which defines the computa-
tional “0” and 1. The compact device structure (1-T cell)
makes the FeFET a promising candidate for future non-
volatile memories including low power consumption, a fast
read access time and low writing times. On the other hand,
the integration of ferrcelectric materials into a CMOS tech-
nology is a task with many obstacles. Typical ferroclectric
materials as, e.g., PbZr,Ti,,0y (PZT), BaTiO; (BTO) and

SrBi;TasOg (SBT) react with silicon at higher temperatures
creating an interlayer with crucial properties, and therefore
cannot be used without a buffer layer to aveid interdiffusion
or chemical reactions [2].
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Fig. 2: a) Cross scction of a plane transistor. We used ultra-
large transistors, [rom 25%25 um? to 100%100 pm? channel
area. b} Transistor characteristics of & transistor with 20 nm
DyScO;, as gale oxide with a channel size of 25%100 pm?
(L*W).

Since the oxide-silicon interface is known as the critical
part of such a device, one should first focus on the electrical
properties of the bufferlayer-silicon interface. Due to the
high dielectric constant of 20-25, we concentrate on
DyScO; and CeO, [4], optimized the deposition process
{PLD) for these materials and measured the electrical prop-
erties  of  patterned  MIS-diodes  (metal-insulator-
semiconductor), Fig. la shows a sketch of such a MIS
diode with a platinum top electrode. Fig. Ib displays ca-
pacitive measurements, performed on DyS¢Q, and CeQ,
samples with improved process parameters and a thickness
of 20 nin each. Both materials show very low leakage cur-
rents, are stable to voltage cycling and moreover show no
significant hysteresis, which is often a problem of high-k
diclectrics above a few nm thickness. Fig. 2a shows a
schematic cross section of a plane field-cffect-transistor
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(FET), which we used to test the gate oxides. In Fig. 2D,
Tgp versus Vgp plot of a 20 nim DyScQ;-FET is presented.
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Fig. 3: a) Sketch of an MFM structure using the “floating”
electrode as battom clectrode. This MFM diode is always a
part of an MFMIS sample lo measure the properties of the
ferroclectric layer. b) Plot of the polarization versus applied
voltage of a 150 nm PZT film. The remanent polarization is
for well saturated hysteresis ~23 pCrem?,

Based on our results of the MIS structures, we turned to-
wards the fabrication of MFMIS structures (metal-
ferroelectric-MIS), in which the inner metal electrode has
no electrical contact to the environment (floating condi-
tion). This procures several advantages. The textured plati-
num (111} electrode for example, can act as template layer
for PZT growth and the metal interlayer opens the possibil-
ity to measure the properties of the ferroclectric layer di-
rectly on onc sample [2], [5] The optimized growth condi-
tion of PZT on Pt are well known from ferroelectric capaci-
tors. In Fig. 3a such the MFM-teststructure can be seen.
Here the “floating” electrode serves as bottom electrode.
Fig. 3b shows the properties of a [50um thick PZT(30/70)
MFM diode grown with the CSD method. The hysteresis
loops are well saturated at higher voltages and so called
subloops at lower voltages (< 4 V) are visible. The ferro-
electric has a very low leakage current, a good retention and
fatigue propertics. A measurement of the capacitance over
the complete MFMIS stack using 150 mm PZT and a 20 nm
CeQ; buffer layer, is shown in Fig. 4b. There the response
of the remanent polarization is visible, leading to a hystere-
sis with clockwise direction. The hysteresis which is often
called memory window is of the order of 0.5 V. Thinner
buffer layers and ferroelectric materials with a lower dielec-
tric constant lead to a larger memory window and more
stable polarization states. This is one of our further goals.
Fig, 3¢ depicts a retention measurement using the same
sample. The breakdown for the “on” state appears after
some minutes, duc to unstable minor loops of the ferroelec-
tric layer. These results are quite encouraging and demand
further investigations to improve the performance of Fe-
FLETs.
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Fig.4: a) Sketch of a MFMIS diode. The inner mnetal electrode
is floating. b) CV measurement of an MFMIS diode using
150nm PZT and 20 nin CeO, . The hysteresis is caused by the
polarization of the ferreelectric layer. From the flatband volt-
age shift one can calculate the memory window to ~0.5 V,
which is cnough to separate an “on” and an “off” state. c) Re-
tention measurement of a capacitor of the same sample,
measured at V=0 V.
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Integration of registered ferroclectric nanostructures
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Nanoscale ferroelectric materials pave the way for high-density non-volatile storage media devices. For their
implementation a regular patterning of the nanostructures is mandatory. We present a combined approach of a
top-down written Ti0; template and a subsequent bottom-up chemical solution deposition {CSD) of lead titan-
ate. This way we obtain a regular pattern over large aveas with the ease of chemical solution deposition for (he
individual grains. In a subsequent step these structures will be embedded into a low-4 dielectric to enable the
necessary processing steps for integration. To demonstrate the feasibility of this approach we embedded stan-
dard CSD nanograins and determined their piczocleciric activity., A common melal electrode deposited on top
of this polished surface enables the electrical characterization of large numbers of grains simultancously.

Top-down fabricated ferroelectric nanostructures provide
long-range ordering but often suffer from degradation dur-
ing the post-deposition processing e.g. introduction of sur-
face defects from etching. Samples produced by CSD arc
not exposed ta any post-fabrication treatment but clearly
not registered. To take advantage of both techniques we
suggested a combined approach of e-beam structured TiQ;
seeds and PbTiOs nanograins [1] as illustrated in Fig. 1.
These grains are produccd by a modified 2-butoxyethauol
based CSD technique [2]

(a) , (b)
- M .
FHMAMAR i.—‘\ fﬁﬂﬁ J.l?
Pi b L Pt
Si Si
J
(c) l’
Ti0; PT-Precursor Y
SRR .
Si Si

Figure 1: (a) a two-layer resist system is spin-coated onto the
platinized substrate (b) the resist is exposed by e-beam, de-
veloped and a thin titanium layer is evaporated oo top (c) lifi-
off in N-methyl pyrollidone and a PbTiO;-precursor solution
is spin-coated onte the pre-annealed TiO;-structures (d) the
precurser film is pyrolized and crystallized.

The TiO; dots have a diameter as small as 30 nm. Conse-
quently lcad titanate grains down to lateral dimensions of
50 nm and a separation distance of 75 mm were grown onto
50 nm wide nucleation sites [3] , where nucleation of the
PT grains almost exclusively took place on the TiO,
nanoseed structures (Fig. 2) [4] . Ferroelectricily in these
grains was proven by switching experiments using an AFM
cantilever.

Figure 2; AFM fopography scan of a 1 by | um? arca of lead
titanate nanograins. The triangular shape of most grains indi-
cates a (11 1)-oriented growth induced by the (111} platinum
electrode.

To demonstrate the feasibility of the embedding proce-
dure, a dielectric layer of low-4 hydrogen silsesquioxane
(HSQ) is spin-coated onto non-registered samples, embed-
ding and insulating the perowvskite nanostructures. To en-
able elecirical contact, the [1SQ-layer is polished down to
the top of the PbTiOy grains employing a chemical me-
chanical polishing step (Fig.3).

HEQ

Figure.3: PbTi0O; grains embedded in a diclectric layer of
HSQ. The SEM images on top show the sample cross-section
before (left) and after polishing (right). On the right, the
PLTiO, grains are exposed. The AFM-images illustrate the
surface roughness before and after the polishing step.
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We obtain an excellent surface roughness of Jess than
half a nanometer as compared to a roughness of about 2 nm
prior to polishing. After proving piezoeleciric activily in
most of the accessible PbTiO; grains (Fig. 4) the samples
are coated with collective gold top-electrodes of about 75
[ in diameter.

" Topoaraphy “In-plane PFM

Figure, 4: Topography (left) and in-plane piczoclectric re-
sponsce (right) of lead titanate grains in a HSQ-layer after pol-
ishing. Depending on the polishing parameters a thinner layer
and larger ferroelectric surface fraction can be achieved.

An initial resull of experiments with a large number of
ferroclectric graing embedded into a low-k dielectric layer
is illustrated in Fig. 5. With a surface fraction of about 10%
of ferroelectric material the remaining 90% of dielectric
layer have to be considered with respect to

a) the dielectric permittivity and the resulting contribu-

tion to the overall capacity

b) the leakage contribution of the diclectric material and

¢) eftects of different thermal expansion for the dielectric

layer and the ferroelectric nanostruclures causing
the risk of gaps betwceen both materials.

In addition to these contributions in parallel, the polish-
ing agent affects the surface of the ferroelectric grains thus
creating another slightly different layer in series that is
situated directly underneath the metal electrode. The effects
mentioned in a) and b) are experimentally taken care of in a
dedicated compensation for leakage currents and parasitic
capacities [5]. Respective circuit models to take into ac-
count the other effects are in progress. In the next step the
registered grains will be cimbedded and polished. As their
dimensions show less statistical fluctuations, the exposed
(i.e. available electrode) area of each grain for a given
thickness of the layer will be similar.
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Figure.5: Current response of eimbedded PbTiO; grains with a
common gold top-electrode of 75um in diameter, The cocr-
cive voltage of about 8V can be explained by a medification
of the PLTiC, grain surface duc to the pelishing step.

As the quality of the dielectric layer immediately changes
the performance of the integrated ferroeleciric capaciter, a
set of experiments to minimize its leakage and to optimize
the deposition and polishing process are on the way.

We have shown that ferroelectric structures can be grown
in a registered way without need for a detrimentous post-
deposition treatment. The ability to embed those structures
into a low-k dielectric opens a way to further integrate them
into circuits and makes a large number of very small sam-
ples in parallel accessible to experiments on their size de-
pendence, the impact of electrode materials and long-term
cffects such as fatigue and retention.
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Shallow and deep donor and acceptor defects in high permittivity perovskites:
Their influence on the leakage current of MIM capacitors

Herbert Schroeder
Institute of Electronic Materials and CNI — Center of Nanoelectronic Systems for information Techalogy,
Research Center Jiilich, Germany

High-permittivity mixed-oxides with perovskite-type structure (e.g..(Ba,St)Ti(h) are candidates for replacing
Si0,- and SiN,-dielectrics in capacitors of DRAM memory cells as these traditionally used diclectrics sufter
from increasing leakage currents with decreasing thickness due to higher integration. In general, leakage cur-
rents are not very well understood yet and hardly predictable in the wide band-gap perovskites, but may be a
serious problem, too. Usually, they are modelled exclusively as interface injection or bulk limited currents in
the literature. Recently, a new model combining these two mechanisins was able to successfully describe the
leakage current dependencics on electric field, temmperature and dielec(ric thickness in BST between platinum
clectrodes. In this paper we present simulation caleulations of this model in dependence on defect propertics
such as concentration, in-band delect energies and type (donoer, acceptor) which are usually difficult to define
experimentally. The resulls show a large dependence of the leakage current on these properties and are com-

pared lo experimental data.

Leakage currents mechanisms for insulators or wide band
gap semiconductors such as (Ba,Sr)TiO; (BST) usually fall
into two classes: Interface injection limited or bulk conduc-
tion limited. Recently, a new model was offered combining
these two classes, interface injection (thermionic cmission
or tunnel injection) with electronic band conduction [1,2].
With this model and related simulation caleulations it was
possible to describe leakage current data in BST success-
fully (field, temperature and thickness dependence [3]). Up
to now the model considered only shallow donors (lying
close to the conduction band edge such as oxygen vacan-
cies; see Fig. 1) leading to Schottky contacts at the interface
for many electrodes and n-type bulk conduction. In a next
step the model was modified for arbitrary defects and con-
tacts and the results of this generalization is reported [4].

In Fig. 1 the conditions for the model are sketched in a
schematic band diagram for BST (band gap 3.3 ¢V) limited
by the botlom edge of the conduction band (E¢=0) and the
top edge of the valence band (E.). The experimental in-gap
energy levels of some common defects or doping materials
(Ep for donors and E, for acceptors) are shown as symbals.
Also shown are some of the defect energy levels used as
input for the simulation calculations (full lines) and the
catresponding equilibrium Fermi levels (dotted Jines) as-
suming a defect concentration of 10" em™ and electronic
compensation. Except for the defect levels lying close to
the band edges the Fermi levels always are between the
defect level and the corresponding band edge (Ec for do-
nors, Ly for acceptors) indicaling that for these deep levels
only a small portion of the defects are ionized and compen-
sated by electronic carriers {electrons and holes; respec-
tively) keeping fair to good insulating propertics. Ep and E,
were varied between 0.15 and 2 eV measured from the
respective band edges.
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Fig. 1: Schematic band diagram showing in-band gap ener-
gies ol different donor- and acceptor-type defeets (full lines
and symbeols) and the corresponding equilibrium Fermi ener-
gies (dotted tines) for defect concentrations of 10" cm™ as
well as Fermi level of Pt-clectrodes.

Adding electrodes to the system — in the simulations Pt
was used - results in lTarge changes: The Fermi levels of the
electrodes (-1.35 eV for Pt} and the BST thin film equili-
brate at the interfaces by exchanging charge. In the vicinity
of the interfaces the Fermi level of BST is “pinned” at the
electrode level resulting in a fransition of neatly all the
defect levels from formerly deep to shallow, i.e. the defect
level is lying between the Fermi level and the respective
band edge and the defects are completely ionized. Although
this results in large space charge concentrations (107 em™)
and thus bending of the bands the screening (i.e. to shield
the bulk insulator with the thermal equilibrium from the
electrode effect) is usually incomplete in thin films (thick-
ness < 100 nm) due to the high permittivity, which mmakes a
large difference compared to e.g. low permittivity Si.

228



IFF Scientific Report 2004/2005

1o | thickness: 55 nm; defect concentration: 10" em™

— Ed=-0.15 (shaliow) Fig, 2: Leakage current

density j vs. applied
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electrical ficld E fora
55 nm thick high-
permittivity (g,=550}
BST thin film between
Pt electrodes with 2 nin
wide “dead layers”
{e,=22) in dependence
on different defect Lype

Leakage current density j {Aver?)

acceptors

and energy (measured
from E¢), indicated on
the right. “deep™ and

“shallow™ characterize

weae Bg = 2 00 (deap)
— Ea = -2.10 (deep)
Ea = -2.30 (deep)

T
108
Mean applied eleclric fisld E [Vicm]

Figure 2 shows the results of the simulation calculations
for the different defect energy levels for a constant defect
concentration of 10" ¢m™ for a §5 nm thick BST film be-
tween Pt electrodes. The log-log-plot shows the leakage
current density vs. the mean applied clectrical field. Dra-
matic changes can be observed in both, the shape of the
curves and the absolute value of the leakage: While at large
applied fields (E> 0.8 MV/cm} the range is less than a fac-
tor of 30, at small fields (E< 50 kV/cm) it is six orders of
magnitude! Below that field all curves approach zero cur-
rent in a linear fashion. The red curve in the middle sepa-
rates the curves with donor defects (above) from the accep-
tor ones (below). It is identical for the largest donor and
acceptor levels which stay “deep” with electrodes, i.e. the
defeets are not very effective. This curve is also identical to
the one without any defects!

0.1 9--n

Uappl [Vl o
005 - o8

—U.T" -

icn band edge Ec [eV]
o
1
\

Conducti

T 1 T
0 1107 221077 3x1077 4x10°7

Distance from catheda x [em)

Fig. 3: Conductlion band cdge energy in the vicinity of the
cathode of an acceptor doped sample (E,=-2.0 eV in Fig. 1)
showing a transition from a Schottky contact (slope<0 for
Uy V) 1o an ohmic contact (slope>0 for Ugy<l V),

The curves for the donors show a very similar, smooth
behaviour, but for deeper encrgy level the turnover o the
linear slope is shifted to lower fields. Due to the positive
space charge of the donors these specimen have Schottky
contacts (electric field at cathode < 0; also defined as EM <
E:"12y for electrons at the cathode for all fields.

The curves for the acceptor defects have two distinctive
regimes: A very steep at high ficlds followed by a (sharp)
bend at medium fields {100 — 200 kV/em). This bend is
shifted to lower fields with increasing defect encrgy (meas-
ured from Ey). This bend can be associated with the transi-
tion from a Schottky contact to an olunic contact for elec-
trons at the cathode (see Fig. 3) making the Schottky reduc-
tion ineffective and thus leveling off the electron injection
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the defect in the “undis-
turbed” BST bulk.

current. On the other hand, the hole injection at the similar
anode (the other electrode) is strongly incrcased but due to
the fact that the Pt Fermi level (- 1.35eV) is still on the
electronic side the electronic current is usually larger than
ihe hole current. But this is changing with acceptor defect
level and is the reason for the crossover of these curves at
fields around 100 kV/em in Fig, 2.
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Fig. 4BST thin film between Pt electrodes: Comparison between
simulation {Jeft, d=55 nm) and experiment {right, d=200 mn)(ref. 5).

Fig. 4 presents a comparison between simulation for ac-
ceptor doped specimen and experiment with BST speci-
mens anncaled in D,0/0; gas removing donor-type oxygen
vacancies and thus enhancing the cffective acceptors [5].
The results are reasonably well comparablc.

In conclusion the new model combining carrier injection
and bulk conduction can describc experimental results
semi-quantifatively,
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Enhancement of Ferroelectricity in Strained BaTiO; Thin Films
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Biaxial compressive strain has been uscd to dramatically enhance the ferroelectric propertics of BaTiO; thin
films. This strain, imposed by coherent epitaxy, can result in a ferroelectric transition temperature nearly 500
°C higher and a remanent polarization at least 250% highcer than bulk BaTiO; single erystals.

Enormous straing can exist in thin films when one material
is deposited on another [[] duc to differences in crystal
lattice parameters and thermal expansion behavior between
the film and the underlying substrate or arising from defects
formed during film deposition [2, 3). As a result, the prop-
ertics of thin films can be dramatically different than the
intrinsic propertics of the corresponding unstrained bulk
materials. While such strain often leads to degraded film
properties, if judicicus use is made of substrates and growth
parameters, strain offers the opportunity to enhance particu-
lar properties of a chosen material in thin film form, namely
strain cngineering. Large shifts in the transition temperature
(T.) and remanent polarization (P,) are expected [4,5] and
have been observed [6] in ferroelectrics.

To predict the T, enhancement and the temperature de-
pendence of the lattice parameters of BaTiO; thin filns
under large biaxial strains uwsing Landaa thermodynamic
theories [4], we determined a new set of phenomenolegical
cocfTicients, since existing ones are only applicable to small
compressive strains (<~0.4%) [5].

Figure 1 shows the T, cnhancement predicted from ther-
modynamic analysis for a BaTiO; thin film under biaxial
strain. The green region shows the range in predicted 7. due
to the range of reported property coefficients for BaTiO;
that enter into the thermodynamic analysis [7]. Figure |
implies that a biaxial compressive strain of only ~1%
should be sufficient to produce strained (001) BaTiO; filins
with a 7. comparable to or higher than unstrained
Pb(Zr,T1)O; films. Although Fig. | might seem to imply
that 7. can be enhanced without bound, there are limits to
strain engineering. The driving force for film relaxation
increases with strain and film thickness. When films are
grown to thicknesses greatly exceeding their critical values,
relaxation toward a zero-strain state by the intreduction of
dislocattons begins. Thus, for strain engineering to be effec-
tive it is important to grow films below, or at least close to,
their critical thickness for relaxation. As the critical thick-
ness at which dislocations begin to form varies approxi-
mately inversely with lattice mismatch { 1], lower mismatch
is desired to allow strained BaTiO; films to grow that are
thick enough to allow their ferroclectric properties to be

1200 ——————————————
1000 -
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2 [ Rajige
5 600 el -
=3 Arangition.
E L
2 400 - - .

[ Gdscc::' _
200 l J/ \ / Ferroelectric
" i 1 1 " N i M 1
1.8 1.2 -086 0 0.6 1.2 1.8

In-plane strain &, (%)

Fig.l. Expected T, of (001) BaTiO; under biaxial in-planc
strain &;, bascd on thermodynamic analysis[4]. The green re-
gion represents the range (error bars) in the predicted T, due
to the spread in reported property coefficients [7] for BaTiO,
that enter into the thermodynamic analysis. The data points
show the observed g, and T, values of coherent BaTiO; films
grown by MBE (circles} on GdScO; and DyScO; substrates
and by PLD (squares) on GdScO; and DyScO; substrates.

conveniently probed or utilized in devices. We also note
that Fig. | only applies to thick strained ferroelectrics; as
ferroclectries get thin (<~100 A), their ferroelectric proper-
ties can be drastically diminished by finite-size effects [6-
8]. Optimizing the trade off between strain and film thick-
ness depends on the particular application. Based on the
equilibrivm critical thickness {1] for BaTiOs;, this would
constrain g, to be less than about 0.5%, however, we expe-
rimentally find that it is possible to grow 500 A thick cohe-
rent BaTiO; films at g, = —1.7%.

We used the single crystal substrates GdScO; and
DyScQs because they are structurally [9], chemically [9],
and thermally compatible with BaTi(Q;, and they have ap-
propriate lattice constants to impart g of about —1.0% and —
1.7%, respectively, on coherent (001) BaTiO; fils. Epi-
taxial BaTiO; thin {ilms were grown on {110} GdScO; and
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(110) DyScO; substrates by rcactive molecular beam epi-
taxy (MBE) and by pulsed laser deposition (PLD). These
films arc epitaxial, purely c-axis oriented (the c-axis of all
BaTiO; domains is perpendicular to the wafer surface), and,
with the exception of the 2000 A thick BaTiO; film on
DyScQO;, are fully coherent with the substrates, without any
resolvable lattice relaxation. To identify the ferroclectric
phase transition, the temperaturc dependence of the in-
plane and out-of-planc lattice parameters of the films and
substrates was measured using a variable temperaturc four-
circle x-ray diffractometer. Unstrained BaTiO; undergoes a
ferroelectric transition at about 130 °C from the high-
temperature cubic (Pm3m) to the low-temperature telrago-
nal (Pdmm) phase [7]. Figure 2 shows the temperaturc
dependence of the lattice parameters of BaTiO; grown on
DyScO; and GdScO,. The green line corresponds to the
theoretical expected transition temperature. An enhanced
transition temperature for the BaTiO; is clearly observed.
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Fig.2. Temperature dependence of the lattice parameters of
single erystal BaTiO; and strained BaTiQ; thin films grown
by MBE

Figure 3 shows the ferroelectric hysteresis loops measu-
red on ferroelectric stacks grown on GdScO; and DyScOs
substrates with 2000 A thick BaTiOj; layers, together with
results from a BaTiO; single crystal [10]. The hysteresis
loops are shifted in the positive voltage direction. This
imprint effect is probably due 1o the asymmetric intetfacial
properties of the top and bottom electrodes to the BaTiO;
films. Even though we used SrRuQj; for both clectrodes, the
growth temperature (350 °C) of the top electrode was much
lower than that of the bottom electrode(680 C), which
might lead to poor crystallinity of the top elcelrode and
asynunetric interfaces. The P, and coercive field (£,) were
determined to be ~50 pClem?® and 80 kV/em for the fully
coherent BaTi0y/GdScQ, sample and ~70 pnC/em? and 25
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Fig.3. Polarization—lectric ficld hysteresis loops of BaTiO,
thin film capacitors {2000 A) grown by PLD with SrRuOj; top
and bottom clectrodes. The inset shows the hyseresis loop of an
unsirained bulk BaTiO3 single crystal for comparison [10]

kV/cem for the partially relaxed BaTiOy/DyScQO, sample,
respectively. This P, value is almost 270% of the 26
pClem® [10] of single crystal BaTiO;, and comparable to
the £, of unstrained Pb{Zr,Ti)O; films . As this P, of ~70
nCrem?® was observed in a partially relaxed sample with g
of -1.3%, a coherently strained BaTiO+/DyScO; sample
with g, of -1.7%, could have an even higher P,.
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Impact of the top-electrode material on the permittivity of single-crystalline
Bay ;81 3TiO5 thin films

R. Plonka', R. Dittmann®, N. A. Pertsev®, E. Vasco®, R. Waser™
nstitute of Electronic Materials IVE I, RIVTH Aachen,
Institut of Solid State Research and CNI - Center of Nanoelectronic Systems for
Information Techiology, Research Center Jiilich, Germany
. F laffe Physico-Technical Institute, Russian Acadenny of Sciences, St. Petersburg

We observed significant influence of the top-clectrade material an the thickness and temperature dependences
of the dielectric response of single-crystalline Bag 781y 3TiO; thin-film capacitors. For StRuQ/Bag ;Srg 3TiOs/-
SrRuQ; samples, the position of diclectric maximun shifls to lower temperatures with decreasing film thick-
ness, whereas the samples with Pt top clectrodes exhibit an opposite trend. Moreover, the apparent “inte:fa-
cial” capacitance, extracted from the film-thickness dependence of dielectric response, is very different for
these two Lypes of samples and strongly depends on temperature. Experimental results are analyzed theoreti-
cally in (he light of the depolarizing-field and strain cffects on the transition temperature and permittivity of

ferroelectric films,

The collapse of the dielectric constant with decreasing
thickness, observed in perovskite ferroelectric thin films,
like Ba,Sr,TiC; (BST), is an issue of fundamental impor-
tance and csseatial for the successful integration of these
malerials as high-permittivity layer in future dynamic ran-
dom access memorics or for their use in non-volatile ferro-
electric memories, [1][2] The interface between BST and
the electrode material plays a crucial role in terms of the
diclectric collapse and the degradation of the ferroelectric
properties with decreasing filin thickness.

Thercfore, we investigated the influence of different elec-
trode materials on the thickness dependence of the proper-
ties of BST thin-film capacitors, fabricated by pulsed laser
deposition, We comparcd fully epitaxial capacitors with
conducting StRuQO; (SRO)} top- and bottom-electrodes
(SRO samples) to SRO/BST capacitors with metallic P1 top
electrode (Pt samples).

X-ray analysis of the BST film out-ol-planc lattice parame-
ter ¢73 prove that both types of samples (Fig.1, left axis) are in
the same strain state at a given film-thickness ¢ (see also [3]).

Room-temperature  dielectric 1neasurcnients revealed a
significant influence of the top-electrode material on the
thickness-dependence of the dielectric responsc: While
from the slope of the linear fit of the reciprocal capacitance
density ceﬂ-“ vs, film thickness 7 (Fig. 1, right vertical axis)
similar thick-film permittivities [ can be derived (e, 59 =
6700 versus aw‘n’ = 5700, the y-intercept of this linear fit
yields an apparent “interfacial” capacitance density, which
in the case of the SRO samples (c,-SRO = 1030 fF/um?) is
about five times higher than the value associated with Pt
samples (¢ = 200 fF/um?).

Since both types of saniples are in the same strain state, the
dilferences in the diclectric properiies originate from other
mechanisms connected with the top-¢lectrode interface. A
possible mechanism may be the different screcning length of
the clecirodes, connected with an SRO lattice dielectric con-
stant one order of magnitude higher than for P't.
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Fig. 1 Thickness dependence of the out-of-plane lattice pa-
rameter a3(f) {closed symbols referred lo left vertical axis)
and the inverse of the capacitance density at room tempera-
ture (open symbols referred to right vertical axis) for samples
with SRO (squares) or Pt (circles) top-clectrodes. The solid
curve shows the theoretical dependence o(t) determined in
Ref. 7, whereas the solid lines correspond to linear {its for the
experimentally achieved data.

Diclectric measurements were performed at a wide tem-
perature range (Fig, 2). In general, peaks of the diclectric
constant can be observed for all samples, while the dielec-
iric peak broadens and its height decreases with decreasing
film thickiess +. However, the position T,,(f) of the peak
shifts with decreasing film thickness to fiigher temperatures
for the Pt samples, whercas for the SRO ones it shifls to
lower temperalures. Furthermore, the diclectric response .
of the latter increases with decreasing thickness at tempera-
tures below 260 K [sec Fig. 2 (b)]. The insets in Fig. 2
show the temperature dependence of the “apparent” intey-
face capacitance density, which for both systems show a
very different behavior, with even negative values c,-S"eO for
low temperatures.
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Fig. 2: Temperature dependence of the relative permittivity
measured in samples with Pt (a) or SRO (b} top-clectrodes.
The numbers correspond to different BST layer thicknesses
[{a): 120 nm (1); 60 nm (2); 26 nm (3); assuming an infi-
nitely-thick BST layer (from lincar slope of the thickness se-
riesy (4); (b): 200 nm (1); 100 nma (2); S0 nm (3); and an infi-
nitely-thick BST layer {4)]. Circles mark the position of the
maximum of each curve,

Insets show the temperature dependence of the inverse in-
terface capacitance density (from y — intercept of the thick-
ness series).

We modeled the ferroclectric filin/electrode interfaces by a
thin low-permiltivity layers with characteristics independent
of the filin thickness /. In the case of a short-circuited capaci-
tor, a depolarizing field £, , = —F /c;f) cxists inside the
film, where P, is the film out-of-plane polarization, and ¢; is
the total interfacial capacitance per unit area. The influence
of £,,, on the transition temperature 7, can be described with
the aid of the nonlinear thermodynamic theory of epitaxial
ferroelectric films, [4] The calculation shows that the depo-
larizing field affects only the second-order polarization term
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cij in the expression for the film thermodynamic poten-
tial G derived in Ref [4]. The renormalized coefficient
af is given by a, =a, +1/(2¢;7). Since the plnse
transition in BST films must be (gf the second order,"™ 7.
can be found from the condition ¢; = 0, which yields

C EO CQIZf S

g Sn Fia

T.()=6-" MOR

where @and C ave the Curie-Weiss temperature and con-
stant of the bulk material, sy, are the film elastic compli-
aices, Qy; is the electrostrictive constant, and S, is the
misfit strain,

It shows that the depolarizing-field effect leads 10 a de-
crease of 7, in thinner films, which is inversely proportional
to the film thickness ¢ and to the interfacial capacitance ¢;.
Similar thickness dependence 1s displayed by the tempera-
ture 7,, corresponding to the diclectric maximum in our
SRO samples.

At the same time, the misfit-strain effect, described by
the last term of the equation, leads to an increase of the
transition temperature 7, with decreasing thickness in case
of BST films grown on SRO/STO, because S, is negative
here and its magnitude increases in thinner films as can be
seen from the thickness dependence of a; { Fig. 1). This
trend is similar to the thickness dependence of the dielec-
tric-peak position 7, observed in our Pt samples.

Since the influence of electrode material on the film per-
mittivity is likely to result from the superposition of several
different effects, the dielectric behavior of SRO/BST/SRO
and PYBST/SRO capacitors cannot be consistently de-
scribed by our model in a wide femperature range. Never-
theless, one of the most remarkable experimental results,
namely, the increase of dielectric response with decreasing
thickness observed for SRO/BST/SRO samples at low
temperatures, can be explained by the decrease of ferroelec-
tric transition temperature due to the depolarizing-field
effect.
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[3] R. Dittmann, R. Plonka, E. Vasco, N, A, Pertsev, 1. Q.
He, C. L. Jia, 8. Ioffmann-Eifert, and R. Waser, Appl.
Phys. Lett. 83, 5011 (2003)
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Scaling of the Ferroelectric Field Effect Transistor
and a new FeFET programming coneept

M. Fitsilis', H. Kohlstedt', A. Gerber!, Y. Mustafa®, R. Waser"?
!Instituie of Solid State Research aned CNI - Center of nanoelectronic Systems for
Information Technology, Reseqrch Center Jiilich, Germwiy
Insiitite of Electronic Materials IVE I, RWTH Aaclen

The scaling of the ferroelectrie field effect transistor (FeFET) is studied by utilizing transistor model simula-
tion (BSIM3v3). Twao scaling approaches are discussed — “variable gate stack scaling”, (It requires changing
the gate stack, and “constant gate stack scaling”, that lcaves the gate stack unchanged. The material parameters
were assumed fixed throughout the scaling procedure. Also, a new FeFET programming concept is proposcd
that eliminates a separalte erase cycle and simplifies memory design.

The importance of non-volatile memory for storage of digi-
tal information is without question. Compared to other
meinory types, the fenoelectric field effect transistor (Fe-
FET) presents a promising alternative for a future genera-
tion memory device that combines high speed operation
with nen-volatility. Using a FeFET in a memory application
necessitates the investigation of new programming methods
o take advantage of the unique characteristics of the de-
vice. Also, Lhe scaling potential of the FeFET must be in-
vestigated, because it is important to have a long term view
in order to be competitive,

New Programming Concept

First, a new programming coneept is proposed that elimi-
nates the need for a separate erase operation. [nstead it
incorporates both a “write” and an “erase” in one program-
ming eycle (Fig. 1) [1]. The pulse applied (o the cells that
arc to be programmed is V in the first half and goes to zero
in the second half. The V/2 voltage that is applied to some
of the cells in Fig. 1 does not change their state (polariza-
tion remains unchanged).

0 V vi2
|

V2 — —

VIO
Pulse with —
half duration

i

Oo @vio:srr @orv.-a

Fig. 1: Programming thal incorporates a write and an erase
aperation in one single operation.
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This is enabled by a low doping concentration in the Fe-
FET substrate (10" cm™) thal makes it possible to reverse
the polarization if e.g. 3 ¥ are applied to both source and
drain and both gate and bulk are grounded as seen in the
simulation of Fig. 2. The applied voltage in combination

02 04 08
length in microns

Fig. 2: Poiential distribution in substrate during “positive
voltage erase”.

with the low doping concentration leads to accumulation of
holes in the channel region, so that the Si surtace is at a
positive potential. This programming method is termed
“positive voltage erase”.

FeFET Scaling

Next, the scaling of the FeFET is studied. The parameters
that were considered are shown in Fig,. 3.

Xp is the maximum depletion length and depends on the
substrate doping concentration. The two proposed scaling
methods [2] are pictured in Fig. 4. Variable gate stack scal-
ing has three freedom factors (fe., foo Nsug), while constant
gute stack scaling has only one (Nsuz).

Ferroelectric
Gate Oyxide

| |

Fig. 3: FeFET parameters modificd with scaling.
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Fig. 4: Variable (left} and constant {right) gate stack scaling.

With variable gate stack scaling the wrile voltage is
scaled to be compatible with CMOS. This leads to smaller
hysteresis sub-loops with each scaling step (Fig. 5 left). The
[V curves in Fig. 5 (vight) show how the /o,/ 1y ratio di-
minishes as a result of the smaller polarization.

L= W= 130 nm

Polarization {uClem?2)
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=
~ 80|
_D r
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+ Voltage
201 7
0 1
0,0 1.5

Fig. 5: P-Vp (lefi} and I;)5-Vgge {right) for the FeFETs scaled
with variable gate stack scaling.

In constant gate stack scaling the write voltage is kept
constan! and only the subsirate doping is adjusted for a
maximal fo,/fog 1atio. The -V curves of the scaled devices
are shown in Fig. 6. Both read voltage and Fps are kept
constant during scaling in botlt cases.
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L=W=130am
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Write

Fig. 6: Ips-Vgr curves for the FeFETs scaled with constant
gate stack scaling.

Fig. 7 summarizes the simulated results. In both case the
To/ 1oy ratio diminishes with scaling. Constant gate stack
sealing, however, can scale 1o much smaller sizes. In veri-
able gate stack scaling the smaller write voltage is the lim-
iting factor for further scaling. This however, makes this
scaling method voltage-compatible to CMOS.

» varahle gale stack scaling
16000 |- y
+ constant gate stack scaling
12000 -
8000
4900 |-
0 ] 1 1 I 1 1 L] 1 1 e 1 1 1
0 20 40 60 80 100 120 140

Fig. 7: FeFET scaling roadmap based on [/, ratio.

Throughout scaling the specifications were 1, > 10 pA
and an 1,,/1,q >1000,

[1] M. Fitsilis et. Al, New Concept for using Ferroelectric
Transistors in Nonvolatile Memaories, Integrated Ferro-
electrics, 60, pp. 45-58, (2004).

[2] M. Fitsilis et. Al, Scaling the Ferroelectric Field Effect
Transistor, Integrated Ferroelectric, to be published.
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Chemical Mechanical Polishing for Integrated Ferroelectric Nanostructures

S. Clemens': %, A. Riidiger?, S. R(’jhrigz, T. Schneller” 2, R. Waser" 2
ustitute of Electronic Materials I'VE [, RWTH Aachen
2CNE = Center of Nanoelectronic Systems for Information Technology (IFF)

tn order fo evaluate the feasibility of integrating nanoscale terroelectric materials inte next generation high-
density memory devices, basic questions regarding the ever shrinking structure sizes are under discussion.
The physical properties of ferroelectrics that reach the nanoscale regime arc intensively studied [1]. Extrinsic
and intrinsic influences are known to strongly affect the properties of the functional ferroelectrics. Regarding
integration, new fabrication methods emerge, allowing the preduction of large-area, high-density forroelectric
structure arrays in elfective manners, Qur group presents a technique based on chemical mechanical polishing
to improve the insight into the clectrical properties of nanoscaled ferroelectrics by cnabling direct electrical
hysteresis measurements [2]. At the same time it highlights a possible way of intcgrating nanosized ferroelce-
tric grains inte future memery devices. Furthermore we show, that manipulation of shape and aspect ratio of
these grains is also an option using chemical mechanical polishing [3].

Ferroglectric PbTiO; nanograins are grown on |”-square
platinized substrates by a 2-butoxyethanol based chemical
solution deposition technique [4]. The grains are embedded
in a layer of low-k flowable oxide (hydrogen silsesquioxane
— HSQ) as an insulating matrix. The final sample setup is
schematically shown in Figure 1.

Common Top-
Electrode (Pt; Au)

\ Flowable Oxide
PTO-Grains i 'i
[— —: -l e
' Silicon

Pt-Bottom-Elecirede

Figure l: Sample setup cnabling divect hysteresis measurements
(left). Insert on the right: SEM-image of an embedded PbTiO;
grain, Here, the HSQ-layer is polished down to the grain top.

In order to provide electrical contact to the grains we de-
veloped a dedicated chemical mechanical polishing (CMP)
step. For this, a commercial available PM4-tabletop polisher
is used. The about 20 nm thick residual HSQ-layer on top of
the grains is removed using Syton-SF( as polishing slurry
and very soft, chemical resistant polishing pads (ChemmoM-
et). Uniform material removal rates between 7 and 15 nin/
min are achieved rcsulting in extremely smooth surfaces
down to 0.4 nm rms. Macroscopic top electrodes (P't, Au)
with diameters hetween 75 um and 200 pun provide con-
tact to several PbTiO; grains in parallel. Figure 2 presents
an equivalent ¢ircuit model for this sctup. Direct electrical
characterization measurcments are carried out on an Aix-
ACCT TFAnalyzer 2000 ferroelectric test system. A trian-
gular voltage signal is applied between collective top- and
bottom-clectrode and the current response is measured,

Figure 2: Equivatent circuit diagram for the embedded ferroclec-
tric grains.

Cip and Ry p represent capacitance and resistance of
the HSQ-layer in parallel to the ferroelectric grains (red
dashed box in Figure 2). Both, capacitive and leakage cur-
rent through the diclectric layer are superimposed to the fer-
roelectric signal but can be compensated. Even in uncom-
pensated measurements switching currents (peaks) appear,
to some extent indicating very high coercive ficlds up to 1.5
MV/cm (sec Figure 5).

As the embedded PbTiO; grains are grown by a sclf-as-
sembly method, their size distribution is wide, resulting in
a maximum grain height of about 50 nm. Most of the grains
arc smaller and therefore covered with HSQ even after the
polishing step, resulting in a distinct in series capacitance C;
and resistance R; for every single grain {green dashed box,
Figure 2). These in-series elements explain the high coer-
cive fields encountered.

In order to decrease the height distribution of the PLTIO;
grains, it is an option to grow them on dedicated TiQ; nucle-
ation site templates as presented eartlier [5]. The contrelled
deposition ob PbTiO; grains leads towards further integra-
tion, but the reduced grain heights to about 20 nm hamper
integration at this point,

The formation of a chemically / mechanically modified in-
terface layer on top of the polished grains during CMP scems
to be negligible for the increased coercive field. Polishing ex-
periments on non-embedded PbTiO; graing show, that even
after abrasion of half their initial heights their functionality
remains unchanged [3]. Figure 3 compares cross secticnal
SEM unages of PbTiO; grains before and after CMP.
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Figure 3: SEM images of (a) an unpolished sample and (b) a sam-

ple that was polished for 30 scconds. Only a few nanometer of the
original grain height is left after the polishing step.

For the non-embedded PbTiO; grains the same polish-
ing parameters are used as for the HSQ-layers, Ounly the
polishing time is reduced to less than 30 seconds. Loss of
piezoelectric activity is not detected as verified by piezo-
response force microscopy (PFM) measurements. 1l seems
that domain structures indicating ferroelectricity are even
intensificd after polishing. Figure 4 shows PFM images that
demonstrate ferroelectric switching of a polished grain.

Besides proving that neither the chenical agents nor the
mechanical abrasion during polishing arc significantly af-
fecting the ferroelectric performance, our results show the
feasibility of using CMP to nano-manipulate shape and as-

Figure 4; Bi-directional switching of a PbTiO; grain (highlight-
ed) that was polished for 15 seconds. The fairly round grain is
about 15 nim in height and 100 nm in diameter. The single images
depict: a) topographic information, (b) inplane phase information
and (c) - - (d) inplanc phase information after applying de voltages
of -5 V and 5 V to the grain, respectively.
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pect ratio of thermodynamically grown ferroelectric grains.
Especially for the studies on size cffects this feature is of
major inlerest.

Acting on the assumption, that it is primary a residual
HSQ-layer on top of the PbTiO; grains that boosts the cocr-
cive field, the field should drop for samples that are polished
further. Figure 5 shows the 1-V-curves of two samples that
were polished to different extends.

6x10™

4x10°- ||
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Figure 5: Current response of embedded PbTiO; grains at 100 Hz.
Black curve: only highest grain-tops polished (about 50 nm thick
layer, 75 um diameter Au pad on top). Red curve: polished slightly
further (about 40 nim thick, 200 pum Pt pad).

As expected, the thinner sample (red curve) with the
larger top-electrode shows increascd leakage current and
capacitance, as evidenced in Figure 5 by the widening of
the curve. The risk of obtaining short circuits increases dra-
matically, here. At the same time the switching peaks move
towards a lower coercive field and are not as smeared out
as peaks that appear when the sample is only slightly pol-
ished. While for the black curve the coercive field can be
calculated to 1.2 MV/ci, it decreases to 250 kV/cm in case
of the red curve, approaching literature values for PbTIO;
thin films.

[n conclusion we showed the value of chemical mechani-
cal polishiug for the intcgration and characterization of
nanosized ferroelectric structurcs. On the one hand it en-
ables direct electrical characterization of ferroelectrics by
uncovering structures that are embedded in a dielectric ma-
trix. In addition, modification in shape and aspect ratio of
nanoscaled ferroelectrics is possible, providing new infor-
mation on ferroelectric size effects.

[1] A. Ridiger, T. Schneller, A. Roelofs, S. Tiedke, T.
Schmitz, R. Waser, Appl. Pliys. A 80, 1247 (2005).

[2] S. Clemeus, T. Schocller, R, Waser, A. Riidiger, T. Peter,
5. Kronholz, T. Schmitz, S. Tiedke, Appl. Phys. Lett. 87,
142904 (2005).

[3] S. Clemens, S. Réhrig, A, Ridiger, T. Schneller, and R.
Waser, accepled for publication in Small.

[4] RAMW. Schwartz, T. Schneller, and R. Waser, C. R. Chimie
7,433 (2004) :

[5] 8. Clemens, T. Schneller, A. van der Hart, F. Peter, R. Wa-
ser, Adv. Mater. 17, 1357 (2005).
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Simulation of Quantum Dead-Layers in Nanoscale
Ferroelectric Tunnel Junctions

K. M. Indlekofer!, H. Kohlstedt?
CNI — Center of Nanaelectronic Systems for Information Technology ( ISG, IFF)

We simulate the current-voltage characteristics of a metal-ferroelectric-metal tunnel junction by use of a

nonequilibrium Green’s function approach. Quantum effects such as Friedel ascillations lead to deviations

from the conventional semiclassical description of contacts in such a tunncling struclure. As a conscquence,

we predict a well-pronounced bistable resistive switching effect, depending on the polarization state of the
ferroclectric tunnel barrier.

Recently, the concept of'a ferroelectric tunnel junction (FTT)
based on a metal-ferroelectric-metal (MFM) layer sequence
has been presented [1], consisting of two (semi-) metals sep-
arated by an ultrathin ferroelectric layer as visualized in the
inset of Figure [{a). Theorctical and experimental results
clearly indicate that FTJs may be realized experimentally.
For application-relevant metal-fervoclectric interfaces, the
charge distribution and field penetration inside the metal
electrodes is commonly described semi-classically on the
basis of the Thomas-Fermi screening length. On a nanom-
cter length scale of FTJ device systems, however, a quan-
tum mechanical description of the electronic states and their
nonlinear setf-consistent charging becomes essential.
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Figure I: Simulated clectron density distribution (a) and poten-
tial encrgy profile (b) {with LDOS grayscale plot) for zero bias.
In the shown polarization state of the ferroelectric tunnel barrier,
the posilive polarization charge is located at the left interface. The
Fermi energy corresponds to the dash-dotted line. The inset shows
a schematic sketch of the tunnel junction.

In this article, we show that quantum interference ef-
fects such as Friedel oscillations lead to deviations from
the semiclassical Fermi-Thomas screening within a metal-
insulator-metal tunnel junction, resulting in a considerable
field penetration inside the metallic contacts [2]. A Green’s
function based quantum kinetic transport theory, which is
well-estabilished in the context of transport simulation of
semiconducting tunnel devices, provides the basis of our
calculations. Considering an idealized protype FTJ system
in the clean-timit, we obtain a bistable device behavior.

[n order to simulate the I-V characteristics of the TTI, a
non-equilibrium Green'’s function approach has been used.
The employed empirical tight-binding one-band formula-
tion constitutes a good approximation for the description
of conduction band clectrons inside the ferroelectric tunnel
barrier and the electrodes. Within this framework, nonlin-
ear Coulomb charging effects are accounted for in terms of
a sclf-consistent Hartree-potential. Polarization charges al
the two interfaces of the ferroclectric material are imple-
mented as charged mono-layers. (For simplicity, we assume
a meno-domain polarization state with a polarization vector
perpendicular to the junction plane. The device structure is
translationally invariant within the growun layers.) An ap-
plied bias voltage is implemented as a diffcrence in the local
Fermi-energies of the (wo reservoirs.

In the following, we will discuss an idealized case of an
MFM structare in the clean-limit, assuming an effective
clectron mass of »” = 0.5 m, and a diclectric constant of
£, = 300 throughout the device. The ferroelectric tunnel bar-
rier of 3.2 nm and 0.5 ¢V height (with interface polarization
charges of o =+5 x 10'* cm™) is surrounded by two {semi-
)} metallic contact regions with electron concentrations of
102 em® and 1020 e, respectively. These parameters
have been chosen in order to clearly visualize quantum cf-
fects in nanoscale tunnel systems. (Since the tunneling time
of an clectron through a ferroelectrie barrier is unknown, the
chosen parameters — especially for ¢, — should be considered
as rough estimations.) Of course, they have to be adjusted to
match the individual experimental device structure,

Figure [(a) shows the simulated electron contration under
zero bias conditions (short cireuit case), Due (o the wave-
naturc of the electron, Friedel oscillations arise within the
electrode regions in the vicinity of the tunnel barrier (clearly
pronounced in the left contact). The oscillation period is giv-
en by the Fermi wavelength divided by two (/2 = 1.0 nmin
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Figure 2: Simulated clectric field (a) and current-density (b) char-
acteristics. The assumed intrinsic coercitive field is 700 kViem.

the Lh.s. reservoir). As an important consequence, quantun
mechanically determined partially depleted regions close to
the tunnel barrier arise (see arrows in Figure 1{a); 1.0 nm
and 2.2 nm), in contrast to the abrupt electron concentration
drop in the classical case. We refer to this phenomenon as
a “quantum dead-layer” (analogous to a conventional dead-
layer which also introduces a non-screening and non-ferro-
clectric region at the metal-insulator interface). Within the
semi-metallic electrode on the r.h.s., the depleted region is
further extended due to band-bending, varying with the ap-
plied voltage. In Figure 1(b), the corresponding self-consist-
ent potential energy profile for the electrons is shown (solid
line) with a grayscale plot for the local density of states
(LDOS). In the shown grayscale mapping, a darker color
in the LDOS plot carresponds to a higher density of states.
Note that the applied voltage corresponds to the difference
in the local Fermi-energies at the outer ends of the contacts.
One can clearly identify the polarization charge at the inter-
faces of the ferroclectric tunnel barrier in terms of a kink
in the continuous part of the potential energy and a tilted
barrier potential due to the resulting depolarization field of
= 200 kV/cm. The LDOS plot reveals the wave-properties
of the electron: Firstly, standing wave patterns result from
reflections at the tunnel barrier, giving rise to the Friedel
oscillations with a quantum dead-layer. Secondly, multiple
reflections within the barrier region yicld resonances in the
higher energy region. Latter may become relevant for hot-
carrier injection conditions. Furthermore, within the reser-
voir on the Lh.s, a shallow triangular quantum well arises,
which is responsible for the screening charge.

239

The local electric ficld within the ferroelectric barrier as
a function of the applied voltage is shown in Figurc 2(a).
(A positive voltage corresponds to an energy lowering of
the right reservoir in Figure 1{l}).) Here, an intrinsic coer-
citive field of 700 kV/cm has been assuined, resulting in
transition voltages of approximately +0.6 Vand -0.5 V. The
asymmetry stenis from the assumed electron concentration
asymmetry within the clectrodes. Since there is a signifi-
cant voltage drop within the electrode regions close to the
barrier {depleted regions), the external voltage necessary
to induce a polarization flip in the ferroelectric material is
significantly higher than the intrinsic voltage drop across
the barrier. Additionally, in Figure 2(b), the corresponding
current-density vs. voltage characteristics is plotted in a
log-scale, revealinge an exponential behavior of the current
density which is determined by the tunuel barrier. Depend-
ing on the the polarization state and the sign of the applied
voltage, the slope in the log-scale varies due to different po-
tential profiles.

The bistable I-V characteristics could make such an
MFM device a possible candidate for a non-volatile memory
element. Obviously, the total capacitance of the considered
device structure will also be affected by the quantum dead-
layer and depletion effects discussed above. In general, the
influence of polarization charges due to a ferrorclectric lay-
er inside such a nanodevice on the I-V characteristics will
certainly depend on the screening properties of the adjacent
contact regions. Here, quantum mechanically determined
charge distributions and accompanying depletion regions
play an important role.

In conclusion, we have considered quantum interference
cffects in ultrathin metal-ferroelectric-metal tunnel junc-
tions. The current-voltage charateristics of an exemplary
tunnel structure in the clean-limit has been simulated with
the help of a nonequilibrium Green’s function formalism.
As a result, a bistable resistive switching behavior was pre-
dicted. Although the simulations were performed for a spe-
cific set of parameters, terroelectric tunnel junctions in gen-
eral might be a first step into a new class of tunnel systems.
Here we can think of junctions which consist of magnetic or
superconducting electrodes and fervoelectric barricrs. For a
theoretical description of electronic transport in such nano-
systems, a quantuim kinetic approach as discussed in this let-
ter offers a consistent treatiment of quantum interfercnee und
tunnel effects under the influence of polarization charges.

[1] J. R. Contreras, H. Kohlstedt, U, Poppe, R. Waser, C.
Buchal, and N. A. Pertsev, Appl. Phys. Lett. 83, 4595
(2003).

[2] K. M. Indlckofer and H. Kohlstedt, Europhys. Lett. 72,
282 (2005).
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Impedance Spectroscopy Study of TiO, Having Bistable Resistance States

D. 8. Jeong, H. Schroeder, R. Waser
CNT — Center of Nanoelecironic Systems for Information Technology (IFF)

The impedance of 27-nm-thick amorphous TiO; films showing bistable resistive switching was investigated in
the frequency domain (300 Hz — 10 MHz). The impedance specira were characterized for the various resist-
ance states, a fresh state (before electroforming, FS), a high resistance state (11RS), and a low resistance state
(LRS). The impedance spectrum of the FS shows the usual law of dicleetric respense. The impedance speetra
of the HRS and the LRS suggest the existenee of de conductance in TiQ, with the value corresponding ta the
RS and the LRS, respectively, and show alimost the same capacitances independent on the resistance state.
For a better understanding, numerical calculations, based on the finite element analysis (FEA), of impedance
spectra were performed for both, a local filament and an interface related model. The simulation data for the
filament model agree much better with the experimental results.

Resistive switching behavior of transition metal oxide
{TMO) materials, including Ti0O; and NiO [1, 2] as well as
perovskite-type oxides such as StZrQ; and Pb{Zr,, Ti; )03
(3, 41, is a very attractive subject of technical and scientific
research. Recently, TMOs having histable resistance states,
a high resistive state (HRS) and a low resistive state (LRS),
were evaluated for their use in resistive switching random
access memory (ReRAM) devices because of the expect-
ed advantages of the ReRAM for future integration archi-
tectures [5]. Another, more scientific motivation for these
vigorous efforts is to clarify the mechanism of the resistive
switching which is under debate for several decades.

We investigated the impedance of sputter grown TiO,
films at the various resistance states (FS, HRS, and LRS)
in the frequency domain (100 Hz — 10 MHz), The resistive
switching measurements were performed by applying de
bias voltage on the top-clectrodes of Pt/TiO,/Pt capacitors.
The impedance spectra were measured at 0V with an
oscillation voltage of 0.05 V. The details of sample prepara-
tion and measurements can be found elsewhere [6].

Figure | shows the typical current vs, dc bias voltage
curves of TiO,. It represents a unipolar resistive switching
behavior, where the polarity of applied voltage hardly affects
the switching unltke the bipolar switching of perovskite-
type oxides, To prevent permaneni dielectric breakdowns of
the film at the switching to the LRS, we set the current coni-
pliance to 7 mA. The reset current for the switching from
LIRS to the T1RS is around 30 mA.

The measured impedances Z for TiO; were inverted to
the corresponding admittances, Y = 1/Z, which are shown
in Figure 2 vs. applied frequency. The spectrum of the FS
is in good agreement with the universal law of dielectric
response[7], i.c. constant ratio Re(Y :)/Im(Yg), and there is
no indication of a dc conductance in the FS.

In contrast, the real parts Re{¥, ;) for the LRS and the
IIRS suggest the cxistence of constant dc conductances in
TiO, in these states, which is in parallel connection with ac
conductance. The dc conductances obtained from the figure
are consistent with the resistances recognized by de voltage
measurcments. Unlike the Re(¥ g), the imaginary parts,
Im(Y; ;) of the admittance are hardly influenced by the
resistance state. Therefore, we can conclude that the resisti-
ve switching is due to sonte very localized changes.
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Figure 1: Typical current vs. de voltage curves for 27-nm-thick
TiO; between Pt electrodes showing switching. Assuming HRS as
initial state of TiO;, the current increases along the line (a) with
increasing positive dc bias. Atter the switching to the LRS the
current limited by the current compliance, decrcascs to zero along
the dashed line (b). Then, increasing the positive de voltage again,
the current follows line (¢) in the LRS until switching back to the
HRS. As the behavior is completely symmmetric the sequence for
negative bias is (e), (£}, (d).
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Figure 2: The admittance (Y} of TiO; at the various resistance
states {I'S, HRS, and LRS) in log-log plot. The closed and apen
symbols denote the real and imaginary parts of Y, respectively. Y,
Yy, and Y arc of the FS, the HRS, and the LRS, respectively.
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For further insight into the resistive switcling mechanisim,
impedance spectra were simulated for two models, the
filament modcl and an interface related model, using the
finite element analysis (FEA) method. Some results on the
voltage distribution are presented in Figure 3 for an ap-
plied voltage of 1 V from bottom to top. The homogencous
FS is characterized by a constant voltage drop similar to
the voltage distribution at the outside edges of Figure 3(a).
The filament model explains the resistive switching by
the rupture and formation of localized highly conductive
pathways (filaments). The voltage distribution of this model
is shown in Figure 3(a) for which the volume of transforma-
tion of the resistive state during forming is much smaller
than in the more homogencous interface related model. In
this model (Figure 3(b)), the resistance state is determined
by the location of a virtual cathode (dashed ling) which is
parallel with the interface between dielectric and anode
and created during electreforming of the dielectric. In the
shown HRS most of the dielectric volume has already trans-
formed to a low resistance state. When the virtual cathode
reaches the anode, the resistance state is determined to be
the LRS. Unfortunately, the microscopic details of the resis-
tive changes are still not clear.

{a)

11

oV 0.22

033 056
|
044 067

Figure 3: Voltage distributions in dielectric film in the HRS
obtained by the FEA for application of 1 V bias on top-elecirode
for (a) the filament model and (b} the interface related model. The
hatched area in {a) designates a highly cenductive filament with
20 nm length and 2 nm width penetrating part of 27 nm thick
diclectric. The resistivities of the highly conducting and insulating
phases arc assumed as 0.02 Qem and 2 x 10% Qem, respectively.
The dashed line in (b) designates a virtual cathode created during
eletroforming and serving as the boundary between conducting
{upper part) and insulating (lower part) phascs. The thickness and
resistivity of the conducting phase/insulating phase are 20 nm/
7 nmand 10° Qem/2 = 10% Qem), respectively.
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The simulated impedance spectra of the two models are
shown in Figure 4 together with the simulated spectrum of
the FS having no conductive phase. The spectrum of the
filament model is in much better agreement with the ex-
perimental data than the interface related one. In particular,
there is nearly no deviation of the imaginary parts Im{Y¢cg)
and Im(Y¢p ) and an overlapping of the constant de con-
ductance with the ac conductance similar as in Figure 2.
However, it can be noted that the calculaicd de conductance
of the filament model is much lower than that of the experi-
mental spectrum. On the other hand, the spectrum of the
interface related model shows great deviations from the ex-
perimental data for both the Re(Yeg) and Im(Yeg)-
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Figure 4: The calculated impedance spectra described in terms of
the complex admittance {Y) of the FS (Y¢f), the interface related
model (Yeg), and the filament model (Yo ), respectively. The
paramcters taken for the calculations are identical to those for the
calculations of the voltage distributions in Figure 4(a) and (b).
Additionally, for the calculation of Yy the density of filaments
is assumed to be 2.5 % 10V ¢cm?, i¢. | filament in a square of

20 % 20 nm?,

Thercfore, we conclude that the filament model is a much
better explanation for the impedance spectra of TiO; show-
ing the bistable resistive switching behavior.
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Resistive Switching and Data Reliability of Epitaxial (Ba, Sr)TiO3; Thin Films

R. Oligschlacgcr‘*z, R. Waser!- 2, R. Meycrz, S. Karthiiuserz, R. Dittmann®
Iastitut finr Werkstaoffe der Elekirotechnik [
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We report on resistive switching of capacitor-like SrRuQ3/Bag 7814 2 TiO3/Pt thin films epitaxially prown on

Srli0y substrates, We observe a weak but stable hystercsis in the current-voltage curve. By applying short

voltage pulses, a high or low resistive state as well as intermediate states can be addressed even at room tem-

perature. We demonstrale a multiple-branch hysteresis curve corresponding to multilevel switching modus

revealing different sub-loops for different write vallages. Furthermore reliability issucs such as cycling endur-

ance and data retention arc presented. Read-write operations over 10,000 cycles show a fatigue-like drift of
both resistance states. No data loss is found upon continuous readout

Many different material systems such as oxides, organic
materials, scmi-conductors show bistable switching of resis-
tivity. This effect is of a great interest for future non-volatile
memories. For scalability reasons, resistive tnformation stor-
age concepts have the higher potential compared to charge
bascd storage concepts. Recently, diclectric perovskite type
oxides (ABQO;) have attracted increasing attention as candi-
dates for resistive information storage [1]. Multilevel storage
was demonstraied for Cr-doped SrZrOjy structures [1]. Here,
different resistance levels could be addressed by a variation
of length and amplitude of the programming voltage pulse.
There is still some debate about the physical mechanisms of
the resistance change and about the key experimental pa-
rameters. Mechanisms under discussion are (i) trapping/de-
trapping cffects and charge transfer processes via donor and
acceptor levels (C13+/ Cr'h, (ii) a Mott metal-insulator tran-
sition, {iii) formation of local current domains, (iv} redox
processes of extended detects and (v) conduelivity changes
due to areversal of a locat spontancous polarization. Polari-
zation changes might not be stringently of ferroelectric na-
ture, but might also be due to defect dipoles e.g. formed by
acceptorfoxygen vacancy defect associates. [n our present
work, we investigate resistive switching of 0.2% chromi-
um-doped Bag 7St 2 TiO3 (BST) capacitor-like thin films of
around 40 nmm thickness deposited by PLD.

Figure 1{a) displays the quasi-static measurement of the
hysteretic /(F)-characteristic between +6.0 V and -6.0 V ob-
tained at room temperature for 10 subsequent cycles with a
frequency of 25 mHz, The current compliance is set to 10 mA
corresponding to an effective current density of 25 Afem? for
a pad size of 0.04 mm?. The samplc starts in the low resistance
state when sweeping the voltage from zero to positive valucs
(1). In the subsequent voltage sweep from positive to negative
voltages {2-3), the sample shows an increased resistance. At
negative voltage the sample resistance switches back from a
high to a low resistive state (4). In the branch from zero to posi-
tive values (1) the virgin sample shows a slightly higher resist-
ance than obtained in the subsequent cycles. The high and low
current curves cross at zero voltage. The maximum resistance
change (Ryign/Rigy) is about 5. In contrast to hysteretic I(1)
curves with abrupt resistance changes, reported in Ref. [1], a
less distinctive resistance change is observed here. On samples
with stable /() characteristic, switching in pulse mode is stud-
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Figure 13 (a) I{F)-characteristics of a Pt/BST/SRO/STCO (001)
structure. 10 voltage sweeps with an amplitude of 6 V and 0.1 V/s
al RT. Arrows show the sweep dircetion of the applied voliage. (13)

Two state switching performance at RT. Applied voltage vs time
{upper curvc); rcadout current vs time (lower curve).

0 40 80

icd to demonstrate two level and multilevel data storage at RT.
Results are illustrated in Figure 1{b} {one bit) and Figure 2(a)
(two bit). Employing a positive voltage pulse of +6.0 V for 0.2 s
switches the system into a high impedance state, After apply-
ing a negative pulse of -6.0 V for 0.2 s the low impedance state
is recovered. Between these write and erase pulses the state is
readout with 0.5 V continuously over 10 s.

Employing write pulses of intermediate amplitudes al-
low to address different low impedance states. Differcnt
impedance states can only be set, if the programming volt-
age is in the window corresponding to the hysteresis in the
1(¥}-curve. Four stable equidistant impedance levels arc ob-
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Figure 2: (a) 2-bit multi state resistive information storage of a
Pt/BST/SRO/STO (001) structure at RT. Programming voltages
for multilevel switching: 2.4 V, 3.3 V, 5.0 V; erase voltage: -5.0 V.
(b) /(1) characteristics showing different sub-loops for different
write vollages.

tained by applying 0.2 s long voltage write pulses of 2.4 V,
3.3V, and 5.0 V and an erasc pulse of -5.0'V, respectively.
If the propramming voltage is further increased (e.g. from
50V to 6.0 V), no additional resistance change is found.
In Figure 2(b} the /{F)-curves corresponding to multilevel
switching modus are shown. Starting [romn negative erase
voltages the voltage is raised to different write voltages re-
sulting in different sub-loops. Even though for other materi-
als different types of /(¥)-curves have been reported [1],
in our case no threshold voltage Vy;, had to be reached to
switch fron R, to a higher impedance state. Reliability of
the stored resistance state is studied for once write-erase/
continuous readout and for cyclic write/ erase operation.
Figure 3 displays the time dependence of the current cor-
responding to the high and the low resistive states, which
show an exponential deerease especially after switching
to the high resistance state. The relaxation time of several
hours, suggests a participation of slow solid state electro-
chemical processes. Measurements show that both states are
stable for at least 107 at RT. Write/erase endurance mcas-
urements demonstrate switching over 107 eycles. Figure 4
shows a typical decrease of the resistance in both states. In
order to determine the charge transport mechanism the tem-
perature dependence of the current in both impedance states
was measured, The current in both states (R,,, and Ryg) is
found to be thermally activated with activation energics of
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Figure 3: Demonstration of non-volatile data rcadout in a write
oncc/cantinuous read and a crase once/continuous read operation.
Writc/crase pulse time: 0.2 s, Readout time: 10%s

0.19 eV and 0.22 eV, respectively. These findings together
with the nonlinear /(F)-curves indicate a thermally activat-
ed hopping between isolated states as the dominating mech-
anism for conduction in both states. No metallic behavior is
seen analogous to Cr-doped S1ZrO; reported in Ref[1]. The
question remains, whether one cause of resistive switching
could be the existence of ferroelectricity in BST epitaxially
grown on SRO/STO substrates. A tetragonal distortion of

T 4000 6000 8000 10000

write/erase cycles

0+ T
Q 2000

Figure 4: Switching reliability of a Pt/BST/SRO/STO (001} de-
vice for a “writc-rcad-erase-read” scquence of 10000 cycles.
write/erase voltage: 6 V/-6 V.

the unit cell even at RT originates from the lattice mismatch
between substrate and film resulting in a compressive strain
of the BST filin. To examine the influence of ferroelectricity
on the resistive switching we investigated the temperature
dependence of switching behavior up to 180°C. Resistive
switching is observed in BST thin layers (40 nm) below and
above the ferroeleetric-to-paraclectric transition assumed
to be at 60°C, indicating a switching behavior independent
from any ferroelectric lattice transition.

[1] A. Beek, J. G. Bednorz, Ch. Gerber, C. Rossel and D.
Widmer, Appl. Phys. Lett. 77, 139 (2000).
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Hysteretic Current-Voltage Characteristics of Ferroelectric Tunnel Junctions
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The current-voltage (I-¥) characteristics of ferroelectric tunnel junctions (FTJs) are caleulated for direct electron
tunneling. First, the role of converse piezoeleciric effect is analyzed. 1t is shown that the latlice strains of piezo-
electric origin modify the J-17 relationship owing to strain-induced changes of the barrier thickness, electron cf-
fective mass, and position of the conduction-band e¢dge. Since the polarization reversal in a ferroclectric barrier
alters the sign of piezoelectric coefficient, the /-1 curve displays resistive switching at the cowrcive voltage and
a hysteretic behavior. Second, the effect of internal electric field caused by incomplete sereening of polarization
charges is analyzed. For asymmctric FTJs, this depolarizing-field effect also lcads to a considerable change of
the barrier resistance after the polarization reversal. However, the symmectry of resulling hysteretic -V curve is
different from that characteristic of sirain-related resistive switching, Crossover between two types of hysterctic
behavior is described taking into account both the strain and depolarizing-fietd effects.

Tunnel junctions of several different types are currently
studied from the fundamental point of view and used in mi-
croclectronics. Famous examples are the superconducting
NbU/ALALOY/NB tunnel junctions for high-frequency dig-
ital electronics [1] and magnetic CoFe/Al,O,/CoFe tunnel
Junctions for nonvolatile memory applications [2]. Another
interesting possibility is to employ a ferroelectric material
as a tunnel barrier separating two conduetors [3]. Since fer-
roclectrics possess several specific physical properties, the
current-voltage characteristics of such ferroelectric tunnel
Junctions {FTIs) are expected to be different from those
of conventional metal-insulator-metal junctions. In par-
ticular, the electric-field-induced polarization reversal it a
ferroelectric barrier may have a pronounced effect on the
conductance of a FTJ. Indecd, the polarization switching
alters the sign of polarization charges existing al a given
barrier/clectrode interface, changes positions of ions in fet-
roelectric unit cells, and modifics lattice strains inside a
ferroelectric barrier. Motivated by these considerations, we
carried out the theoretical analysis of current-voltage rela-
tionships that characterize the direct quantum mechanical
electron tunneling across a few-nanometer-thick ferroeclec-
tric barrier.

To calculate the tunnel current through an ultvathin fer-
roclectric barrier, we used the Wenzel-Kramer-Brillouin ap-
proximation and the one-band model. Cwing to the converse
piezoclectric effect inherent in ferroelectrics, the barrier
thickness #, position of the conduction-band edge £, and the
electron cffcctive mass m* depend on the voltage I applied
between the electrodes. These dependences may be written
as =+ d*F E.= Ep+ &k Vg, m* =mg*(L + p d¥VM1p),
where ¢* is the effective longitudinal piczoclectric coeffi-
cient of the ferroelectric layer, x is the deformation potential
of the conduction band, and g = 8 In m*/8S characterizes the
sensitivity of the effective mass to the out-of-plane film strain
§ [4]. Using the above relations, the tunneling prabability D
can be calculated as a function of the total electron encrgy £
in the direction perpendicular to the barrier. The calculation
gives
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where e is the clectron charge and /i is the Planck constant. It
can be scen that the voltage dependence of D differs consid-
erably from the case of nonpiczocleetric barriers [5].

The tunnel current was evaluated at zero absolute tem-
perature in the approximation developed by Simmons [6].
Restricting our analysis o the range of small voltages, we
represented the current density J in the form of a series ex-
pansion J(Fy=C\V + G2+ G312 + ... and calculated co-
efficients of the linear, quadratic, and cubic terms analyti-
cally [4]. Remarkably, the quadratic term, which is negligi-
ble for a symmetric nonpiezoelectric barricr [6], becomes
significant for FTJs. Since the cocfficient C; appears to be
directly proportional to the piezoelectric constant %, the
current density is sensitive to the orientation of ferroclec-
tric polarization with respect to the applied electric field.
This orientation, which determines the sign of «*, changes
after polarization reversal in the barrier at tlc cocrcive volt-
age V.. Therefore, a resistive switching takes place at =V,
so that the currcni-voltage curve becomes hysteretic. Fig-
ure | shows such hysteretic curve calculated numerically
for a representative set of the junction parameters. It is seen
that two branches of this curve just touch each other at zero
voltage. Here an “inversion” of the junction resistance takes
place because the direction of applied field reverses at 7= 0.
For the employed sct of paramelers, the low-resistance state
transforms into the high-resistance one at both the positive
and negative coercive voltages.

Since the polarization charges p=— div I’ at the barrier
surfaces are not perfectly compensated for by frec charge
carriers even in the presence of metallic electrodes (due to
the finite electronic screening length in metals), a depolar-
izing ficld should exist in FTls. Evidently, this internal clee-
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Figure 1: Influence of converse piezoelectric effect on the current-
voltage characteristic of a symmetric ferroelectric tunnel junction.
The current density was calculated using (he [ollowing values of
the junction paramecters: barrier height at zero vollage ©g = 0.5 eV,
fg=2nm, nt* =m, (m, is the free clectron mass), &% =50 pm/V,
k=—d.6eV,and p= 10,

tric field modifies the potential barrier in the junction and so
influences the tunnel current. The analysis shows, however,
that in symmetric junctions (with identical electrodes) the
depoelarizing field cannot induce significant resistive switch-
ing. The situation changes dramatically in asymmetric FTls,
which involve dissimilar top and bottom electrodes. In this
case the mean value of the electrostatic potential in the bat-
rier differs from zero even in a junction with short-circuited
clectrodes, and, morcover, this mean value changes sign af-
ter the polarization reversal. Accordingly, the depolarizing
field creates a jump 24 of the mean barrier height at the
coercive voltage. Since the tunnel current exponentially de-
pends on the mean barrier height [6], the resistive switching
caused by depolarizing-fleld effect is expected to be pro-
nounced in asymmetric FTJs.

The ratio of conductances, which characterize the low-
and high-resistance states in asymmetric FTIs, is deter-
mined at zero voltage by the depolarizing-field effect only.
Numerical estimates show that this ratio may be several
times larger than unity. The whole current-voltage curve
of an asymumetric FTJ can be calculated by taking into ac-
count both the strain and depolarizing-field effects. Figure 2
demonstrates the theoretical curve obtained for a represen-
tative junction, where the asymmetry is significant. It can be
seen that the symmetry of the current-voltage curve changes
when the depolarizing-field effect oveirides the strain-re-
lated one. In particular, the current jumps occurring at the
positive and negative coercive voltages are opposite in sign
in this case. A crossover between the first (Figure 1) and
sccond (Figure 2) type of the hysteretic curve takes place as
the degree of junction asymmetry increases [4].
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Figure 2: Combined effect of piezoelectric strain and depolar-
izing ficld on the current-voltage characteristic of asymmetric
FTI. The current density was calculated for the following values
of the junction parameters: Py = 0.5 eV, Ad>={3.02 ¢V, 15=2 nm,
wmE= g, of* =50 pm/V, k=—4.6 eV, and = 10.

Thus, the theoretical calculations strongly support the
idea that the polarization reversal in a nanoscale ferroelec-
tric barrier may result in a pronounced resistive switching.
They also indicate that asymmetric FTJs with dissimilar top
and bottom clectrodes are preferable for nonvolatile memo-
vy applications because of a larger resistance on/off ratio.
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Extrinsic Influences on Piezoresponse Force Microscopy
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Piezoresponse force microscopy (PFM) is the method of choice to investigate piezoactivity on a nanoimeter scale.

In order to use it as a toal in the quest for the superparaelectric limit, extrinsic effects on the measurement have

to be taken into account. We studied different influences from the sample, the experimental setup as well as the
physteal principle of the measuring method with the aim of giving a quantitative impact on the result.

PFM is a powerful tool to analyse local piezoelectric ac-
tivity and to study the ferroelectric domain structure. In
this method a conducting tip is brought into contact with
the sample and an AC voltage is applied to the tip. The pi-
ezoresponse parallel to the surface (“in-planc”) as well as
perpendicular to the surface (“out-of-plane™) is optically
detected as a deflection of the cantilever. In the quest of ex-
perimentally determining the superparaelectric limit [1] the
intrinsic piezoeffect has to be analysed. Buf extrinsic effects
are superimposed to the sample response. When theses ef-
fects are quantitatively known they can be accounted for in
the interpretation of the measurement data.
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Figure 1: O Is core line with additional components of the (cov-
ered) surface of a BaTiO; single crystal

Under ambient conditions perovskites like BaTiO; and
PbTiOy; are covered by an adsorbate layer. An X-Ray Photo-
electron microscopy (XPS) measurcment at roomn tempera-
ture of the O 1s core line is shown in Figure 1.

Three different components can be detected:

+ Component 1: Oxygen in Lattice (529.8¢V)
+ Component 2: Chemisorbed CO or CO5 (531.5eV)
+ Component 3: Physisorbed OH or H,0 {533.8¢V)

In situ XPS measurements under ultrahigh vacuum condi-
tions show that above 350°C H,0 and OH are completcly
removed whereas the chemisorbed layer cannot be totally
eliminated up to 800 °C. Measurements of differcnt angles
at room femperature show that under grazing incidence
component 3 is not reduced indicating that this peak comes

from the layer on top of the crystal. From this we deduced
that the top adsorbale layer is physisorbed OH or H,O [2].

This adsorbate layer causes a considerable field reduc-
tion below the tip. The influence of the additional layer was
quantifatively determined. The average piezoresponse of a
BaTiO; single crystal was determined by PFM under the
following four different conditions;

« ambient conditions

+ high vacuum

» high vacuum after heating to 350°C with subsequent
cooling and

« after exposing the sample {o ambient conditions.

Thesc steps were done consecutively, always scanning the
same area. The result is shown in Figure 2.

Ambient ]

High vacuum |
High vacuum after heating to 350°C [ —————j

=il
Ambient afler heating cycle (il

0 50 100 150 200 250
Piezoresponse (%]

Figure 2: O Is core linc with additional components of the (cov-
ered) surface of a BaTiOj single erystal

In many PFM measurements the in-plane signal is sub-
stantially larger than the out-of-plane signal. An example
of the difference is given in Figure 3 where the in-plane
and out-of-plane piezorcsponse of nanograins prepared by
chemical solution deposition is shown.

Geometrical considerations show that for standard AFM
tips the in-plane oplical amplification is a factor of about
20 larger than the out-of-plane amplification. In a dedicated
experiment a factor of approximately 18 is measured [3].

Due to the targer in-plane optical amplification these
PFM images show more detail and less noise. [Towever, in-
plane PFM ineasurements show a large dependency on the
shape of the piezoelectric material. This effect is important
when studying the piezoresponse of grains as opposed to
relatively Aat films.

We gimulated the piczoresponse of a 64 nm wide and
12 nm high BaTiO; grain with and without a 2 nm adsorbate
layer. Instead of placing the AFM tip only in the centre of
the grain, we moved it from the centre to the perimeter. The
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Figure 3: 450 nm x 450 nm Out-of-planc {left) and in-plane (right)
PFM measurcment of PbTi0; nanograins, The signal-to-noisc ra-
tio is a factor of 3.5 better in the in-plane image

simulation results are shown in Figure 4. In the case without
adsorbates the out-of-plane piezoresponse is almost constant
whereas the in-plane response is zero in the centre and in-
creases dramatically towards the perimeter of the grain. With
adsorbates the out-of-planc response decreases near the edge.
This is a consequence of the potential divider created by the
additional adsorbates; the voltage actually applied to the per-
ovskile deercases as the grain becomes thinner near the pe-
rimeter. But even with a smaller voltage applied, the in-plane
signal shows a similar increase as the adsorbate-free case.
Examining the electric ficld at different positions shows that
the component parallel to the surface increases. This in turn
results in an increased shear deformation which is detected as
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Figure 4: Simulated in-plane and out-of-plane piezaresponse (abso-
lute values) as a function of the distance from the centre of the na-
nograin, The shape of the grain is indicated in the background.
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an in-plane signal. In-plane piczoresponse thus can only be
detected in an unsymmetrical setup.

Measuring these effects {constant piezoresponse in the
out-of-plane direction and enhancement in the in-plane
direction) is challenging as the assumptions used in the
simulation are difficult to control. The polarisation of the
“ferroelectric material has to be uniform in the divection pei-
pendicular to the surface. Furthermore the stoichiometry
of the complete grain has to be constant; if it changes so
as to create a non-piezoelectric phase at the perimeter the
superclevation could be cancelled. Figure 5 shows the to-
pography and piezoresponse of a BaTiOj; grain prepared by
pulsed laser deposition on a SrRuQ; covered SiTi0; single
crystal [4].

Topography PFM QOut-of-plane PFM In-plang

135nm

[ ]

Figure 5: Topography (500 nm x 500 nm}, out-of-plane and in-plane
piezoresponse of a BaTiO; grain. The out-of-plane response is rela-
tively constant over the total grain whereas the in-plane response is
very small in the middle and high at the perimeter.

In summary we have shown three different extrinsic in-
Hluences on PFM:

+ With XPS-measurements we have shown the existence
of an adsorbate layer on top of BaTiO; under ambient
conditions. This Jayer, which can be partly removed by
heating under vacuum, results in a reduced voltage ap-
plicd to the piczoelectric material and a reduction of the
piezoresponse.

+ For similar deformations the measured in-plane piezore-
sponse is generally one order of magnitude larger than
the out-of-plane response.

« In asymmetric arrangements an apparent enhancement
of the in-planc piczoresponse can be a shape-effect.
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In search of new memory device concepis the focus is put on technologies which offer low power consump-
tion, non-velatility reasonably high switching speed as well as high scalability, and a stable fong term behav-
iour. Preferably, new memory devices should also enable a non-destructive read-out operation. That is why
electrochemical bridging memory cells are investigated. Depending on the bias polarity metallic paths are
formed or crased in a solid electrolyte. Typically, chalcogenide glasses are used as host maiterial because of
the high mobility of silver or copper ions through them. [n this study, silver sulphide is used as electrolyte
between silver/platinum electrodes. Lateral structures are fabricated to investigate the metallic path between
the electrodes and the reactions at the interface between electrode and solid electrolyfte.

Established techuologies such as Dynamic Random Ac-
cess Memory (DRAM) or Static Random Access Memao-
ry (SRAM) show partly unfavourable behaviour. While
the state of DRAM cells has to be refreshed periodically,
SRAM requires much die area. That is why clectrochemi-
cal bridging devices arc investigated as an alternative [1][2].
Depending on the bias polarity metallic paths are formed or
dissolved in a solid electrolyte which is placed between an
inert and an oxidizable clectrode (Figure 1).

Figure I: Switching mechanism of an electrochemical cell. A sil-
ver sulphide layer lics between a platinum and an Ag electrode.
By applying a positive bias to the silver electrode, silver ions start
migrating through the thin film, get discharged at the cathode
and build an Ag filament as a conductive path. Reversing the bias
polarity dissolves the path: silver ions migrate back to the silver
electrode.

For investigating the details of the switching mechanisni,
we fabricated lateral structures by optical lithography and
lift-off processes on a silicon substrate. An Ag layer is de-
posited by e-beam evaporation on a titanium oxide adhesion
layer (Figure 2(a)). Subsequently, Pt electrodes are sputtered.
The sample is used as anode in a sodium sulphide bath while a
gilded Cu plate serves as cathode. By applying a constant cut-
rent the free Ag area is converted into silver sulphide [3][4].
Both electrodes consist of a Ag/Pt stack. During the conver-
sion to silver sulphide the silver below the platinum top layer
is partly converted as well, That is why the electrode width
has to be broader than 10 pin in this lateral design,
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Figure 2: Reactions at the interface of electrode and clectrolyte.
(@ Schematic  of the lateral  sample  structure
(b) SEM image of the anodic reaction: silver migrates from
the electrode into the clectrolyle thereby forming dendrites.
(c) SEM image of the cathodic reaction: silver deposits at the clec-
trode.

A second set of samples is fabricated with one clectrode
consisting of only Pt and the counter clectrode of a Ag/Pt
stack, and the clectrodes of a third set of samples are only
made out of Pt. The electrode shapes vary belween opposite
finger structures and electrodes that end on edges or tips
to investigate the metal path growth. Electrode distances of
100, 30, 10, and 3 pmn are chosen.

Electrical measurements arc performed with a Keithley
617 electrometer. Initially, the cell is in a high resistive state.
Before switching to a low resistive stale can be observed, a
forming step has to be applicd. If a symmetrical system with
Ag/Pt clectrodes is used, forming can be executed with a
positive or negative voltage. For the setup consisting of one
Pt and one Ag/Pt electrode, a positive forming voltage has
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Figure 3: Switching cycles for different forming wvollages.
The voltage is increased step-wise with a ratc of 20 mV/2s.
(1) Forming with -100 mV and (b) forming with +100 mV in a
symmetrical system with an electrode distance of 10 pm.

to be applicd to the Ag/Pt stack. The smaller the clectrode
distance and the higher the forming voltage is, the lower
is the forming time, For an clectrode distance of 3 pm the
forming time varies between 900 s and 10 s for vollages be-
tween 100 mV and 400 mV. For the same voltages but an
clectrode distance of 10 pm the forming lime varics between
1300 s and 25 s. During this time, an asyminetrical metallic
path forms between the clectrodes which can be closed by
reversing the voltage. In the following the cell is switched
between the high and low resistive state by changing the
bias polarity (Figure 3). The forming step obviously leads
to an asymmetrical path as switching can also be observed
if both clectrodes consist of a Ag/Pt stack. Samples with
only Pt electrodes do not show any low resistive state which
suggests that the conductive path developed during forming
must consist of Ag clusters.

The sample surface is investigated by scanning clectron
microscopy (SEM). No difference in the surface structure
between the low and high resistive statc can be observed, yet
after forming the electrode reactions are visible (Figure 2(b)
and (¢)). At the interface between anode and electrolyte sil-
ver dendrites are formed. Rohnke et al. [5] have observed a
similar dendritic growth in a AgBr/Ag system. The transfer
process at the electrode includes three steps: (a) formation
and relaxation of a vacancy at the electrode (here Ag), (b)
jumyp of the ionized nictal atom into the electrolyte lattice,
and (c) the relaxation of the ncw ion in the electrolyte lattice
[6]. For low voltages (<300 mV) the electrolyte does nol tend
to track back from the electrode so that Ag dendrites are not
visible. During the cathodic rcaction Ag ions are reduced
and Ag deposits at the electrode/electrolyte interface.
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The resistive stafe can be changed by voltages as small
as 150 mV (Figure 3) and a resistance ratio between high
and low resistive state of ~ 1000 can be achieved. Duc to the
large electrode distance the switching times of a few seconds
arc stifl high. Both states are stable and can be read out non-
destructively by a voltage smaller than the switching voll-
age, e.g. 10 mV. Repetitive voltage sweeps between 0 V and
the level of the switching voltage do not change the resistive
state. Nonctheless, the more sweeps are performed in the
low resistive state, the more decreases the resistance. This
suggests that the conductive path is further strengthened,
hence more Ag migrates from the electrode into the solid
electrolyte. An HP 4284A LCR meter is used to measure
the frequency dependence of the resistance in the two states
(Figure 4). While the high resistive state shows a strong fre-
quency dependence, the resistance in the fow resistive state
is frequency-independent. This further supports the model
of a metallic path between the electrodes.

The resistance ratio of ~ 1000 between the low and high
resistive state is very promising for future memory applica-
tion. As the electrode distances of more than 3 pm are quite
large, the switching times are still high. In futurc experi-
ments it will be focused on structures with smaller electrode
distance achieved by electron-beam writing and/or a verti-
cal setup.
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Figurc 4: Frequency dependence of the low and high resistive
slate. (a) Low resistive state; (b) High resistive state.
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A Model for a Resistive Switch Memory Cell
with Rechargeable Space Charge

H. Schroeder
CNI - Center of Nanoelectronic Systews for Information Tecimology (IFF)

For future ultra-large scale-integrated memory chips in cross-bar architecture simple non-volatile memery
cells arc desirable such as switchable resistors. Among a large varicty of candidates such as magnetic RAM,
phase change materials, molccules are also polymers and other organic insulating materials as well as fer-
roelectric and paraeteciric oxides. Some resistive switch memory cells using organic thin films between elec-
trodes rely on some charge storage component within the insulator, €.g. rechargeable metal ions or defects dis-
persed in the matrix but locally centered in the thin insulating film. To desecribe the experimental I-V-curves
an advanced leakage current model combining interface injection current with the drift-diffusion current i
the film bulk has been applied. The simulated [-V-curves of this model show features very similar to the ex-
perimental data. Parameter variations were performed (o evaluate the extension of this type of memory cell to
other dielectric material such as perovskite oxides.

Cross-bar architectures of simple non-volatile memory cells
such as switchable resistors ave favored for solving the ex-
pected geometric problems currently used dynamic random
access memory (DRAM) architectures will face in future
ultra-large scale-integrated memory chips [1]. Thercfore,
materials showing the long-known resistive switching phe-
nomenon [2] experience a revival and are evaluated for their
possible use in an advanced memory cell. Among a large va-
riety of candidates are materials for magnetic RAM, phase
change materials, molecules and also polymers and other
organic insulating materials as well as ferroelectric and
paraelectric oxides. Although the switching effcct is clearly
documented in numerous experiments the mechanisms are
still under discussion.

In Figure | an example for resistive switching in an or-
ganic insulator (AIDCNY) between Al clectrodes and some
rechargeable metal ions or complexes in the center of the
organic dielectric is demonstrated by I-V-curves; Curve (a)
starting at very low current (representing the high resistive
OFF-state) switches at a certain applied voltage (=2 V)
1o a high current (representing the low resistive ON-state)
and stays in that state, curve (a) at > 2 V and curve (b). The
OFF-state can be recovered by applying a short pulse with
negative voltage (or current) so that curve {c) is measured
reproducing (a). Such a behavior can be used as a memory
cell by reading the differcnt resistances at voltages lower
than the switching voltage. The stack for the case in Fig-
ure | has been read and switched more than 108 times with
switching times less than 10 ns [3].

The geomelry of the used stack and the centered re-
chargeable space charge is sketched in Figure 2. The nom-
inally 20 nm thick centered Al electrode was found 1o be
dispersed in non-connected Al clusters within the dielectric
matrix, but still locally concentrated in the center. Without
the centered Al metal the resistive switching behavior could
not be observed [3].

To describe the measured leakage currents an advanced
leakage current model was applied. This new model was de-
veloped to successfully explain the field, temperature and
thickness dependence of the leakage currents in thin filims
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Figure1: Resistive switching in a bi-stable organic insulator
(AIDCN} between Al clectrodes (after Ma et al. [3]).
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Figure 2: Schematic sketcly of stack and space charge geometry

of high-permittivity mixed oxide dielectrics such as S¥TiOy
(STO) and (Ba, St)TiO; (BST) between platinum electrodes
{(4]. It combines the interface injection/ejection currents
from the electrodes into the dielectric (electrons at the cath-
ode/anode, holes at the anode/cathode) modeled by thermi-
onic emission with the drift-diffusion conduction in the film
bulk modeled as a wide band-gap semiconductor.

For the description of the experimental data with cen-
tered rechargeable space charge as shown in Figure 2 such
a layer was implemented into the model, as it is sketched in
Figure 3. The space charge was distributed homogeneously
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Figure 3: Schematic outline of the combined leakage current
model used for the simulation caleulations. [4, 5]).

in the centered 2 nm of a 55 nm thick dielectric between Pt
electrodes. In Figure 3 are also shown possible additional
defects, donors and acceptors, assumed to be homogeneous-
ly distributed in the dielectric film at constant defect energy
levels within the gap, Epyg,, and E e, respectively.

Simulation calculations have been performed with this
model. As many of the needed input parameters are not
known for the organic dielectrics parameter variations have
been performed in order to show the trends {5]:

a) Centered space charge density
C=(*+03, 1, 3, 10) uC/em? distributed over 2 nim;
the resulting densities
Neharged defeets = (+ 0.096, 0.32, 0,96, 3.2) x 107 e,

b) Dielectric constant g, = 10, 30, 100, 200, 550.

c) Homogeneous “background” defect density of donors
and acceptors: Npgn, Nage= 108, ..., 107 at defect en-
ergy levels Epg, =-0.15 ¢V; Epo = -2 eV (below Bg).

Other parameters were kept constant such as dielectric
thickness d = 35 nin, temperature T =425 K, carrier mobili-
ties (about 0.6 cm?/Vs) and effective deusities of states in
conduction and valence band (about 6102° cin™).

in Figure 4 examples for the simulation results are shown
in a “Schottky-plot” for the parameter set C = (0, + 0.3) pC/
cm?, g.= 10 (characteristic for organic insulators) and no ef-
fective background defect density. While at high fields {volt-

—4—C=-0.3uC/cm2; eps=10

j (vem?]

—=—no charge; eps=10

C=+0.3uC/cm?2; eps=10
Low field, not swilched
C=+0.3uC/cm2; eps=10
High field, switched

800 1000

400 600
sari{<E> [Viem]}

200

Figure 4: Schottky plot of 55 nm thick dielectric with indicat-
ed centered space charge, no effective background defects and
gc(eps) = 10, characteristic for organic dielectrics; the bi-colored
arrow indicates assumed switching [S].
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ages) the difference in leakage currents is not so large (about
a factor of 10 for different polarity of the centered charge),
at low fields the current decrease for the curve with posi-
tive space charge C* is very steep. Assuming switching at
some intermediate field (as indicated by the arrow) a rather
similar behavior as for the measured curve in Figure 1 is
achieved. By increasing the space charge density C the dif-
ference of the curves with £C will increase. The reason for
this behavior is due to the poisson equation for both, the in-
creased change of the interface fields influencing the injec-
tion current and the changes of the internal fields and carrier
concentrations in the film bulk changing the conductivity.

On the other hand the differences decrease by increasing
the background defect density because the fields are then in-
creasingly determined by these defect charges instead of the
centered rechargeable space charge C. For the case shown
in Figure 4(a) background defect density of 5 x 108 e re-
duces the current difference for +C to less than an order of
magnitude at all fields.
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Figure 5: Schottky plot of 55 nm thick dielectric with indicated cen-
tered space charge, no cffective background defects and g {eps) = 550,
characteristic for high-permittivity oxide dielectrics [5].

A similar dependence as in Figure 4 show the simula-
tions for .= 550, characteristic for high-permittivity die-
lectrics such as STO or BST, but C has to be enlarged about
the same factor as demonstrated in Figure 5 for C = =10 uC/
em?. This is explained by the fact that the internal fields
are determined by the ratio S = C/g, in the poisson cquation.
As C is much larger in the last case, the effect of the back-
ground defect density is greatly reduced.

In conclusion, the applied model can desceribe the ab-
served resistive swilching qualitatively. An optimization of
the fitting by the model calculations may be achieved by us-
ing more appropriate parameters of the organic diclectric.

[11 G. Snider, I. Kuekes, T. Hoog, and R. Stanley Williams,
Appl. Phys. A80, 1183 (2005).

[2] G. Dearnaly, A.M Stoncham, and D.V. Morgan, Reports
Prog. Phys. 33, 1129 (1970).

[3] L.P. Ma ct al., Appl. Phys. Letters 80, 2997 (2002); Appl.
Phys. Letters 82, [419 (2003)

[4] H. Schroeder and S. Schmitz, Appl. Phys. Letters 83,
4381 (2003).

[5] H. Schroeder, Mat. Res. Soc. Proc. 889, W-8.4 (2005).
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“Ab-Initio” Band Structure Calculations for SrTiO; and
the Thermionic Emission Current in Metal-5¢TiO3; Contacts

H. Schroeder, P. Mavropoulos
CNT = Center of Nanoelectronic Systems for Information Technology (IFF)

Leakage currents through metal/insulatorfinetal (MIM) thin film capacitor sircctures with high-permittivity or
ferroelectric thin insulating films of perovskite-type mixed-oxides arc an important issue because such materials
are candidates as capacitor dietectrics in advanced DRAM cclls and as new gate materials in FETs, or may be
used in switchable resistive memories (ReRAM). The injection of electronic carriers at the metal clectrode/in-
sulator (MT) interface is often described by thermionic emission over a (Schottky) barrier. For both, the injection
and the band conduction, materials parameters dependent on band structure properties such as the effective elec-
tron mass, nv¥, are entering the corresponding equations. From “ab-initio” band structure calcuwlations for SiTiQ,
these numbers were determined, showing significant deviations from literature values. Using the new numbers
as input for sinudation caleulations of an advanced leakage current model the caleulated currents and thus the
cxtracted parameters from fits to experimental data (c.g. barrier height} are changed, too.

Leakage cutrents through metal/insulator/metal (MIM) thin
film capacitor structures with high-permitlivity or ferro-
electric thin insulating films of perovskite-type mixed-ox-
ides such as SiTiO4 (STO) or (Ba, S1}TiO; are an important
issue becausc such materials are candidates for replacing
the traditional low-k materials in CMOS integrated circuits,
$105 and SiNy, as capacitor dielectrics in advanced DRAM
cells and as new gate materials in FETs, or may be used
in switchable resistive memories (ReRAM). Important for
the modeling and quantitative description of experimental
leakage current data is — besides the conduction inside the
wide band-gap semiconductor — the carrier injection at the
clectrodes. Most commonly, thermionic entission over the
interface (Schottky) barrier is used as injection mechanism.
The corresponding equation is also known as Richardson-
cquation for the case of injection into the vacuum. For the
application to the injection into a dielectric an effective
electron mass, m*, is introduced the value of which is often
rather uncertain.

For the model material STO the electronic band structure
was caleulated from first principles using the full-potential
lincarized augniented plane-wave method within the gener-
alized gradient approximation of density functional theory
{(FLAPW-GGA-DFT). The dispersion of thc conduction
band is presented in Figure 1 showing large anisotropy with
light and heavy electrons [1].
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Figure I: Conduction bands for $iTiQ; showing large anisotropy
with light and heavy electrons.

Using the usual approach of anisotropic, but parabolic
bands the temperature dependence of the total density of
occupied states in the conduction band was calculated for
all 3 bands and for both spins with the position of the Fermi
level Eg as parameter (Figure 2, top) and from this the effec-
tive density of states at the bottom of the conduction band,
N (Figure 2, middle) which is nearly independent on Er.
Separation of the factor (kTY*? results ina temperature “in-
dependent” pre-factor with an effective mass for the density
of states, m*pgg (Figure 2, bottony). The extracted number
for the limit of low temperatures is In*pog(STO) = 0.95 my
{mg is the free electron mass) [1], rather different from val-
ues used in the literature of 4 to 4.5 [2].

A current equation similar to the Richardson-equation
for the vacuum using also the same band structure from
“first principles” with the full anisotropy of both, bands and
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Figure 2: Temperature dependence of total density of states in the
conduction band for different Fermi levels (top), effective density
of states at the bottom of conduction band (middle), and the pre-
factor containing m*pgg (bottom).
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Current couvoluted with Fermi function in <100
J=InLn*v(E) Ttk JIE (per area, both spins)

These numbers calculated from first principles as well as

| literature data and thosc for free electrons were used as in-
8 LA put for simulation calculations of an advanced leakage cui-
F te-20° =¢roed Il rent model for MIM thin film capacitor stacks. This modcl
é’ le-40- J - :JCLI:'P::?I:D:\ 3 combines carrier injection/ejection at the M1 interfaces,
le-60 | . ‘ | ——g . modeled by thermionic emission, with the drift-diffusion
00s® zrlm o = oy, ’(;‘l]ll'l'()lllt ml ltl?e msulatuc)lg \w?e l-)l?ng?)K semiconductor [3].

~ E ] 1e simulations were done for T = .
ofE% 0'0]5? i LT e _ The results are compared in a so-called Schottky-plot
_g 0.01 — = ’< (i.c. log(current |} vs. sqrt{applied clectrical field E)) in Fig-
Z0.0051 e 3 ure 4 and show significant differences, morc than onc order
= ph————1 ; I =] of magnitude at all ficlds between the largest, corresponding
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“C 107 . ———1 , ; ] to literature data, and the smallest for the free electron val-
“3 8 - J/ exp(-(E_-E)/kT) /I[_L;li}}___— — ues. The current densities of the cases using the calculated
G [ e T — numbers from fivst principles are in between. At low fields
o Aar R e oa s . ~ thecurrent density is determined by Ne, and thus by m*pos,
£ 20 : A2 while at high fields the curves approach the Schottky limit
= 00 2(')0 3(')0 ' 4(')0 300 of thermionic emission, for which the current density is de-

Temperature (K)

Figure 3: Temperature dependence of thermionic enission cur-
rent density for diflerent Fermi levels (fop), dto. normalized to the
Boltzmann factor (middle), and temperature independent pre-fac-
tor containing A*(im*g) (bottorn) (1].

the group velocity vector (instead of the spherical surfaces
of constant energy in the free clectron approximation) was
deduced resulting in currents and corresponding effective
masses m¥*g depending on STO crystal orientation. In Fig-
ure 3 the result for the <100>-direction is plotted (top) vs.
temperature for different Fermi levels., Again, the separa-
tion of a Boltzmann factor (imiddle) and of the characteristic
T2-dependence results in a conslant pre-factor called effec-
tive Richardson constant A* (bottom) because it confains
the corresponding cffective mass m*p. Using m*ppg from
Figure 2 in the Richardson constant A for the vacuum ag
it is usually done [2, 3] the resulting A* 1s a factor 3 lower
than the calculated one in Figure 3 bottom. Thercfore, the
extracted number from Figure 3 is m*z<100> =3 x m¥*pgg
= 2.84 mq for the <100>-direction. The corresponding value
for the <1l1=-direction is m*g<l[1>= .61 X m¥*pag= 1.54
my [1].

termined by the effective Richardson constant A* und thus
by m*p. This is nicely shown by the enlargements for simall
and high fields and the additional curves with “Highest N,
lowest A*” and “Lowest Ng, highest A*” which cross at in-
termediate fields.

Tn cenclusion, cffective electronic masses m*, deduced
from “ab-initio” band structure calculations for the model
material STO, are different for the density of states in the
conduction band and for the current equation of thermionic
emission into STO similar to the Richardson equation for
vacuum. In addition, for the current they dependent on the
direction. The deduced numbers are also significantly dif-
ferent from numbers found in the literature for STO or BST
so far. Using all the different cffective masses as input for
model calculations the resulting leakage current densities
vary by more than a factor of 10.

[1] H. Schroeder, P. Mavropoulos, and G. Bihlmayer, sub-
mitted to Journal Appl. Phys.

(2] LD. Baniccki et al,, J. Appl. Phys. 89, 2873 (2001); I. Ap-
pl. Phys. 97, 114101 {2005).

[3] H. Schroeder et al., Appl. Phys. Letters 82, 781 (2003,
Appl. Phys. Letters 83, 4381 (2003).
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Figure 4: Schottky plot of simulated leakage current density of 35 nn thick STO dielectric between Pt electrodes using different nmun-
bers for Ne (im*pos) and A* (m#) from literature, “ab-initio” calculations and free electron approximation as indicated [1].
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Atomic Layer Deposition of PbTiO, Thin Films
Using Liquid Delivery Source Injection

T. Watanabe!, S. Hoffmann-Eifert', C. S. Hwﬂngz, S. Mi', C. Jia', R. Waser!
TCNI— Center of Nemoelectronic Systems for Information Techmology (1FF)

2Sehool of Materials Science and Engineering, Seoul National University, Seoul

Titanium and lead B-dikctonate based precursors dissolved in ethyleyclohexane were evaluated as precur-

sors for future atomic Jayer deposition (ALD) of Pb(Zr, Ti}O, films. TiO, and PbO films were deposited by a

liquid injection atomic layer deposition at various precursor volumes per eycle. Against increasing precursor

injection volume, a self-regulated deposition rate of PbO and TiO, films were confirmed at the deposition

temperatures under the thermal decomposition temperatures of the precursors, Subsequently, PbTiO, films

were prepared by mixing the binary ALD processes. The PbTiO, film deposited on 3D structure showed a
uniform fitm thickness and cation composition over the complex structure.

One major challenge in the integration of dietectric thin films
like Pb(Zr, TYO, [PZT] and (Ba, SH)TiO; into high-density
memory devices is the reduction of the film thickness below
50 nm combined with the necessity for homogeneous, stoi-
chiometric films on complex three dimensional (3D) strug-
tures. Metalorganic chemical vapor deposition (MOCVD)
was uscd for covering 3D structures with ferroelectric thin
films because of the high ability to achieve good step cover-
age [1, 2]. However, recent studies indicated that the films
deposiled over 3D structures by MOCVD have a gradient in
the cation composition, even if the film thickness appeared
to be uniform over the complex structure [3].

ABOX, 1 cycle

' Precursor pulse Lt

hion-A, «

‘ injection '
RN 4 N Py
. wdbby Yovuy ey SEEEE |
' oantisceslin Purge Oxidation Purge i
: (Eouics A (Hgo 02,0361(;)
! ;-6,: ..................... - .-
; b
FCation:l Precursor pulse |
. injecticn
H . %
; ¥ o b v
| BOGEG, uuuuu UUUbU UJHUU
| DOOOC COLOC BOVLO VOO0 ;

Purge Oxidation Purge Chanrigarplan

{H20,02,03etc) ol eaires B

Figure 1: Schematic of atomic layer deposition of ternary ABO,
film. The small scquences for cation-A and -B may be repeated
several times in one ABO, cycle to adjust the final filin composi-
tion to stoichiometric.

Atomic layer deposition (ALD) is a surface reaction cont-
rolled process and by this gives the possibility to achieve ho-
mogeneity on complex structures. The ALD process ulilizes
chemisorption on a pre-deposited layer. It typically consists

of scquential precursor and reactant supply, and inert gas
purge in between. At the purge turn, extra precursors and
reactants thal do not contribute to the chemisorption will
be removed from the filin’s surface and pumped out of the
reactor. Hence, with cnough precursor supply, conformal
film coverage and a high controllability of the film thickness
can be expected even for non-planar substrates. We applied
ALD to multi-componenlt oxides on a noble metal electro-
de layer for pre-studies on future high-density capacitors
with 3-D structure [4, 5]. The gas supply sequence of multi-
component ALD was schematically shown in Figure 1. The
separate precursor supply can prevent gas phase recaction
of precursors. The film compeosition of a multi-component
oxide is adjusted by repealing a binary oxide process in one
cycle.

An ALD system equipped with an pulsed injection sys-
term of four independent liquid sources was designed for this
study. The precursors dissolved in solvent are kept at room
temperature until being supplied to the vaporizer. Hence,
the liquid injection system is free from long-term thermal
degradation of precursors so that the operating lifetime of
the precursors can be elongated.

In this study, we focused on PbTiQ; aiming in final
process development of ALD-PZT films. Establishing
a technique to cover 3D structure with PZT thin film
uniformly is an urgent task to promote further integration
of ferroelectric random access memory. We evaluated
various Ti and Pb precursors. After optimizing the binary
PbO and TiO, ALD, the two processes were combined to
prepare PbTiO, filins. Figures 2(a} and 2(b) show the PbO
and TiQO, film thickness deposited in one cycle with respect
to volume of injected precursor pre cycle, Pb(DPM), [DPM:
(C) Hyg0O3)7, dipivaloylmethanato] and Ti(Oi-Pr),{DPM}),
dissolved in ethycyclohexane with concentration of 0.1 M
were used. For oxidation, water vapor was supplied into the
reactor, The deposition rate of PbO film saturated against
precursor supply above 10 ul/cycle at deposition temperature
of 240°C, while it kept increasing at 300°C. This is because
the Pb({IDPM), is thermally decomposed at 300°C. From an
Arrhenius plot, the thermal decomposition temperature of

Pb(DPM}; was estimated to be around 260°C. In turn,
the estimated thermal decomposition temperature for
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Figure 2: Film thickness deposited per eycle (a) PbO and (b) TiO,
films on P/Zr0/Si0,/Si substrates using Pb(DIPM); and Ti(O/-
Pr)a(DPM); as a function of injected precursor volume in one
cycle. The film thickness was estimated by XRE.

Ti(Oi-P1),(DPM), was aboul 400°C. As expected, TiOy
films revealed a saturated deposition rate below the thermal
decomposition temperature, both at 360 and 300°C as can
be seen in Figure 2(b). PbO fikms were already crystallized
under present experimental condition, but all TiO, films
were amorphous.

In case of a multi component oxide AL with separatc
precursor supply, the lowest thermal decomposition tempe-
rature of precursors will determine the process temperature.
Hence, the process temperature of subsequent PbTiO, films
was sct to 240°C. Interestingly, Ti layer immediately covered
Pb layer, while long incubation time existed for depositing
Pb layer onto Ti layer. The incubation time, which can be
shoriened by increasing Pb precursor volunie supplied in one
cycle, was considered to be responsible for the non-saturated
deposition rate of Pby in the PbTiO, process. In case of multi-
component ALD, the interactions of precursors with pre-
deposited cation layers have significant impact on success-
ful layer-by-layer growth. Figure 3 shows a cross scctional
TEM picture of a PbTiO, film deposited on a 3D structure
pre-covered with Ir bottom electrode layer. The PbTiO, film
was amorphous in accordance with
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Figure 3: Crosse sectional TEM of PbTiO, filin deposited on 3D
structure pre-covered with Tr bottom electrode later. The numbers
in brackets indicate the local melar ratio of Pb to Ti measured by
TEM-EDS. These values were averaged for 3-8 measurcments.

XRD analysis. We prepared Pb-vich PbTiO¢ filin to
compensate for Pb evaporation in the subsequent annealing
step for erystallization. Although the process was nol an
ideally self-regulated one, the filn thickness appears to
be homogeneous and there was less deviation in the cation
composition over the structure. We conclude that the present
set of precursers is promising for development of a future
ALD-PZT process.

One of the authors (TW) is grateful for receiving research
fellowship from Alexander von Humboldt Stiftung.
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Grow Mode Evolution and Strain Relaxation in Ba,Sr,.,TiO;
Pulsed Laser Deposited on SrRuO4/5¢TiO;

J. Q. He!, E. vasco', C. L. Jia', R, Dittmann! R. H. Wang?
!CNI -- Center of Nanoelectronic Systems for liformation Technology (IFF)
ZDepm'Imem of Physics and Center for Electron Microscopy, Walan University, China

The thickness evolution of the microstructure of epitaxial Bag 7Srg 3 TiO0; (BST) thin (ilms grown on SrRuQy
(SRO)/SITiO; (STO) was investigated by means of transiission clectron microscopy (TEM). Within the BST
layer, a layered structure (three sub-layers) is distinguished according to the configuration of lattice strain
and defects. The first sub-layer extends for 3 nm from the lattice-coherent BST/SRO interface. The second
13 nm thick sub-layer forms a semicoherent interface with the first sub-layer duc to the existance of a misfit
dislocation network. The third sublayer extends beyond the second sub-layer exhibiting a structure character-
ized by compact columnar features. Planar defects are formed at the boundaries between such features. The
formation of a layered structure within the BST films is discussed in the light of the growth of films on lat-
tice-mismatched substrates.

Ba, S Ti0; (BST) has attracted a lot of attention in recent
years as high-permittivity material for high-density dynam-
ic randotn access memory capacitors as well as as ferroelec-
tric model system for ferroelectric random access memory
[1]. Furthermore, BST shows resistive switching [2] and is
therefore a candidate for future resistive switching memory
devices.

Elastic strain directly influcnces the ferroelectric phase
transition [3] and the inhomogeneous stress (ield associated
with dislocations has been discussed as possible mechanism
for the suppression af ferroclectricity on the nanometer
scale [4]. Since extended defects play a crucial role for the
resistive switching mechanisms as well [5], the cvolution of
the microstructure with increasing thickness is an issue of
fundamental importance for the engineering of all above
mentioned BST thin film-based devices. In this work, we
present a detailed analysis of the microstructure of BST/Sr-
RuOj (SRO) heterostructures investigated by cross-section-
al high-resolution TEM (HRTEM).

The BST/SRO heterostruciures were grown in-situ by
pulsed laser deposition (PLD), on commercial single-crys-
talline (001) STO substrates. The BST film thicknesses
were in the range of 4-210 nm. HRTEM investigations were
performed with a JEOL 4000EX microscope. More details
about the preparation of thin films and TEM specimen can
be extracted from references [6].

Figure 1{a) shows a cross-sectional image of a 4nm
thick BST filn stacked between two SRO layers. This film
is strained by the SRO layers through the coherent BST/
SRO interfaces. No misfit dislocations were cbserved in the
4 ni thick BST film. As the BST film thickness increases
(>9 nm), misfit dislocations arec observed and their density
rises. Figures 1{b) and (¢) show the lattice images of 9 and
30 nm thick BST films in the [110] BST dircetion, respec-
tively.

The lateral arrows denote the BST/SRO interfaces
whereas the dot lines mark the inner interface between BST
sub-layers and indicate a layered structure. The first sub-
layer extends for 3 nm from the fattice-coherent BST/SRO
interface. The morphology and thickness of this first sub-

Figure I Low-magnification lattice fringe images of 4 nm (a),
9 nm (b) and 30 nin {c) thick BST films stacked between 30 nm
(top) and 100 nm (bottom) thick SRO layers. The solid arrows de-
note the SRO/BST and BST/SRO interfaces, the dot lines mark the
sub-layer interfaces and the open arrows point to planar defects
between columnar features.
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layer are independent of the thicknesses of the subsequent
sub-layers. The second sub-layer is separated from the first
one by a network of misfit dislocations and has a thickness
of about I3 nm. The third sub-tayer exhibits a columnar
structure characterized by the presence of planar defects
(as marked by red vertical arrows in Figure [{c)), which rise
from the interface between the third and the second sub-
layer. These defects are mostly formed at the boundary of
colummnar features, and few of them propagate into the sec-
ond sub-layer.

The results above can be understood in terms of a change
of the growth mode during the film deposition. In the lat-
tice-mismatched BST/SRO system, the BST thin film grows
coherently on the SRO surface starting from a 2D nuclea-
tion process taking place at early growth stages. Once the
thickness exceeds the critical value of 9 nmm at which the
strain-associated energy becomes higher than that required
tor the formation of misfit dislocations the filin refaxes par-
tially by the creation of such dislocations.

During this growth stage, the number of the created dislo-
cations is still insufficient for a full relaxation of the mismatch
strain. Fhus, the film regions seated directly above the dis-
locations are more relaxed than those between dislocations.
The inhomogeneity of the strain field within the film favors
the heterogenecous nucleation and coarsening of 3D islands on
the relaxed areas, where the nucleation energy is lower and
induces a crossover to the columnar growth regime. The de-
fects accumulated in the coalescence regions of the islands
can easily induce the planar defects observed by TEM.

Figure 2(a) shows the map of lattice distortion of a 17 nm
thick BST film along the out-of-plane axis investigated by
geometric phase analysis. The difference of contrast corre-
sponds to different distortion levels. Figure 2(b) plots the
profile of the rclative lattice distortion (with respect to the
SRO lattice) in a dislocation-free area and indicates that the
lattice strain in the first sub-layer (1L) is higher than that in
the second sub-layer (ZL).

The nature of the factors that hinder the propagation of
the misfit dislocations into 1L, stabilizing the lattice distor-
tion in this region, remains to be elucidated. In the absence
of structural defects and/or stoichiometric defects of the
cations, as showil by TEM, such factors can be plausibly
connected with a nonuniform stoichiometry of the oxygen
atong the BST film thickness with an oxygen deficiency in
the distinctive layer. This deficiency would appear during
the growth of the coherent filin (early stages of the growth)
as a complementary strain relaxation mechanisim and would
act as kinetic barrier preventing the propagation of disloca-
tions beyond the inner BST interface [7].

The observed inhomogeneous strain distribution in the
thin films may be an explanation for the broadening of the
ferroelectric—to-paraelectric phase transition observed in
BST thin films, which becomes even more pronounced with
decreasing film thickness. Furthermore, a discontinuous
change of the ferroelectric and resistive switching proper-
ties is expected for thicknesses in the range of 15 nm where
the transition trom 2D to 3D growth occuts.
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Figure 2: (a) Power spectrum of the high-magnification lattice
image of a 210 nm thick BST film with glggo= 101 as reference
lattice, {b) shows the strain field map {profile} along the out-of-
plane direction.
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Development of thin films spin turners

Alexander loffe |, Thomas Briickel ' ,V. Bodnarchuk® , A. Belushkin?

! Forsclnmgszentrum Jiilich GmbH, Instinu fiir Festkérperforschung, 52425 Jitlich, Germany
2 Joint Institute of Nuclear Research, Frank Laboratory of Neutron Physics, 141980 Moscow region, Russia

The energy resolution of the present day neutron spectrometers of inclastic scattering can be significantly
improved by the use of neutron spin-echo (NSE) technique. We are developing a new approach that is to use
rotating magnetic fields to provide the NSE effect. Such fields can be created, for cxample, in thin spin turners
bascd upon maguetic foils by a proper combination of cxternal high-frequency magnetic fields. In clear contrast
to the coil-type RF flippers which are cumently used in the NSE technique, the flexibility of such foils will
allow for an easy shaping of the magnetic field area according to the axial geomeiry of a neutron scattering
experiment and, indeed, will open the possibility for a spin echo set up, where the simultaneous collection of
data corresponding to different momentum transfers will take place. Experiments with thin films of different
metallic glassy alloys carried out at the polarimeter LAP-ND at FZ Juelich show that metallic glassy afloy
Coses1ysBraFeNi provides very small depolarization of neutron beam at the zevo field and shows minimal
depolarization in small external fields. In the same time wagnetic saturation field in the film amounts to 5.4 kG,
thus satisfying the n-flip conditions for 4 A neutrons for thin, 25 pm, foils.

1. Introduction

The energy resolution of the present day neutron
spectrometers of inelastic scattering is typically about 0.5
- 2%. However, the studies of many problems of solid
state physics, e.g. crystal ficlds in rear earth compounds,
high-T. superconductors e.t.c., require a tenfold increase
in the accuracy of the determination of the energy
transfer, . The above —mentioned limit in the -
resolution is a consequence of the determination of © as
the differcnce of the well-defined energies of the
incident, E;, and scattered, Eg neutrons. Indeed, a high
monochromatization of the incident beam is required and
mostly limits the neutron intensity, Neutron spin-echo
technique {NSE) [1] allows for dircct measurements of
the intermediate scattering function $¢Q, ¢), which is the
Fourier transforn of the intermediate scattering law S(Q,
@), as a function of the energy transfer v = F; - Iy .
Indeed, a monochromatization of the incident beam is not
required, however, a rather wide spread in the
wavelength of the incident beam results in a low Q-
resolution. Thercfore, it is natural (o improve the -
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resolution of triple-axis (TAS) or time-of-flight (TOF)
spectroscopy joining them with NSE technique [2].

2, Thin magnetic films spin turners

We are developing a new approach that is to use
rotating magnctic fields to provide the NSE cffect. Such
fields can be created, for example, in thin spin turners [3]
based upon taguetic foils by a proper combination of
external high-frequency magnetic fietds. The suggested
spin turners are essentially non-adiabatic, i.e. the ncutron
spin direction does not change during the transition
through the border of magnetic film and just precesses
around the magnetic field direction in the film. In clear
contrast to the coil-type RF flippers which are currently
used in the NSE technique, the flexibility of such foils
will allow for an easy shaping of the magnetic field area
according to the axial geometry of a neutron scattering
experiment and, indeed, will open the possibifity for a
spin echo sct up, where the simullaneous collection of
data corresponding to different momentum transfers wiil
take place. They can also be accommodated for the use

Spin turner 3 Spin turner 4

AT A
i

Fig. [. Neutron spin-echo spectrometer with rotating magnetic fields
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with pulsed neutron sources and by the 6ilt of foils one
can also realize the dispersive (0 =w(g)) NSE
arrangement that allews for the so-called phonon focusing
(2, 4]

For a practical rcalization of the spin lurners we
propose to use thin magnetic films with rotating magnetic
field that is and driven by two sinusoidal signals shifted
by 90° (Fig.2). We are presently considering the use of

ig sin{w¢)

Fig.2 Spin turner with rotating magnetic field.

films of metallic glassy alloys that feature a high
frequency susceptibility (300-500 kHz), the extreme
magunetic softness (coercitive field of about 5¢ mG) and
rather high saturation magnetic ficld up to 0.8 T.
However, such spin twner is a dispersive device;
the precession angle of neutron spin in magnetic field
depends on the propagation time through the foil, ie.
from the neutron wavelength. Indeed, the spin turner
shows a good performance ouly for wavetength bands
centred around wavelengths A, for which the condition
of the n-flip is fulfilled. To exploit the full power of
pulscd sources the magnetic field A, should be
continuously tuned in time satisfying the condition 8.A, =
const. This can be achicved by the time ramping the field
B. In ferromagnetics, a strong and unaccepted
depolarization of the neutron beam appears for the field

below the saturation field B,. However, the magnitude of
this effect for metallic glasses (produced by the process of
an extremely quick cooling of melted alloys, so that no
crystallization takes place) can be much less.

Fig.3. Sample arrangement for neutron depolarization
experiment.

To check this we have carried out an experiment with
thin films of five different types of metallic glassy alloys
at the polarimeter LAP-ND at FZ Juelich. The neutron
polarization P; of the incoming beam is perpendicular to
the foil induction B; at the exit all three components of
the outgoing polarization Prare analyzed and the rotation
angle ¢ of the Larmor precession inside the film is
determined. These values allowed us to determine the
depolarization rate and magnetic induction of TMY. Tn the
Fig.3 the studied foil is shown as a closed loop ribbon, but
in real experiments we alse additionally studied uncloscd
ribbon. The closing should close magnetic tield lines, thus
increasing the value of magnetic induction in TMF and
consequently suppress scattered fields around TMF.
Indeed, the parasitic rotation of the polarization by
scattered fields is also suppressed, thus allowing for more
precise determination of the induction. These experiments
show that metallic glassy alloy CogeSiisBisFeqiNi (Good
Fellow) is the most appropriate sample for our purposes
{sce Table 1): it practically does not depolarize the
neutron beam at the zero field and shows minimal
depolarization in small external ficlds. In the same tine
magnetic saturation field in the film amounts to 5.4 kG,
thus satisfying the n-flip conditions for 4 A neutrons for
thin, 25 pm, foils.

Table 1.
Sample Current, P Px p p o B KG
mA i ~ Y J |P;'| P NP
0 {0;1;0) 0 0.86 0 0.86 0
Empty current coil i N
291,7 G;1,0) 035 0.82 0.02 0.3 23
CogSiysBisFe,Ni 0 0;1;0) 0.03 0.85 0 0.35 0
2917 (0;1,0 0.64 0.39 0.03 0.75 215 5.4
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We have developed a new technique of vector polarisation analysis for ncutron scattering experi-
ments using an initially precessing neutron polarisation.[1] Different to existing zevo-field technigues
this method lias a much larger potential for applications, since it can be used alse on multi-detector
and time-of-flight instrumenls, typical instruments at the new ncutron spallation sources. We com-

pare results on the complex magnetic structure of UpgAusy, with previons findings.[2]

In addition to nuclear coherent scattering, one distin-
guishes two further scattering cross-sections that are re-
lated to the spin properties of the neutron probe. First,
the scattering amplitude depends on the spins of the
nuclei in a sample, which leads to the so-called spin-
incoherent scattering and hycdrogen scrves as a well-
known hnportant example. Second, the neutron’s mag-
netic moment is an ideai probe to study magnetic strue-
tures and excitations in condensed matter physics.

Using polarised newtrons and polarisation analysis one
can scparate experimentally all three distinct contribu-
tions. The simplest version of pelavisation analysis has
an hmportant potential for studies of soft matter.|3] The
ability to discern spin-flip (sf) scattering from non-spin
flip (usf) scattering, independent of the direction of the
polarisation of the incident beam, allows onc to separate
coherent from inceherent scattering, 4. e. to separale
self- and pair-correlation functions.

The directional dependence of sf and nsf scattering is
of intcrest for studies of magnetic structures and correla-
tions. In general, scattering cross-sections for magnetic
scattering depend on the direction of the polarisation of
the incident neutron beam with respect to (i) the scat-
tering vector Q and (i) the direction of the maguetic
moments in the sample. Two simple rules can he estab-
lished: First, only the component of the magnetic mo-
ments which is perpendicular to Q contributes to scatter-
ing of neutrons. Second, the component of the inittal nen-
tron pelavization, which is perpendicular to the magnetic
momenis in the sample, changes sign upen scattering.
The most common and conventional approach is hased on
the classical work of Moon, Riste and Koehler[4], wherc
oue applies a guide field to turn the polarisation parallel
and perpendicular to Q for the measurements. This will
enable to scparate and to analyse the imagnetic scattering
for many cases: in general this applics for paramagnetic
samples, and in case of ordered magnetic structures with
collinear spins.

There are many interesting materials, for instance
multi-ferroics, with complex magnetic structures which
cannot be unambiguously examined by such a conven-
tional technigue of polarisation analysis. Another topic
is in in the field of highly correlated electrons with unve-
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solved questions concerning possible static and dynamic
spin-lattice couplings; these may cause unique nou-trivial
rotations of the neutron polarisation upon scattering. For
solving all these problems it is of Ligh interest to unravel
all possible arbitrary rotations of the neutron polarisa-
tion.

All previously existing methods for vector polarisation
analysis need a zero magnetic field around the sample.
The principle to prepare an incident polarisation and
measure an arhitrary rotated final polarisation can be
realised only for a single specific momentun and energy
transfer.

Owr method is based on the idea to include and work
with precessing neutron polarisation as known from spin-
ccho techniques.

In the conventional set-up of the DNS instrument at
the Jillich rescarch reactor, see Fig. 1, the monochromatic
heam will be polarised by the initial polariser, (optionally
for inelastic studics the beam will be chopped}, then the
neutron polarisalion may he switched with respect to the
guide field by a pi-rotation inside the Aipper coil, next the
polarisation will enter the ficld around the sample that
can Lurn the polarisation in x,y,2 (or any) direction.

monachromator
double focussing

fiippu
polatisers

.

FIG. 1: Scheme of the DNS instrument,

!

neutren guide
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This allows onc to measure sf or nsf scattering for all
directions, i. e. the trace of the polarisation matrix of
the initial and final polarisation vector. l'or polarisation
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changes other than 0 oder 180 degrees, which contribute
to off-diagonal elements of the polarisation matrix, the
final polarisation will start to precess in the applied field
and appear as a reduced polarisation in the analyser sys-
temn.

Instead of attempting to realign the precessing scat-
tered neutrons to determine the changes by the sample,
thinking of time reversal gives us an elegant key to a
simple solution: We may start with an precessing polari-
sation in the initial path and we may tune the precession
angle for a desired polarisation at the sample. Scatter-
ing with polarisation changes from a precessing into a
non-precessing state will provide us with the off-diagonal
elements of the polarisation matrix.

Surprisingly, we do not need any additional sophisti-
cated equipment for full vector polarisation analysis. We
only need to induce a /2 rotation (instead of 0 or )
by the flipper and to control the precessing phase by a
variation of the applied magnetic field.

Previous vector polarisation studies (polarimetry) on
UpgAuy using the Cryopad device at the ILL revealed
a complex chiral magnetic structure, a so-called ¢=0
structure, for which AF-magnetic Bragg peaks coincide
with nuclear structural Bragg peaks.|5] As an example a
measured polarisation stereogram for the (201) peak is
shown.

We repeated the experiment on DNS with the new pre-
cession technique for VPA. Part of the results are shown
in Fig. 3, for the (201} Bragg peak. The crystal iy ori-
ented with its b-axis parallel to the vertical z-axis. The
spins are ordered within the a-b plane with a hexago-
nal star-like structure. The nuclear scattering is con-
firmed by a measwrement above the Neel temperature
at 30K and remains independent of the polarisation. At
lower temperatures two oscillating curves are meagured
by turning the flipper in +4/2 and -7 /2 mode. Maxima
are found for a rotation of the polarisation from the z to
the y direction. For an initial polarisation along x (which
is set parallel to the scattering vector) only spin-fiip scat-
tering is observed for the magnetic scattering, excluding
a rotation to y or z. For all cases, and taking nuclear
scattering into account, an effective depolarisation is ob-
served. These results are in excellent agreement with the
pol-figures 6b of Ref.5.

In principle this new precession technigue is possibie
on any neutron scattering imstrument which allows for
conventional polavisation analysis a la Moon, Riste and
Koehler[4]. Different to existing zero-field techniques this
method has a unique property which gives a much larger
potential for applications, since it can be used also on
multi-detector and time-of-flight instruments, typical in-
struments at the new neutron spallation sources.
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FIG. 2: Stereogram for (201) of UpsAus; at 15 K. Full (open)
symbols indicate the direction of initial {final) polarisation
taken from Brown et al.[5]
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TIG. 3: Vector polavisalion analysis on the (201) Bragg peak
of UrsAus). Initially the polarisation is perpendicular to the
applied field in y-direction. At lower temperatures, T=15K,
there is an addilional magnetic contribution for which the
neutron polarisation changes from P; {ls to Py |ly. At 30K
there is only a nuclear Bragg component which continues to
precess after the scattering event.
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A new thermal ncutron spectrometer/diffractometer (SV30)
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The new instrument at the 4H6 thermal neutron beain channel of the FRJ-2 reactor is a high intensity multi-
purpose installation conmumissioned recently. It will be used both as a diffractometer for crystallographic in-
vestigations and as a triple-axis spectromcter with polarization analysis for measurements of magnetic and nu-
clear inelastic scattering. The instrument features two exchangeable monochromators {(Cu [200] and PG [002]),
which enable focusing of the in-pile beam cross section of 90x100 mm? both horizontally and vertically down to
a smallest spol of about 10x25 mm? at the sample position. High monochromatic neutron current densitics at the
sample position of up to 4x10” e (for pyrolytic graphite at 34 meV) and encrgies of up to 117 meV (with
copper) have been achieved. The utilization of "He filters both as polarizer and analyzer enables polarization
analysis for high cncrgy neutrons over a large solid angle of 60°x60°. The spectrometer is equipped with a
detector module that carries an analyzer unit with a single detector. In its diffractometer mode it will be equipped

wilh a pixelated image plate neutron detector.

The instrument SV30 rcplaces the old triple axis
spectrometer SV4 and is designed for maximum
neutron current densities at the sample position and
polarization analysis employing *He filters. Tn order
toe achieve the intensity optimization, the entire
available in-pilc beam port cross section of 90 cm?
of the 4HG channel is exploited in contrast to only
40 cin? as compared to the old instrument. More-
over, the double-mmonochromator has becn substi-
tuted by two focusing single-monochromators
{copper and pyrolytic graphite), which can be ex-
changed by remote control. As to the *He filters,
spin exchange optical pumping (SEQP) as well as
metastable exchange optical pumping (MEQP) is
being developed in our institute. Together with re-
motely exchangeable collimators and filters (er-
bium and pyrolytic graphite), the two monochro-
mators are instatled in a helium filied vessel in the
center of the primary shielding. This shielding is
equipped with three separate beam channels at
monochromator-20-angles of 26.8°, 41.4° and
74.3°, respectively, The corresponding ncutron en-
ergics are 34 meV, 14 meV and 5 meV for graphite
[002] and 117 meV, 50 meV and 17 meV for cop-
per [200], respectively. The spectrometer is shown
in Figure |.

Both monochromators are built as a watrix of 7
columns and 15 rows of separate 2x2 cm? single
crystals. Both the columns and rows can be inde-
pendently and remotely rotated so as to enable in-
dependent horizontal and vertical focusing. The
copper monochromator is shown in Figure 2. An
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example of focusing recorded with a position sen-
sitive detector is shown in Figure 3.

Figure 1. The new spectrometer/diffractometer SV30 at
the FRI-2 reactor. The three beam ports of the mono-
chromator shielding (magenta) can be easily recognized.
Sample table and analyzcer/detector tower are moved on
air cushions across a polished glass floor.
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Figure 2. Double-focusing copper monechromator com-
posed of a matrix of 7 by |5 individual single-crystals
with an arca of 2x2 cm? each. The columns and rows
can be mdependently rotated in order to enable separate
horizontal and vertical focusing.

|

Figure 3. Focus of the PG-monochromator at a neutron
energy of 34 meV recorded with a position sensitive de-
tector. The dark blue elliptical area is about 10 mm by
25 mm,

Gold foil activation measurements of the six differ-
ent monochromatic neutron current densities at the
sample position yielded the results compiled
Table 1.

As an example of a first inelastic measurement a
transverse [200] phonon off the (220)-reflection of
a small aluminum single crystal with =031 A™ is
shown in Figure 4. The data were taken with an in-
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coming neutron energy of 34 meV and in energy
loss. Vertical focusing only has been applied and a
reduced neutron current on sample of only 20% duc
to the then still missing shielding around the secon-
dary spectrometer.

Table 1. Gold foil actjvation results. The numbers for
the neutron current density j are average values over a

[x3 cm? arca centered at the respective foci.

Copper [200]
20[°1| % [A] E[meV] | j[107em?s"]
26.8 0.84 117 0.51
41.4 1.28 50 2.00
74.3 2.18 17 0.48
Pyrolytic graphite [002]
20[°] | %o [A] E[meV] | j[107em?s"]
26.8 1.54 34 4.00
41.4 | 2.37 14 1.70
743 | 4.05 5 0.31
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Figure 4. Phonon near (220) with g =0.31 A" parallel
[100] measured with a small aluminium single crystal of
16 mim in diameter and a height of 4 cm. Vertical focus-
ing ouly and reduced incoming intensity of 20% applicd.
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Development and Test of the first 2D-CASCADE-Detector
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The principle of the Cascade neutron detector is a hybrid GEM based gas detector whicl uses a "B
coating as neutron converter and a mixture of Argon/CO, as the counting gas. Scveral |D-Cascade
detectors have already been tested at 1LL and PSI with great success. The latest prototype with an active
area of 20x20 cm’ features for the first time a 2D-Readout. The successful operation of the complete
detector systein has been shown during the operation of the rescarch reactor FRJ-2 at the experimental

test sitc EKN.

The 2D-CASCADE-Detector under
investigation is equipped with a double-sided
readout structure which is sandwiched between
two GEM-foils on etther side. The readout
structure is a simple flexible printed circuit
board. It essentially consists of 128 stripes in
x- and 128-stripes in y-direction. The entire
stack is sealed with a '°B-coated drift electrode
on either side. The two GEM-foils which are
closest to the readout structure are operated in
amplification mode at a gain of about 00.
These GEM-foils are termed Gain-GEMs. All
the other GEM-foils are operated in transparent
mode, i.c. at a gain of 1. They are cailed
Transfer-GEMs. The Gain-GEMs as well as
the Transfer-GEMs are coated with Boron on
one side only. This setup is depicted in Figure
L.

, Driftelecirode
“ Transfer-GEM
Gain-GEM

- 2D-Readout-Structure

Galn-GEM
‘fransfer-GEM

Driftelectrode

Figure 1, Design of the first 2D-CASCADRE
prototype.

The construction of the CASCADE detector is
based on a modular concept. The GEM-foils,
the rcadout structure and the drift electrodes
arc glued onto steel frames. The resulting
modules arc stacked one wpon another to form
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a detector stack. This stack is held in place and
pressed fogether by screws. Belwveen every two
frames a thin Teflon foil of the same shape as
the frame is placed for electrical isolation and
to prevent gas leakage. The detector is
operated with Ar/CO;
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Figure 2. Prototype tested at EKN at the research
reactor FRJ-2.

The detector and ils readout clecironics is
designed to cope with a count rate of 2.5 MHz
on the whole active area of 20x20 ¢cm”. In the
worst case this count ratc can be even on one
single pixel. To satisfy these challenging
demands a new readoul system, based on
modermn ASIC and FPGA technology, was
designed. Figure 3 shows a photo of the
readout system.
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Figure 3. The readout electronics with the FPGA
board on the top and edgewise four front end
boards with the CIPix-Chip.

The primary processing of the 256 detector
channels are done by four CIPix-Chips which
werc developed for the HI experiment at
DESY. This ASIC integrates 64 readout
channels, each of which consists of a low-noise
preamplifier, a shaper, a buffer and a
discriminator. The digital discriminator signals
are generated synchronously to a clock of 10
MHz. The digital data are processed by a
FPGA board which has an optical link to a host
computer. The bandwidth of the optical link of
80 Mbyte/s allows for fast data transfer to the
host computer. There are large amounts of
SRAM and DRAM memories on the FPGA
board for storing and histogramming the data
which may drastically reduce the necessary
bandwidth to the host computer.

The complete  detector  system  was
characterized at the experimental test site EKN
at the research reactor FRJ-2. Three examples
of the acquired results are shown in the
following figures.
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Figure 4. Radiographic picture of a tape dispenser,
a gas flow controller and a computer mouse,
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Figure 6. Cut through the Point Spread Function
along the Y direction.

Finally, in Figurc 7 you can see several Time
of Flight Spectra, The Bi-filter in the neutron
guide leads to many characteristic dips in the
spectra. The dip at A = 4.52 A is due to the
reflectometer HADAS which is in the same
beam line.

Simultaneous Tune of FLghl maeasurements

o 36 Purgl
€00 -
I
L
i
& 4 4
L Bi (1.1.4). 5 = 7.84 Angstrom
£
a
[
3w
149
° T ——

¥ T Y 5 T T
00 02 04 06 03 10 12 14 Ve 13 0
Heulron Wavelength [nm]

Figure 7. Time of Flight spectra.
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Larmor labetling by spin flippers with rotating magnetic field
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The neutron spin-echo (NSE) method, which is the most powerful tool of high-resolution neutron spectros-
capy, is known in two versions: either with the long solenoids or short alternating fields. Here we consider an
alternative version that makes use of spin flippers with an in-plane rotating magnetic field vector. Some possi-
ble applications of such technique are discussed. This approach can be considered as an alternative (o the pre-

sent-day NSE techniques.

Neutron inelastic scattering provides extremely valu-
able information about the atomic collective motions with
the microscopic length scale from the nearest neighbor
distances to a few nanometers and the time scale that ranges
from characteristic microscopic times as picoseconds up to
microseconds in the case of slow motions as e.g. critical
fluctuations in phase transitions, dynamic behavior of dis-
ordered systems (structural and spin glasses), etc. The
change in neutron energy, A%, corresponding to these slow
motions is extremely small (in the order of 1 neV) and
requires extremely high energy resolution methods. Con-
ventional methods of inelastic spectroscopy, time-of-flight
or triple-axis, are relying on a differential approach, when
the energy exchange is determined as the difference of two
well-defined energies of incident and scattered neutrons.
Therefore, any attempt to reach a very high, better than
AE/E=10", energy resclution by conventional neutron

b)

Spin tumer |

Polarizer

Spin turner 2

precession with the Larmor frequency @, =y, B (7, - the
gyromagnetic ratio). The total precession angle g, is de-
fined by this frequency and the time 7 of propagation of the
neutron through the magnetic field region of length L:

— Lo [pay
L

@, =0, T=
v, - cos(y)

(N

where w is the inclination of the neutron trajectory and v,
is the neutron velocity along it.

In this case, the orientation of the neutron spin can be
considered as the arrow of a “Larmor clock” that is attached
to every neutron. indeed, the “time” shown by the clock is
defined by the field integral (Eq. (1) seen by each neutron.
Such a Larmor labelling opens the unique possibility for the
development of “unusual” neutron scattering techniques,
where the energy (momentum) resolation does not require

Spin turner 3 Spin tarner 4

Detector

Figure 1. a) The spin flipper with rotating magnetic fielkd (RMF). In-plane rotation of the neutron spin vector is achieved by the
Larmor precession of neutron spin by angle & around the magnetic fietd vector B. b) Layout of the NSE spectrometer built by two

pairs of the RMF flippers

spectroscopy methods will require extremely high mono-
chromatization of the incident beam thus resulting in intol-
erable intensity losses. [ndeed, the studies of slow dynami-
cal process required a new non-traditional approach, the so-
called neutron spin-echo (NSE) technique [1]. It provides
few orders of magnitude higher energy resolution than any
other technique of inelastic (quasielastic) neutron scatter-
ing.

The NSE technique is based on the phenomenon of Lar-
mor precession of the neutron spin in a transverse magnetic
field.  When the neutron propagates across a region of
magnetic field of strength B, the neutron spin undergoes a

the initial and final states to be well selected.

At present there are two well devetoped practical realiza-
tions of NSE principle: generic NSE technique [11 and
neutron resonance spin echo technique {(NRSE) [2].
Recently, we proposed a new kind of NSE technique,
which is based upon the use of thin magnetic spin flippers
with an in-plane rotating magnetic field vector (RFNSE}
[3]. The main element of such a NSE spectrometer is the
spin turner that provides the in-plane rotation of the neutron
spin vector with a constant angular velocity @, so that the
angle of neutron spin rotation will be proportional to time ¢
(Fig. Ia). Practically it is achieved by the Larmor preces-
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sion of neutron spin around the magnetic ficld vector B that
rotates in the plane yz with the angular velocity s, If the
Larmor precession angle is #, then the neutron spin will be
mirror- reflected relative to the field vector, thus rotating in
the plane yz with the angular velocity @ =2ay.

A pair of such spin turners separated by a field-free arca
of length L (cascade I in Fig. 1b} is acting like a Larmor
clock that shows the time u=2wgT=2ayl 7V, of propaga-
tion of neutron with velocity V, between the turners. This
time depends botl on the neutron velocity ¥, and the length
L7 of its trajectory between flippers, but not on the arrival
time. Indeed, the neutron velocity is coded by the angle «,
so that the beam polarization at the sample spectrometer is
a sinusoidal function of the neutron wavelength A,
P, =cos(2whALfm,) {here fr is the Plank constant and m, is
the neutron mass), For a wide spectrum neutron illumina-
tion, the neulron beam at the sample is an overlap of such
functions with different periods and is completely depolar-
ized.

The NSE principle is to apply a decoding operation to
such beam. This decoding operation is essentially the time
inversion and is practically achieved either by the change of
the field divection (generic NSE) or the change of the sense
of the RF-fields rotation (NRSE). The suggested NSE spec-
trometer is in a way analogue to NRSE spectrometer, so
that it contains cascade Il (Fig. 1b) with the opposite sense
of magnetic field vector rotation. Then the final orientation
of the spin vector relative to z-axis is

L L
=20 L -——3—
ﬂ |:vif ‘}u + A'l’”

where Av, is the change of the neutron velocity at the sam-
ple. As it follows from Eq. (2), changing the distance be-
tween foils in the cascade I, one can change 4 in rather
wide range, thus providing a sinusoidal modulation of the
outgoing neutron beam, the so-called NSE signal.

This novel RFNSE technique can be applied in all cases,
when the use of Larmor precession devices may result in an
improvement either in energy or momentum resolution of
neulron scattering instruments, particularty for an im-
provement in the resolution of triple-axis spectrometers [4]
In this case, the momentum resolution is defined by the
triple-axis spectrometer, while the energy resolution is
defined by the NSE setup and may be increased up to I
neV without significant intensity Joss.

Another application of the RFNSE technique ts high
resolution measurements of the neutron momentum transfer
in small-angle scattering, diffraction and reflectometry [5].
In this case the Larmor precession is used to label the angle
w rather than wavelengtl as in NSE spectroscopy (Eq. (1))
and, in complete analogy with the abovementioned, a high
angular resolution can be obtained when using practically
uncellimated incideut neutron beams. If a sample is placed
in the RENSE spectrometer with tilted spin turners (Fig. 2),
then scattering at the sample results in different path lengths
between twrners 3 and 4. The NSE signal is recorded by the

(2)
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change of distance L;. Recalling that the effective ficld
integral is 2ajl *, one may conclude that the recorded signal
is a superposition of NSE signals of different frequencies
sesulting from different effective field integrals over the
neutron trajectorics. The scattering profile can be restored
by the Fourier transform of the recorded intensity.
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Figure 3. SERGIS conliguration. Fi- F4 arc RMF flippers.
Sample is scattering in xy plane, where there is no incident
beam collimation

The result of Monte-Carle simulations of a corresponding
experfiment is shown in Fig. 3. NSE signals corresponding
to small beam devialions w in the planc ZX arc well re-
solved in spite of the use of an only weakly collimated, +
1°, incident neutron beam [6],
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Figure 3. Shift of the NSE signal caused by the deviation of a
practically uncollimated {X£1°) ncutron beam in ZX plane. RMF
spin turners driving frequency of 50 kHz, L) =1 m and 0= 45°.
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The New Very Small Angle Neutron Scattering Instrument IKWS-3

E. Kentzinger, A. Radulescu, J. Stellbrink, D. Richter and Th. Briickel
Instinut fiir Festkérperforschung, Forsclwngszentrum Jiifich

The newly built very simall angle neutron scattering instrinnent KWS3 is the worldwide wunigue SANS instrie-
ment vunning on the focusing mirror principle. It allows performing scattering experiments with « weve vector
transfer resolution between 107 and 107 A7, bridging a gap between Bonse-Hart and pinhole camervas. This
instriment will be wransferred to FRMIL whicl should lead to an increase in wave vector hransfer resolution
by one order of magnitude and to an increase in flux by two orders of magnitude.

Ultra-small angle (U-SANS) and small angle neutron
scattering (SANS) experiments ave perfonned by two dil-
ferent types of instruments to cover a combined Q-range
from =10°A" up to =1A"'. Bonse-Hart cameras (Double
Crystal diffractometers) arc used for U-SANS experiments,
whereas the “standard” SANS experiment is performed
using a pinhole camera. In principle, the Q-range of both
instrument classes overlaps. Typical U-SANS instruiments
like S18 (ILL), PCD (NIST) or DKD (FZ1) may reach
maximum Q-vectors of $x10™A". The disadvantage of
these nstruments is that they do not allow taking a full area
image on a 2D position sensitive detector. On the other
hand, the well-known pinhole instrument D11 at Institut
Laue-Langevin (France) reaches a minimum Q-vector of
5x10* A”' by use of large wavelengths and sample-to-
detector distances (=40m). But the required instrumental
setting pushes both types of instruments to its limits, mainly
due to signal-to-noise level and the reduced flux at sample
position.

Recently the use of neutron lenses as additional efe-
ments of a pinhole SANS instrument has been tested lo
overcome this intensity problem [1]. The design and con-
cept of the KWS3 instrument at FZ Jiilich (Germany) is
even more advanced [2]. The principle of this instrnent is
a one-to-one image of an entrance aperture oi a 2D posi-
fion-sensitive detector by neutron reflection from a double-
focusing elliptical mirror. To date, KWS-3 is the worldwide
unique SANS instrument running on this principle. It per-
mits to perform SANS studies with a scattering wave vector
resolution between 107 and 107 A" with considerable in-
tensity advantages over conventional pinhole-SANS in-
struments. Therefore it perfectly bridges the “Q-gap™ be-
tween U-SANS and SANS: Very Small Angle Scattering
(V-SANS). The increasing need for these intermediate Q-
vectors arises from the growing interest in biclogical and
colloidal samples, which typically have characteristic
length scales in the pm range. In this report we will give a
short survey on the insttument concept and its actual reali-
zation and present some first results obtained from “real”
samples. We will then detail the expected improvements
related 1o the move of KWS-3 {o FRMIL.

A detailed description of the instrument has already
been given 1 Refl [2]. Figure | shows a sketch of the in-
strument. The main innovation and challenge in building
this instrument was to build a large mitror having a shape

as close as possible to an ellipsoid and with a swrface
roughness less than 5 A (rms). The mirror is a 1.2 m long,
0.1 m wide and 0.05 m thick toroidal double focusing Ze-
rodur mirror of 11 m focal length, and coated with 1000 A
%Cu and 100 A Al as a prolection layer. At such a short
mirror length with respect to the focal length, the toreidal
shape is a good enough approximation to an elliptical
shape. The reflection plane has been chosen to be horizon-
tal, reducing the deterioration of the image due to gravity.
The entrance pinhole is at one focus of the mirror, the other
tocus 1s in the detection plane of a 2D position-sensitive
detector, The contrast ratio of the image on the detector was
determined to be 107,

Very recently a new elliptical mirror, built using the
replica technology [3] has been installed concentrically to
the toroidal mirror (Fig. 1). First tests with neutrons were
performed which indicate that further improvements of the
sctup are required.
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Figure 1 KWS3 experimental sctup

At KWS3 the effect of multiple scattering requires spe-
cial attention. An example of how this effect influences the
cvaluation of the geometrical and density parameters is
presented in Figure 2. There the scattering patterns from a
mixed solution of 1% PEB-7.5 random copolymer
{Mw=30K) and 4% hexatriacontane paraffin in d-22 are
shown for different sample thickness in polymer contrast.
The inset of the figure shows the raw data together with the
empty beam measurement. Comparison of the intensity in
forward direction for the sample and empty beam provided
a sample transmission of 10%, 20% and 70% in case of
2o, 1mm and 0.2mm sample thickness, respectively.
Multiple scaltering is dominant in the case of the thickest
sample white for the 0.2 mm sample thickness it is a minor
coniribution. Data analysis in terms of Beaucage mode] [4]
revealed a significant variation of the power law behaviour
and R, with sample thickness. We can conclude that in
order to have a reasonable sample transnnssion and to avoid
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contribution from multiple scattering very thin samples are
required. Recently we developed cells with large radius and
variable thickness, covering the full cross section of the
incoming beam. This allows to perform a systematic inves-
tigation of the multiple scattering effect as a function of cell
thickness and thus to avoid misinterpretations. Another way
to get the same result is to vary the sample contrast but, for
certain samples, this is a much more difficuit approach.
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Figure 2 Scattering patterns from a mixed solution of 1% PEB-
7.5 random copolymer (MW=30K) and 4% hexatriacontanc
paraffin in d-22 in polymer contrast. Results obtained for differ-
ent sample thickness (as denoted by symbols explained within
the inset together with the empty beamn measucement) reveal how
e multiple scattering influences the interpretation of the data.

We present in figure 3 the scattering pattern from a
crystallinc-amorphous poly{co-olefins} diblock copolymer
in dilute solution over the whoele Q range accessed by com-
bining all three kinds of small-angle neutron scattering
instruments in Jilich: The classical pin-hole instrument
KWS2, the focusing-mirror KWS3 instrument and the dou-
ble crystal diffractometer DKD [5]. The data allow a semi
quantitative evaluation of structures of size scales between
10A and 10 um and reveal the multilevel morphology of
copolymer aggregates, being consistent with the micro-
scope obscrvations (up-right inset of figure 4). By the ag-
gregating sPP and amorphous P(E-co-P) blocks at small
scale a 2-d structure seems to be formed (Q™ power law at
larger Q). This structure evolves at intermediate scale into a
rod-like structure (Q' power law at intermediate Q). The
rods associate in bundles and the correlation effects be-
tween them result in the "shoulder”-like structure at around
Q* = 3.5-4x107 A (botlom-left inset of figure 3). At much
larger scale {micrometer order) the rod bundles form net-
work-like structures with mass fractal aspects (Q™ power
law) which associate in very large aggregates resembling
snowflakes. The sharp intensity drop at around 7x107% A
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may reveal an additional contribution {rom the correlations
between lateral branches of these aggregates over a charac-
teristic length of about 13 pun.

0.5% sPP-P(E-co-P) 38.4K/106.6K in d.22
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Figure 3 Scattering from a crystalline-amorphous
diblock copolymer {4]. The lines indicate power law be-
haviour in different Q ranges. K\WS82: conventional pin-
hole SANS; KWS3: VSANS; DKD: Double Crystal dif-
fractometer (“U-SANS"),

In 2006, KWS3 will be transferred to the new FRMII
reactor. A special cold neutron guide will be built, permit-
ting an access lo larger wavelengths, leading fo an increase
in the range of Q-resolutions down to 10°A™. Also, this
transfer will result in an increasc of the neutron flux at
sample position by two orders of magnitudes, permitting
the use of small material amounts, which is often the case
with biclogical substances. This dramatic increase in flux
will permit to optimally use the reflectometry mode of
KWS-3. In this mode, performing SANS on thin film sys-
temns under grazing incidence (GISANS) will permit the
access to in-plane correlation lengths around the pm, a
length scale hardly accessible to off-specular scattering at a
reflectometer or to GISANS at a pinhole camera. Also, the
implementation of polarized neutrons and a polarization
analysis covering the whole detector area will permil the
investigation of magnetic correlations.
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Conferences and Schools

Physics meets Biology: From Soft Matter to Cell Biology

35" Spring School, Institute of Solid State Rescarch

March 22 — April 2, 2004; Tlich, Germany

organized by G. Gompper, U. B. Kaupp, J. K. G. Dhont, D. Richter, R. G. Winkler

8™ Laboratory Course - Neutron Scattering
Sep 13 - Sep 24, 2004; Tilich, Germany
Organized by T. Briickel, G. Heger, D. Richter, R. Zotn

Jiilich Soft Matter Days 2004

November 16 — November 19, 2004; Congresscentrum Rolduc, Kerkrade,
Netherlands

Organized by J.K.G. Dhont, D. Richter, G. Gompper

Colloids in External Fields
IT Transregio SFB Workshop
September 28 — September 29, 2004; Jilich, Germany

Nanomagnetism: New Insights with Synclwotron Radiation
338" WEH-Seminar, Jan 5 — Jan 7, 2005; Bad Honnef, Gerimany
organized by C. M. Schneider and K. Starke

nanoelectronic days 2005
Feb 09 — Feb 11, 2005; Jiilich, Germany
organized by R. Waser and W. Albrecht

Magnetism goes Nano. Electron Correlations, Spin Transport, Molecular Magnetism
36" Spring School, Tnstitute of Solid State Research

Feb 14 — Feb 25, 2005; Julich, Germany

organized by C. M. Schneider, S. Bliigel, T. Briickel

9" Laboratory Course - Neutron Scattering
Sep 12 - Sep 23, 2005; Jiilich, Germany
organized by T. Briickel, G. Heger, D. Richter, R. Zorn

40 Years of the GW Approximation for the Electronic Self-Energy: Achievements and

Challenges
356™ WEH Seminar Sep 12 - Sep 15, 2005; Physikzentrum Bad Honnef, Germany
Organized by A. Schindlmayer, N. Vast, M. Palurmino, O. Pulci, P. Garcia-Gonzalez

10" Conference on Frontiers of Electron Microscopy in Materials Science
Sep 25 - Sep 30, 2005, Kasteel Vaalsbroek, Netherlands
organized by K. Urban, J. Mayer, M. Luysberg, K. Tillmann

Nanospinfronics
ESF Exploratory Workshop, Sep 29 - Sep 30, 2005; Wegberg-Wildenrath, Germany
organized by C. M. Schneider

Jiilich Soft Matter Days 2005
Nov 01 —Nov 04, 2005; Gustav-Stresemann-Institut, Bonn, Germany
organized by J.K.G. Dhont, G. Gompper, D. Richter
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Advances and Prospects in Molecular Magnetisin
362" WEH-Seminar, Nov 13 — Nov 16, 2005; Bad Honnef, Germany
organized by R. Fink, P. Miiller, S. Bliigel, J. Schnack
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Teaching Activities at Universities 2004/2005

Lecturer

Dr. Baumgértner
Prof, Bechthold
Prof. Bliigel

Dr. Bringer

Prof. Briickel
Prof. Dhont

Dr. Ebert

Dr. Ehrhart

Prof. Eisenriegler
Prof. Gompper
Dr. Hertel

Dr. Kohlstedt

Dr. Lustfeld

Prof. Miiller-Krumbhaar
Prof. Nagele

Prof. Richter

Prof. C.M. Schneider
Prof. H. Schroeder
Prof. K. Schroeder
Dr. Schiitz

Dr. Schweika
Prof. Szot

Prof. Urban

Prof. Waser

Dr. Wiegand
Prof. Winkler

Dr. Zomn

331

University

Duisburg
Kéln
Aachen
Diisscldorf
Aachen
Diisseldorf
Aachen
Aachen
Diisseldorf
Kdoin
Halle-Wittenberg
Kéln

Duisburg
Aachen
Konstanz
Miinster
Duisburg-Essen
Aachen

Aachen

Bonn

Aachen
Katowice
Aachen

Aachen

Kéln

Ulm

Miinster
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