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Abstract

The Parallel Tools Platform (PTP) represents a development envi-
ronment for parallel applications. It supports programming languages
C/C++ and Fortran. Its main components are system monitoring, code
analysis, a parallel debugger for OpenMPI and simple integration of ex-
ternal tools such as profilers. This is a step by step tutorial on the usage
of PTP for the JSC supercomputers. It demonstrates how to set up a
simple parallel application, how to submit it to the target system and
how to monitor the application afterwards.
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1 Overview

The Parallel Tools Platform(PTP) aims to provide a highly integrated environ-
ment specifically designed for parallel application development. It is based on
Eclipse. You can download the latest PTP version from http://www.eclipse.
org/downloads/. The PTP Eclipse distribution is called Eclipse for Parallel
Application Developers.
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Figure 1: Download PTP

A detailed generic tutorial about PTP can be found at http://wiki.eclipse.
org/PTP/tutorials. More information about various PTP related topics are
listed at http://wiki.eclipse.org/PTP.

2 Installation

PTP requires a Java Runtime Environment of version 1.6 or higher to be in-
stalled. When downloading PTP make sure to select your operating system
(Linux, MAC, Windows). Download the eclipse distribution bundle. Unpack
the bundle into your preferred installation directory (e.g. /bin). This will create
a directory named eclipse. Inside this directory you will find the binary called
eclipse. Start Eclipse by executing that binary. Users within the JSC work-
station group can make use of a pre-installed PTP version. They can simply
call /usr/local/zam/eclipse-parallel/eclipse to start PTP. The currently
installed version in the JSC workstation group is Juno SR2.

After starting PTP choose a workspace directory, in which all your project files
will be stored (see figure 2).

Select a workspace

Eclipse stores your projects in a folder called a workspace
Choose a workspace folder to use for this session

Workspace: |/private/Programme/PTPTests/JSCTut/workspace J i Browse..

[ Use this as the default and do not ask again

0K | Gancel

Figure 2: Choose workspace

Go to the workbench by clicking on the corresponding icon. The empty workspace
is shown in figure 3.
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Figure 3: Empty workspace

2.1 Update PTP

You can update the downloaded PTP version with latest bug fixes or new im-
plemented features. If you are experiencing errors at any step of this documen-
tation, update your PTP version first, because the update could already fix your
error. In order to update PTP, start Eclipse and click on the Help menu. Select
Install new Software. Add a new update site with the URL http://download.
eclipse.org/tools/ptp/builds/juno/nightly like shown in figure 4. If you
have downloaded a Kepler version of Eclipse, replace juno with kepler in the
mentioned URL.

Follow the instructions in the wizard to apply the update. This update site
usually provides new updates immediately after each change of a developer.

3 Create a synchronized project

At first a project has to be configured, which is copied or synchronized to your
target supercomputer. The project contains all source files as well as input data
and a Makefile. PTP provides so called synchronized projects. They are stored
locally and can be automatically synchronized with a directory on your remote
system (the supercomputer you are working on). Afterwards, the compilation
and submission of your application are conducted directly on the remote system.
Figure 5 shows how to create a new synchronized project. You can create both
a synchronized C/C++ or Fortran project. For further information on parallel
Fortran development have a look at http://eclipse.org/photran/.

In the following screen you have to choose the project name. Then you can
configure a new connection to your target system by clicking on the New button,
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Figure 5: Create a synchronized project



which is depicted in figure 6. An example connection configuration for Judge is
shown in figure 7.
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Figure 6: Configure synchronized project

After configuring your connection you can select the directory on your target
system, which should be synchronized with your local source files. Choose this
directory by clicking on the Browse button. If a Connection Error pops up,
Eclipse is not able to connect to your target system. Try to create a new
connection and double check your configuration.

Finally, the project type has to be configured. For now, just select an empty
Makefile project and choose Linuz GCC' as tool chains as shown in figure 8. The
toolchains determine, which compilers are used to discover include and library
directories. If you have other compilers installed locally such as cygwin, you
can also select the corresponding toolchain. You can still decide later in your
Makefile, which compiler is used to build your application. Click on the Finish
button to complete the project creation.
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Figure 7: Create new connection to Judge
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Figure 8: Project type configuration



The synchronization is handled by git in the background. As long as the syn-
chronization of your project works fine you do not have to care about git. Note,
that you should avoid changing the same files on both your local system and
your remote system at the same time. A following synchronization will probably
fail, since git will try to merge both versions. Therefore, you have to exclude
especially binary files from synchronization, because binary files are compiled
on both systems, which would lead to merge conflicts. To exclude files fom
synchronization right-click on your project and select Synchronization and click
on Filter in the sub-menu. The dialog shown in figure 9 shows up.

File View
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Enter Regex: Exclude | Include

Figure 9: Filtering of synchronized files

Here you can remove files from synchronization by unchecking the corresponding
checkbox in the File View. Moreover, you can use regular expressions for ad-
vanced filtering rules. E.g. the regular expression “.*\.0.*” matches with all files
containing the string “.o0”. Regular expressions are added by inserting them into
the text field labeled with Enter Regex and choosing one of the buttons Fzclude
or Include. Further information on synchronized projects and in particular on
merge conflicts is documented at the URL http://help.eclipse.org/juno.
Search for synchronized project in the documentation’s search. You can also
access this documentation directly from Eclipse (Help=Help Contents).

4 Application development

Your workspace should now show your empty synchronized project (see figure
10).

Add your source files and a Makefile for compiling your application to the
project. This can be done by either creating these files with the Eclipse ed-
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Figure 10: Workspace with synchronized project

itors using for instance the menu File— New— Source File. Alternatively, you
can import existing source files via File— Import. Expand in the import dialog
the General folder and select File System. By default the included files are
copied into your workspace. It is also possible to create links to the original
files. Afterwards, your project could for instance look like shown in figure 11.
A simple MPI program in Hello World.cpp and a Makefile are added. Each time
you add or change a file within your synchronized project, these changes are au-
tomatically transferred to the corresponding directory of your remote system.
If Eclipse is showing errors in your code due to unresolved symbols, try to con-
figure the include paths of your project as described at http://help.eclipse.
org/juno/index. jsp?topic=/org.eclipse.cdt.doc.user/tasks/cdt_t_proj_
paths.htm. See also section 8.2 for more help on resolving symbols.

You can compile your application by clicking on the hammer icon (see figure
12). If you choose Default_remote the application is compiled on the remote
machine, while Default_local compiles your application on your local machine,
where you have started the Eclipse client on.

The console view on the bottom (see figure 13) displays the results of the build.
It will also show possible compilation errors and link these errors with the
corresponding lines of your code.

5 Job submission

Once you have built your application PTP allows for submitting a job to various
batch systems. To run your application press on the small triangle next to the
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Figure 11: Application development
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Figure 13: Build command results

play button in the top toolbar (see figure 14). Click on Run Configurations.
Start the job submission configuration by double clicking on Parallel Application
(see figure 15).

For each of the JSC systems Judge, Juropa and Juqueen there is a special Target
System Configuration. This configuration specifies the interface used by PTP
to interact with the target system. It defines configuration parameters for job
submissions, the submission command such as msub for Moab or llsubmit for
LoadLeveler or it configures how to retrieve a list of available waiting queues.
For Judge choose the Target System Configuration de.fz-juelich.judge.torque.batch.
As soon as you have selected the previously configured connection, a set of
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Figure 15: Start new job submission configuration

configuration parameters for your job submission are shown (see figure 16).
All of these parameters affect the batch script, which is sent to the scheduler
of Judge. You can always check the currently generated script by clicking on
the View Script button. Many of the parameters, which you can configure in
this dialog are also explained here: http://wuw.fz-juelich.de/ias/jsc/EN/
Expertise/Supercomputers/JUDGE/Userinfo/Quick_Introduction.html.
Examples for the most important parameters are shown in figure 16. You can
choose the number of nodes, a wallclock limit, the number of processes per node
as well as the number of threads started for each MPI task and the number of
MPI tasks itself. The meaning of each parameter is explained in the Description
column. Special parameters for Judge are the number of GPUs per Node and
the GPU type. This allows for allocating GPUs to your job.

These configurations lead to the batch script shown in figure 17.

Moreover, the compiled binary has to be chosen in the Application tab (see
figure 18). Click on the lower Browse button to select the binary located at
Judge.

Now the Run button is enabled and you can submit your batch script by clicking
on it. PTP uses msub to submit the batch script to the scheduler of Judge. You
will be asked, if you would like to switch to the system monitoring perspective.
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Create a configuration to launch a parallel application
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Figure 16: Run configuration for Judge

Click on yes in order to monitor the queue status of your job and to obtain its
output.

6 System Monitoring

At first, your job will be displayed in the Inactive Jobs view as submitted job.
As soon as it is dispatched by the scheduler it will be moved to the Active Jobs
view. After its completion the job switches back to the Inactive Jobs view.
Here you can check the output of your application via the pop-up menu, which
is shown on a right click on your job entry (see figure 19). The Nodes View on
the right displays the compute resources of Judge. Each of the small rectangles
represents a core. The cores are grouped in larger rectangles, which depict the
compute nodes. The two separated cores on the bottom of each node show the
status of the node’s GPUs. Colored rectangles are allocated to a running job.
Therefore, the Nodes View shows the mapping of all currently running jobs to
the system’s compute resources.

A more detailed documentation of all functions of the system monitoring per-
spective can be found at http://help.eclipse.org/juno/index. jsp. Select
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% "/ Script with current values

Script with current values

#/bin/bash
#HSUB -M ptp_job
#SUB -l nodes=1:ppn=8:gpus=0:

#HSUB -v tpt=2
#HNSUB -l walltime=00:05:00
#ISUB -V

MPI_ARGS="-np 4"

if [ "-np" == "HMPI_ARGS}" ] ; then
MPI_ARGS=

fi
COMMAND=mpiexec

if [ -n "HCOMMAND]" | ; then

COMMAND="§{COMMAND} B{MPI_ARGS} /fhomeb/zam/karbach/hello/hello "
else

COMMAND="fhomeb/zam/karbach/hello/hello "

fi
cd fhomeb/zam/karbach
HCOMMAND}

Figure 17: Generated batch script

Create, manage, and run configurations

Create a configuration to launch a parallel application
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< & Parallel Application [ Copy executable from local filesystem
ST Path to local executable:

Display output from all processes ina console view.

Using Parallel Application Launcher - Select other
Filter matched 7 of 7 items
@

Figure 18: Application tab of run configuration

Parallel Tools Platform (PTP) User Guide — Monitoring Jobs and Systems in
order to navigate to the documentation.
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Figure 19: System monitoring for Judge
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7 Stand-alone client

If you are only interested in the monitoring functionality of PTP you can use
the following tools:

e LLview: graphical monitoring of batch system controlled cluster, avail-
able at http://www.fz-juelich.de/ias/jsc/EN/Expertise/Support/
Software/LLview/_node.html.

e SysMon: Stand-alone system monitoring client based on the system mon-
itoring perspective of PTP, available at http://download.eclipse.org/
tools/ptp/builds/kepler/nightly/index.html

While SysMon is directly derived from the PTP IDE presented above, LLview
is a monitoring application especially and only designed for system monitoring.
Both applications look and work similar, since a large part of LLview is also
contributed to PTP’s monitoring system. However, LLview still provides a
larger set of statistical diagrams evaluating the load and usage of the particular
supercomputer.

8 Trouble-Shooting

This section documents possible problems experienced by PTP users. Each
problem is outlined and possible solutions are documented.

8.1 PTP does not connect to remote system

The connection to the target supercomputer cannot be established. This prob-
lem will occur as soon as you are trying to invoke any commands remotely.
E.g. the remote file browser is trying to start for choosing the location for your
synchronized project. Or you are starting a monitoring connection. Depending
on your configuration you might get the error dialog shown in figure 20.

= Connection Error v~

Could nat open connection
Reason

Opening SFTP cannection failed. Does the remote machine support SFTP
and multiple sessions? MaxSessions for the SSH server has to be set to at

least 5. 4: Received message is too long: 1953461340

Figure 20: Error dialog when trying to connect to the target supercomputer

Solution

Try the following approaches to get your connection working:

1. When creating your connection (see figure 7) click on the Advanced button
and enable the checkbox for Use login shell. This tells PTP to use the
user’s login shell when running remote commands. This approach might
also work vice versa. If the checkbox was selected by default, when you
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configured your connection, try to create a new connection with the login
shell checkbox deactivated.

2. If the previous approach is not working, check if you have additional com-
mands in your .profile or .bashrc file of your remote system, which are
printing to STDERR/STDOUT. You have to remove these commands for
the PTP connection to work correctly. In the same manner PTP will not
be able to connect, if these scripts are creating a new shell on start-up for
instance by calling the bash command.

8.2 Symbols are not resolved

Symbols, which are available in the include files of your remote system, are not
resolved. E.g. all MPI functions are marked with error signs saying that the
corresponding “Symbol ’symbolname’ could not be resolved”.

Solution

The most reliable solution is to copy the MPI include files to your local machine.
Afterwards, add the local path to your include paths in the project properties
as shown in figure 21.

type fiter text Paths and Symbols Gv v

a
3 Resoucs |4
Builders Default_remote | Active | | | Manage C:
> CIC++ Build
Y CIC4+ General

> Code Analysis [Rincludes | 4 Symbols | =iLibraries | = Library Paths | (ZSource Location | (<Output Location | ] References
Documentation

Languages Include dirsctories Add
Assembly (= Iprivate/PTPWF/openmpi-1.4.3/ompifinclude i

File Types
Formatter

Indexer

Languags Mappings
{

Preprocessor Include Paths, M.

Profiling Categories Move Up

XL C/C++ Language Options —

> Fortran Build —
Paths and Symbols

Project References ~ 5

< <> <&

@ N} oK. Cancel

Figure 21: Add include path

You can find the MPI includes by calling the MPI compiler with your input file
including MPI headers like this:

Listing 1: Find MPI include path
mpicc —E HelloWorld.cpp | grep mpi.h

Copy the localized include directory to your local machine and add the local
path to your include paths. Then rebuild the indexer by right-clicking on your
project and choosing Indering — Rebuild. You can check, if your include files
are found by Eclipse by selecting the #include statement and pressing F'8, which
will open the include file, if it is found. If it is not found, no file is opened. Then
you would have to check your configured include paths again.

If that did not help, try to follow the instructions on http://help.eclipse.
org/juno/index. jsp?topic=¥%2Forg.eclipse.ptp.doc.user’,2Fhtml}2Fsync.
html.
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9 Contact

Your feedback on this tutorial and PTP is highly appreciated. For questions
or suggestions directly concerning this tutorial you can write an e-mail to
c.karbach@fz-juelich.de. For more general questions you can also use PTP’s
user mailing list available at http://dev.eclipse.org/mailman/listinfo/
ptp-user. If you would like to get more information on PTP, the following
links are helpful:

e Articles on PTP: http://wiki.eclipse.org/PTP/articles
e Mailing Lists:

— Major announcements: http://dev.eclipse.org/mailman/listinfo/
ptp—announce

— Developer discussions: http://dev.eclipse.org/mailman/listinfo/
ptp-dev

In order to file a bug you are experiencing by using PTP use https://bugs.
eclipse.org/bugs/enter_bug.cgi?product=PTP.
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