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Structure, Energetics, and Thermodynamics of
Gold Clusters

Denitsa Alamanova, Valeri Grigoryan, and Michael Springbag

Physical and Theoretical Chemistry
University of Saarland, 66123 Saarbriicken, Germany
E-mail: deni@springborg.pc.uni-sh.de

The three most stable isomers of Awclusters with N between 2 and 150 have been
determined by using a combination of the embeded-atom (EAM)quasi-Newton, and
our own=3 Aufbau/Abbau methods for calculation of the total energiesal and global
minima, correspondingly. We have employed the Voter-Clesiurt of the EAM method,
which is also parameterised to the dimer properties.

Many structural and energetical descriptors are preseatmth as stability and similarity
functions, shape analysis, vibrational frequencies petanbeat capacities, etc.

The Auw, icosahedron without a central atom and the; gudecaheron are found to
be more stable than the second and third Mackay icosahedradlld be obtained at
N = 55 and147, respectively. The three lowest-lying isomers of;Aand Au 47 are all
low-symmetrical structures. Also the clusters with thehleigt heat capacities in this study
are disordered. The radial distributions and the simjldtinction point to a disordered
growth interrupted by the formation of a few islands with aleedral, tetrahedral, and
icosahedral symmetry. The shape analysis reveals thatohtse highly stable clusters
prefer compact shapes, and that the larger clusters witle than 70 atoms have mostly
cigar-like shapes. The 'magic’ clusters have distinct ailamal peaks, however, the Ay
cluster with B3, symmetry has the highest vibrational frequency that e(@ss2 K.
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Fast Non-Iterative Orbital Localization for
Large Molecules

Francesco Aquilante and Thomas B. Pedersen

Department of Theoretical Chemistry
Lund University
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We use the Cholesky decomposition of the AO density matridefine a new set of oc-
cupied molecular orbital coefficients. Analysis of the t&ng orbitals (“Cholesky MOs”)
demonstrates their localized character inherited fromsthasity of the AO density ma-
trix. Comparison with the results of traditional iteratiegalization schemésshows only
minor differences with respect to a number of suitable messsaf locality. The proce-
dure devised here for generating orthonormal localizedtalsbis non-iterative and may
be made linear scaling. Our present implementation scalegally with a very small
prefactor. Nevertheless, the algorithm is much faster #iignof the known localization
schemes and produces for large molecules orbitals confingplice. Moreover, the or

m hature of the orbitals is preserved. In addition, since dpigroach does not require the
use of starting orbitals, we expect it to be very useful iralaorrelation treatments on top
of diagonalization-free Hartree-Fock optimization aifuns. We present an application
of the Cholesky MOs in screening techniques aimed at lingslirgy evaluation of the Ex-
change Fock matrix using a Choleskyr RI° representation of the two electron integrals.
Similarly, a sparse density-like matrix can be obtainednftbe projected atomic orbitals
of Saebg and Puldy.As for the occupied space, we demonstrate that starting fhign
density-like matrix our procedure leads to a set of non-neldnt localized orthonormal
orbitals spanning the virtual space.
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Rydberg States with Quantum Monte Carlo

Annika Bande and Arne Lichow

Institut fir Physikalische Chemie
RWTH Aachen
Landoltweg 2, 52056 Aachen, Germany
E-mail: bande@pc.rwth-aachen.de

Calculations on Rydberg states were performed for the first tising quantum Monte
Carlo (QMC) methods$ The excitation energies and the appropriate singletetrigplit-
tings have been calculated exemplarily for the carbon atwafer carbon monoxide. The
considered atomic excitations are from i ground state into th&éP and'P 2pns Ryd-
berg states with n=3-6, the molecular ones are from! fhground state into th&X and
3y states with the electron configurationsde and 70 respectively. Kohn-Sham Slater
determinants constructed from open-shell localized ldarffock (OSLHF) orbitals were
used for the guide and trial functiors.

The variational quantum Monte Carlo (VMC) method leads touaate excitation ener-
gies and singlet-triplet splittings, if the VMC samplingadapted to the properties of the
Rydberg electron. The excitation energies calculatedgufsxed-node diffusion quantum
Monte Carlo (FN-DMC) are close to experiment, but the sitigiplet splittings have the
wrong sign in the case of the carbon atom. A novel approactbbas developed for
excited state FN-DMC calculations that allows a right diggiom of the singlet-triplet
splittings.
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Magnetism and Electronic Structure of hcp Gd and the
Gd(0001) Surface

Philipp Kurz, Gustav Bihlmayer, and Stefan Blugel

Institut fur Festkdrperforschung
Forschungszentrum Julich, 52425 Julich, Germany
E-mail: G.Bihlmayer@fz-juelich.de

The localizedd f states of Gd represent a challenge for first-principle the@ur calcu-
lations support previous findings that within the local dgnapproximation (LDA) the
itinerancy of the4f states is overestimatedIn particular, the large density of states at
the Fermi energy due to the minoridy electrons is unphysical, and our results show that
this is the origin of the incorrect prediction of the antifamagnetic ground state for hcp
Gd by many LDA and generalized gradient approximation (GG&#ulations. We show
that different methods of removing these states from thenegjose to the Fermi energy,
e.g. the treatment of theef electrons as localized core electrons or by using the LDA+U
formalism, lead to the prediction of the correct ferromagnground state for the bulk
and a ferromagnetically coupled surface layer on the (08Qffpce. With these meth-
ods ground-state properties like the magnetic moment,gh#ilerium lattice constant and
surface relaxations can be determined in good agreememnewjteriment. The energetic
position of the surface states of the Gd(0001) surface argpaced to experimental data.
Employing the full-potential linearized augmented plareves (FLAPW) method in the
framework of vector-spin density functional thedmye use non-collinear calculations to
determine the exchange interactions in bulk Gd and on th@l(0€urfacé. Using the ex-
change constants obtained from these calculations we astithe Curie temperature of
the bulk in the mean field approximatibf To model the temperature dependence of the
electronic structure of the Gd(0001) surface, we performau-collinear spin-spiral cal-
culations. We calculated the local density of states, wiigltobed by scanning tunneling
spectroscopy (STS) experiments, as function of the sgiiaspvector. We find that the
spin-splitting of the surface state vanishes but a finitallowoment at the Gd surface atoms
remains.
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DFT Study of Oligomers of IPR-Violating Fullerenes

Angela Bihimeier and Wim Klopper

Institut fir Physikalische Chemie
Universitat Karlsruhe (TH), 76128 Karlsruhe, Germany
E-mail: angela.bihimeier@chemie.uni-karlsruhe.de

Small fullerenes € (n < 60) do not conform to the isolated pentagon rule (IPR) and
their cage structures are characterised by several naiginigdive-membered rings. As a
consequence, the molecules are highly strained and thus r@active, particularly at the
sites where two pentagons meet.

It has been shown through adsorption/desorption expetsnérat the behaviour of {g
and G on a HOPG surface is quite differérit Cg forms rather compact islands in ac-
cordance with a van-der-Waals type interaction betweeriulterene cages. In contrast,
Css layers reveal a fractal-like growth and higher thermal iitghThis indicates a differ-
ent aggregation mechanism and/or interaction with thetsatles Considering that HOPG
is a very inert surface and that non-IPR fullerenes show higtttivity, it is natural to
assume covalent binding of these molecules.

Hence, our goal is to study the reactivity of the fullerengg, Cs., ..., G using density
functional theory. We are interested in the ability of thesalecules to form dimers or
larger aggregates, as well as the reaction pathways anddperties of the various reaction
products. The results of a first approach which takes intowticaggregation by means
of [2+2] cycloaddition are shown on the postein further studies, we investigate as well
singly-bonded dimers and the capacity of the monomersaafatiydrogen.
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A Non-Adiabatic Hybrid QM/MM Approach for Studying
Photoswitchable Polymers in the Condensed Phase

Marcus Bockmann, Nikos L. Doltsinis, and Dominik Marx

Lehrstuhl fur Theoretische Chemie
Ruhr-Universitat Bochum
44780 Bochum, Germany
E-mail: marcus.boeckmann@theochem.rub.de

Polymeric materials containing the azobenzene moietyfane@asing interest because of
their photoswitchable macroscopic properties due to tifg-induced E-Z isomerisation
of the central nitrogen double bohd

Realistic models of such systems are typically too largeetdrbated by means of pure
ab initio molecular dynamics (AIMD). Classical atomic ferfields, on the other hand,
are not parametrized to deal with photoexcitations. Thdlege to theory is to embed
microscopic quantum mechanical methods to investigatphioédoinduced reaction in the
excited electronic state into large scale atomic force fieddhods for studying polymers.
We combine the ROKS-DFT based Surface Hopping méttiodnon-adiabatic excited
state AIMD with the hybrid quantum—classical QM/MM apprbiénplemented in the
CPMD Packagt This extends the applicability of non-adiabatic AIMD toga condensed
phase systems consisting of several thousands of atoms.

Based on purelgb initio ground state Car-Parrinello molecular dynamcis, a fordd fie
description of the fundamental azobenzene building blek been derived. As a first
realistic test case, we study the photoisomerisation aiglesiazobenzene chromophore in
bulk liquid azobenzene at 400 K.
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A Highly Accurate and Optimal Method to Calculate
Long Range Interactions

Matthias Bolten and Godehard Sutmann

John von Neumann Institute for Computing
Central Institute for Applied Mathematics, Forschungsaen Julich, Germany
E-mail: m.bolten@fz-juelich.de

The calculation of Coulomb potentials is a very importarsktén molecular dynamics
simulations of charged or polar systems. Due to the longadmgture of the electrostatic
potential the use of a cut-off radius to reduce the compriaticomplexity may result in
severe errors in the static structure and dynamics. A futirmation over all interacting
particles has a complexity @?(N?), which is computationally too demanding.

For both open and periodic boundary conditions there ekjstighms that reduce the algo-
rithmic complexity. There are both mesh-free approaclikestlie Fast Multipole Method
(FMM)* as well as mesh-based algorithms like the Particle-PasBalrticle-Mesh (P3M)
method or the Particle Mesh Ewald (PME) method he mesh-based methods make use
of the fact that calculating the potential of a given chargedity is equivalent to solving
Poisson’s equation with this charge density on the rightise of the PDE. So multigrid
methods can be used for the calculation of the potential irokecnlar dynamics simu-
lation. This approach has been chosen for systems withgiedimundary conditions by
FillenbacA. There the P3M method is modified to use another splittindnefgtotential
and multigrid is used for the solution of the PDE. A differapproach has been chosen
for the multigrid method for open boundaries by Sutmann aef&r: Here a discrete
Green’s function is being used to eliminate the influencéefgarticles in the near field to
calculate the force and energy due to near particles usiegtdiummation.

The present work presents ingredients for highly accuratiigmid-based, and thus opti-
mal, methods for the calculation of long ranged interactiofihe main contribution pre-
sented here is the use of body-centered B-spline dengitiekd splitting of the potential
in a short and a long ranged part. In contrast to the widelg sgdtting-functions these
densities avoid charge assignment to the grid and therstooagly reduce discretiza-
tion errors. The combination with high-order discretiaatof the PDE yields in a novel
method for the computation of the electrostatic force aretgyn This method can be used
with either periodic or open boundary conditions imposirigdblet boundary conditions
calculated with e.g. a multipole expansion as in the workuifri&ann and Steffen
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Transport in Nanowires with
Noncollinear Magnetic Order

Michael Czerner, Bogdan Yu. Yavorsky, and Ingrid Mertig

Department of Physics
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E-mail: czerner@physik.uni-halle.de

Metal nanowires are very attractive systems to study thaenfte of low dimensionality
on the magnetic properties. The results of recent expetsriadicate the existence of
noncollinear magnetic order in metallic nanowirés However, for systems with a large
number of magnetic degrees of freedom direct unambiguoasunements of the mag-
netic configuration without preliminary model considesas are impossible. In this re-
spect the predictive role of first-principle calculatioa®f great importance. We extended
the screened Korringa-Kohn-Rostoker (KKR) multiple se@itiy method based on density
functional theory to noncollinear magnetic systems. Bb#hdiagonal and off-diagonal
elements of the spin density matrix are calculated to oltaénorientation of the local
moments.

We presentab initio calculations of the transport properties of metallic asized
nanowires. The nanowires consist of atomic Co chains sagukebetween two semi-
infinite leads of the same material. We used the first priecgokeened KKR method to
calculate the electronic properties of the systems, trgdtie leads and the atomic contact
on the same footing without adjustable parameters. In iatditve calculate the conduc-
tance using the Landauer approach in the formulation of lgeaand Stonegeneralized
for noncollinear magnetic structures. It is shown that tbraollinear magnetic order has
considerable effect on the transport properties of the wags.
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Effects of Substitution and Solvation on Excited State
Tautomerism and Nonradiative Decay of Guanine

Holger Langer and Nikos L. Doltsinis

Lehrstuhl fur Theoretische Chemie
Ruhr-Universitat Bochum, Universitatsstraf3e 150
44801 Bochum, Germany
E-mail: holger.langer@theochem.rub.de

Tautomerisation of guanine (G) in the first excited singlates S, has been investigated by
means of Car-Parrinello molecular dynamics both in the gas@and in agueous solution.
The excited state electronic structure problem were salginy the restricted open-shell
Kohn-Sham method [1, 2]. In the gas phase, N7H-keto was feorte the most stable
tautomer in the excited state [3]. Due to the stability of ifeestigated tautomers with
respect to excited state proton transfer both in the gasrasin aqueous solution during
the time span of our simulation, we made use of a coordinabmstraint technique [4] in
order to enforce deprotonation of the N7H-enol G hydroxyugrdeing the most acidic
site of the molecule. At a specific O—H distance of this gr@uphange in character of the
excited state occurred from — 7* to # — o* type. Thes* orbital was delocalised in
the aqueous environment. After reprotonation of G at N1tfosieading to the N7H-keto
tautomer the excited state switched back to a» #* type localised at the solute. The
results in aqueous solution were compared with calculatiorthe gas phase as well as
in microsolvated environment. Nonradiative decay medransiand excited state lifetimes
of different keto-G tautomers in the gas phase [5, 6] and ueags solution [7] have
been investigated using a nonadiabatic Car-Parrinelfasahopping technique [8]. The
biologically relevant N9-keto tautomers were observedigehin general, shorter lifetimes
compared to other G tautomers. The influence of differenstiuients, e.g. Me and F, at
N9 with respect to structural and electronic propertieshim § excited state have been
investigated.
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Parallel Implementation of the Recursive
Green’s Function Method
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A parallel algorithm for the implementation of the recuesi@reen’s function technigtie
which is extensively applied in quantum transport fornmafiswill be presented. The
algorithm goes beyond the (straightforward) parallei@atwith respect to the external
parameters of the scattering problem, such as e.g. Fermgyeaemagnetic field, and pro-
ceeds with the scatterer's domain decomposition in inténiependent domains which
are linked via interface blocks. The latter are reordereticatiected in a virtual block and
then a parallel Gaussian elimination is applied in ordeatowdate the Schur’'s complement
block in the form of distributed blocks among the processiithe method is applied re-
cursively, thereby eliminating the processors cyclicatlis possible to arrive at a Schur’s
complement block of small size and compute the desired lbthe Green’s function ma-
trix directly. The numerical complexity due to the longital dimension of the scatterer
scales linearly with the number of processors, though, ttmepeitational cost due to the
processors’ cyclic reduction, establishes a bottleneekkieve efficiency00%. The pre-
sented algorithm will be accompanied by a performance aisad hand of one numerical
benchmark, in which the dominant sources of computatiaaal bnd parallel overhead as
well as their competitive role in the efficiency of the algbm will be demonstrated.
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Investigation of the Local Density Inhomogeneities and
Dynamics in Neat Supercritical Fluids using
MD Simulation Techniques:
Comparison between Hydrogen- and
Non Hydrogen-Bonded Fluids
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The local density inhomogeneities in neat Supercriticaildd (SCFs) [1] were investigated
via Canonical Molecular Dynamics (MD) simulations. Thesstéd systems under investi-
gation were a polar, hydrogen-bonded SC fluid (methanolpar@h-hydrogen bonded one
(carbon dioxide). Theffective local densities [2,3], as well as the local density augmenta
tion and enhancement factors for both systems were cadcllat several thermodynamic
state points along an isotherm close to the critical tentpegaf each system. The results
obtained, reveal a strong influence of the polarity and hgeindbonds in the intensity of
the calculated local density augmentation in each fluidtiHemmore, in both cases the val-
ues of the calculated local density augmentation are mariin the region near 04,
(critical density), an observation that is in agreemenhgitevious studies reported in the
literature [1,3]. In addition, the local density dynamidsach fluid were investigated and
the calculation of the appropriate time correlation fuoies reveals that the bulk-density
dependence of the local density reorganization times ig s@nmsitive to the size of the lo-
cal region. The results obtained have been found to be irdanoe with previous studies
[4]. Finally, the single reorientational correlation timere also investigated. The corre-
sponding reorientational correlation times are in googeagrent with experiment [5] and
their bulk-density dependence indicates a possible ocgldietween the single-molecule
and local environment dynamics.
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Molecular Dynamics Simulation of
Liquid Crystalline Systems
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Liquid crystals (LC) are fascinating materials both fronruadamental and applied point
of view. Despite its key importance for the synthesis of LQenials having optimal prop-
erties for specific technological applications, the relaship of macroscopic properties
to molecular structure and microscopic organization wadistl insufficiently up to now.
The central aims of this work are to develop and validate tmeputational infrastructure
for achieving realistic modeling of LC materials, and togstigate the mutual influence of
LC environment and dopants in LC compositions on each other.

The liquid crystalline nematic phase - 4-n-pentyl-4’-cghiphenyl (5CB), and two differ-
ent solutions of two chiral dopants (CDs) (see Fig. 1) witargidene-p-menthan-3-one
skeleton in 5CB at low CD's concentrations - 1% of CD and 999608 are investi-
gated. Chiral compounds of this series have been showntieénstrong helicity in achiral
nematic systents The investigations are carried out using classical mdéeaynamics

o

CD1 CDh2

Figure 1. Chemical structure of CDs

(MD) technique. In order to obtain unknown parameters for &itbulation (Fourier coeffi-
cients for specified dihedral angles, partial charges) b iquantum chemistry electronic
structure calculations are performed. Simulation of kijarystalline systems is carried
out using parallel version of MD progr&non parallel computer cluster of Petrodvorets
Telecommunication center of Saint-Petersburg State Wsitye
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Hydrogen, which is a great and clean energy carrier, prariséde tomorrow’s fuel for
vehicles and other mobile devices. Storing hydrogen in a safd sufficiently dense
form is one of the main problems. Using metals for hydrogenaste is an option since
hydrogen dissolves in large quantities in atomic form iaedide crystal lattice of many
bulk metals. Light-weight alkali and alkaline earth alumim hydrides are potential
candidates as hydrogen storage materials. Magnesiumtalbtg{AlH,)> has recently
raised interest as a potential hydrogen storage material.apglyab initio calculations

to characterize structural, electronic and energetic gn@s of Mg(AlH,),. Geometry
optimization and energy calculations are done using deragitctional theory within
the generalized gradient approximation (GGA) and eleatrstructure is studied using
both DFT and quasi-particle calculations at the GW level.(MH 4)» has a fundamental
band gap of 6.5eV and classified as a large band gap insulgterhydrogen atoms are
covalently bonded to Al atoms inside Altomplexes, and their states dominate both the
valence and the conduction bands. On the basis of total iesethe formation enthalpy
of Mg(AlH4); is 0.17 eV/H (at T = 0). The enthalpy of the dehydrogenation reaction
that is responsible for the actual hydrogen productioniJ)Eg.close to zero, which would
indicate that magnesium alanate is not sufficiently stabléne conditions required for
applications.

Mg(AIH, ), — MgH, + 2A1 + 3Hy(g) (1)
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All-Electron GW Approximation in the
Augmented Plane Wave Basis-Set Limit
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The GW approximation for the electronic self-energy is known telgiquasiparticle band
structures in much better agreement with experimental ureasents than the local den-
sity approximation (LDA) for a large class of materials. Hawer, almost all actual im-
plementations so far are based on the plane wave pseudtipb&aproach, which effec-
tively restricts applications to simple metals and sp-tsmhsemiconductors. In order to
overcome this limitation, we have developed an alternatymementation within the all-
electron full-potential linearised augmented plane wa&leAPW) method, which is also
applicable to systems with localised electrons like tri@msimetals or rare-earth elements.
Additional simplifications, such as plasmon-pole modeis,avoided.

While the FLAPW method treats the core electrons explicitid does not suffer from the
uncontrolled pseudisation of the wave functions, anotberce of errors resulting from the
linearisation is frequently overlooked. This arises baeahe radial wave functions in the
muffin-tin spheres are expanded around fixed referenceiesetgelevant for the valence
bands in density-functional theory, it cannot be ignorethenGW approximation, where
unoccupied states more than 100 eV above the Fermi level typistlly be included in
the self-energy to guarantee converged results. To elimihé error, we have improved
the FLAPW basis set by including second and higher energyataes of solutions to the
radial scalar-relativistic Dirac equation in the form of# orbitals. With this modification,
we show that the eigenstates converge systematically teahe exact APW spectrum,
which contains no linearisation errors.

This careful approach finally allows us to comment on the rawetrsial apparent discrep-
ancy between pseudopotential and all-elec@Wresults addressed in several recent stud-
ies!2 For the example of silicon, we demonstrate that the inctusiaa much larger num-
ber of unoccupied states and the elimination of lineaasadrrors both contribute to an
increase of the band gap. While a certain deviation from ghgpatential calculations re-
mains, it is smaller than previously claimed, and both tsdi¢ in comparable proximity
to the experimental value.

We benefitted from intensive discussions with T. Kotani andB{hlmayer on this sub-
ject. This work was funded by the Deutsche Forschungsgestiedtfit under the Priority
Programme 1145.
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Methane Chemisorption on Ni(111):
Dissociation Energetics and Vibrational Analysis
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Steam reforming of methane (GHis the most common method employed in hydrogen
productiort. To enhance its yield, theoretical understanding of the-liatiting step (the
dissociative chemisorption of methane into adsorbed @htl H ) and the effect of vibra-
tional pre-excitation of the different vibrational modd€aH, on this step is necessary. It
is the first time that nudged elastic b&mdethod has been applied to find the reaction path
and transition states for this reaction and allow the vibregl analysis of the methane. This
analysis shows the involvement of vibrational coordinasuggested by experimehts

A potential energy surface (PES) is being developed thatmigpon all fifteen degrees of
freedom of CH. The PES is constructed based on the supercell approachrodvphve-
pseudopotential density functional theory at the genmzdlgradient approximation level
of theory, using the RPBE functiofal The PES will be fitted with a modified Shepard
interpolation schenfe The PES will be used in classical dynamics calculationscpraoh-
tum dynamics calculations using the multi-configurationgidependent Hartréenethod

to compute reaction probabilities.

References

1. N.Z. Muradov and T.N. Veziroglu, Int. J. Hydrogen Ene8fy 225 (2005).

2. G. Henkelman and H. Jonsson, J. Chem. Ph$8 9978 (2000).

3. Plinio Maroni,Dimitrios C. Papageorgopoulos, Marco &ac Tung T. Dang,

Rainer D. Beck, and Thomas R. Rizzo, Phys. Rev. [®t246104 (2005).

4. L. B. F. Juurlink, R. R. Smith, D. R. Killelea, and A. L. UtPhys. Rev. Lett.94,
208303 (2005).

. B. Hammer, L. Hansen, and J. K. Norskov, Phys. B89, 7413 (1999).

. R. P. A. Bettens and M. A. Collins, J. Chem. Phy/$1, 816 (1999).

7. H.-D. Meyer, U. Manthe, and L.S. Cederbaum, Chem.Phyts.1@5 73 (1990).

o Ol

15



The Role of Water in the Initial Steps of
Methanol Oxidation on Pt(211)
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In direct methanol fuel cells (DMFC) the hydrogen atoms amelpced 'in situ’ by disso-
ciation of methanol on precious metal catalysts (Pt, Pt/Rhgreby the abstraction of the
first hydrogen atom achieved via the cleavage of one CH-begémerally considered to
be the rate limiting step of dissociative methanol adsomptin the catalyst surface.

We present first results of quantum-mechanical densitytiomal theory calculations of
the initial steps of methanol oxidation in aqueous solutiarthe stepped (211) face of a
platinum single crystal. Water turned out to play an impattale in the reaction pathway
as found from energy minimization calculations: A coadsdrtvater molecule promotes
the adsorption of a methanol molecule close to the surfaciimyation of a hydrogen
bond (experimental findings of a concerted mechanism of amethadsorption were re-
ported elsewhefe’). The methanol molecule is then adsorbed via a carbon-lygaratom
preparing the scission of the CH-bond as the first reactiem. sthe decisive impulse for
the cleavage stems from neighboring water molecules ingbhea@us phase, establishing
a hydrogen bond via the OH-group of methanol. These int@ractentail an increase
of the C-H bond length pointing towards the metal surface et as a decrease of the
platinum-hydrogen and the carbon-oxygen distance, hgntinvards the scission of the
corresponding carbon-hydrogen bond, which clearly diffeom the reaction pathway in
gas phase Employing a positively charged platinum surface enhatteeabove described
effects. The reported findings are in line with a previoudigerved reaction mechanism
of methanol on Pt(111) frorab initiomolecular dynamics simulatiohs
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Conformational Analysis of
3-Aminomethylene-2,4-Pentandione and Its
N-Methyl Derivatives

Martin Gr 6f !, Anton Gatial!, and Viktor Milata 2

L Institute of Physical Chemistry and Chemical Physics
Faculty of Chemical and Food Technology, Bratislava, Stava
E-mail: martingrof@gmail.com

2 Institute of Organic Chemistry, Catalysis and Petrochemis
Faculty of Chemical and Food Technology, Bratislava, Stava

The purpose of this work is the conformational study and-priation of vibrational spec-
tra of 3-aminomethylene-2,4-pentandione aits N-methyivdéves. These compounds
belong to the so-called push-pull olefines, which are ofssdias materials for numerous
organic synthesis in pharmacy, in the branch of polymerssatc. In spite of this wide
utilization, no interpretation of vibrational spectra baveen done, or it was restricted
only on the description of vibrational peaks of some groupkis work contains quan-
tum chemistry calculations on the one hand and vibrationéINMMR spectra on the other
hand. Theoretical calculations were realized at AM1, MP@ BBLYP levels. Studies of
similar aminodiesters show, that these compounds exigtlith state and in solution with
polar solvent in EZ-conformation. In solution with nonpotalvent, ZZ-conformer was
observed too. Our task was to verify this statement or tordispit.
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Ab Initio Investigation of Structural and Magnetic
Properties of Nanosized Fe-Clusters
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We report the structural and magnetic properties of irostelts of icosahedral, cubocta-
hedral and Bain-transforméduboctahedral shape with up to 309 atoms. The results are
obtained within the framework of Density Functional Theargluding full structural re-
laxation using the Vienna ab Initio Simulation Package (PXS. We find that from 147
atoms on the bcc-like structures have the lowest energyewindre is an second minimum
for a closed packed structure which is only slightly higmeemergy. This structure appears
to be shell-wise transformed along the Mackagth with the inner shells being closer to
the cuboctahedral structure and the outer shells being immsahedral. For the bcc struc-
tures the moments agree well with experimental Yathile in the other case the magnetic
moment is reduced due to antiferromagnetic ordering. Thetstral properties are con-
trasted with the results of molecular dynamics simulatiohsennard-Jones particles of
different sizes.
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Fully Relativistic Four-Component Dirac-Hartree-Fock
Calculations of the Magnetic Properties of Xenon Dimer
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As an extension of our non-relativistic study of the magnptoperties of xenon dimér,
the nuclear shielding and nuclear quadrupole couplingotsrare treated within the fully
relativistic four-component Dirac-Hartree-Fock (DHFhsme, principally to estimate the
remaining relativistic effect via binary chemical shift tthve second virial coefficient of the
nuclear shielding of xenon dimer. This is the experimewptadist-characterized intermolec-
ular interaction effect in nuclear magnetic resonance (NMBecondly, the properties, the
binary chemical shift, the anisotropy of the shielding tanand the nuclear quadrupole
coupling, are calculated as a function of the internucléstadce. These properties can
be parametrized and used in future studies concerning thgiga additivity of the inter-
action effects on magnetic properties of gaseous xenon kh&sva molecular dynamics
approach to the spin-lattice relaxation in the NMR experime

The basis set used in the calculations is constructed fremdulal family basis set of Feae-
gri,? and expanded considerably by, firstly, adding a series sigttdiffuse functions for
each angular momentum quantum numbbased sets and, secondly, adding a whole set
of diffuse functions simultaneously. Further techniquébasis set construction include
the freezing of the small component basis set. Initial wérbves that basis set demands,
especially for the nuclear shielding tensor, are greatiquaarly in the diffuse area of basis
functions. Preliminary results with DHF theory for the matja properties using a large,
however not yet quite converged basis set, are illustratdiae poster.
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Most catalytic systems active for nitrous oxide,(y decomposition are inhibited by ni-
tric oxide (NO). In contrast, for iron zeolite catalystshés been reported that nitric oxide
significantly enhances the,® decomposition rate. The mechanism that causes this en-
hancement is yet unknown.

In the present work, the NO-assistegONdecomposition over iron zeolites was studied on
a molecular level using density functional theory (DFT)r Ra@eaction network consisting
of about 100 elementary reactions the geometries and esarfjpotential energy minima
as well as transition states were determined on differeint syrfaces. Transition states
were localized using a combination of interpolafi@md local methods Transition state
theory was then used to calculate all relevant reactiono@tstants. Using this molecular
information the mechanism of the NO-assistegDNlecomposition was elucidated.
Former DFT-calculations for the J® decomposition on single iron sites in Fe-ZSM-5 in
the absence of NO have shown that small amounts of water€ippbh to ppm range) in
the incoming gas stream poison active iron sites at low teatpees . Therefore, in the
absence of NO, hD can be decomposed only at temperatures above 700 K wheze wat
does not adsorb on active iron sites.

In the present work the influence of temperature and partiedgures of NO and JO

on the steady state surface composition was investigatasl.demonstrated that NO re-
duces the amount of poisoned sites of typfF&(OH),]" (Z represents the zeolite lattice)
by forming Z{FeOH]" sites which are active for JO decomposition. At lower temper-
atures the ZFeOH]J" sites are formed faster and to a larger amount than the dobne
oxide site Z[FeOJ" responsible for YO decomposition in the absence of R Active
Z[FeOHJ species displace inactive[Ee(OH),]* sites at lower temperatures. This result
explains the accelerating effect of NO on thgONdecomposition rate. At a temperature of
600 K the decomposition rate is calculated to increase bygtarf@f 93 if NO is present.
At higher temperatures water desorbs fronfF2(OH),]* sites such that the main active
surface species are{EeO]" and Z{FeQ]]* leading to the previously reported reaction
mechanisri*
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We have used x-ray absorption spectroscopy and full mattipbnfiguration interaction
cluster calculations in order to obtain information abdw trbital degrees of freedom in
LaTiOz and the orbital occupation at the metal insulator transitibvVO,. X-ray absorp-
tion at theL, 3 edge of transition metal2p to 3d transition) is a sensitive local probe.
These spectra show, due to the la2ge 3d Coulomb interaction many fine multiplets,
therefor cluster calculations are the ideal tool to intetgte these spectra.

For VO, we determined quantitatively the orbital polarizationsl dound direct exper-
imental evidence for an orbital switching in the 34 states across the metal-insulator
transition. These results strongly suggest that, in goiomfthe metallic to the insulat-
ing state, the orbital occupation changes in a manner tlagetfluctuations and effective
bandwidths are reduced, that the system becomes more oraglonal and more suscep-
tible to a Peierls-like transition, and that the requiredssie orbital switching can only
be made if the system is close to a Mott insulating regime.

In LaTiOs we show that the orbital momentum is strongly reduced franiaihic value,
both below and above the Néel temperature. By comparitg Eix-ray absorption spec-
tra with cluster calculations including differeab-inito local non-cubic crystal fields, we
found that the crystal-field splitting in thig, subshell is about 0.12-0.30 eV. This large
splitting does not facilitate the formation of an orbitajuid *
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Polyaniline is among the most intensely investigated pelyswalue to its exceptional prop-
erties affording its current and potential applicatibAsT he structure and energy spectra of
isolated oligomers and infinite chains in different oxidatstates and degrees of protona-
tion have been discussed at length from experimental anddtieal perspective. The reac-
tion environment effect, however, has received less ateaind particularly the influence
of monomer excess has been completely neglected in thealretudies. Experimental
measurements show that residual aniline is always detacézderaldine samples obtained
at low pH. Upon addition of oxidant to emeraldine PANI sansplpost-polymerization
due to the presence of excess monomers occurs. This is amatiodi for the formation
of aniline-PANI complexes in the reaction medium. The pneseof aniline monomers
should affect the PANI chains arrangement and optical/gotilg characteristics. There-
fore, model clusters of aniline with neutral or singly proated emeraldine tetramers in
explicit water medium and periodic boundary conditionsaddressed in this paper using
a Monte Carlo/AMBER96/AM1 computational protocol to siratd the absorption spec-
tra®>. The monomer impact on the structure, energy characteviatid UV/VIS spectra of
the polymer is discussed. Examination of the energy of thdistl systems shows that the
presence of aniline in the reaction medium will facilitatetonation of PANI in the emeral-
dine oxidation state. The interaction with aniline alwagads to strong bathochromic shift
of the longest-wavelength visible transition but it rengatime most intensive one in the vis-
ible spectrum. In one of the structures studied, even amirdkecular CT transition from
aniline to the tetramer emerges. The latter can be considesea ‘fingerprint’ for the
presence of aniline in partially protonated PANI samples.
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We present two different applications of the orbital-freszen-density embedding scheme
by Wesolowski and coworkeksvithin density-functional theory (DFT).

First, we apply the embedding scheme to the calculationepiittiuced dipole moments in
the weakly interacting van der Waals-complexes;COX (X = He, Ne, Ar, Kr, Xe, Hg)

to test its performance for a simple test cASehe accuracy of the embedding calculations
is assessed by comparing to the results of supermoleculacBIEulations. Itis found that
in supermolecular DFT calculations, different common agpnations to the exchange-
correlation potential are not able to describe the indudeolel moments correctly and the
reasons for this failure are analyzed. It is shown that théalrfree embedding scheme is
a useful tool for applying different approximations to thxeleange-correlation potential in
different subsystems and that a physically guided choieppfoximations for the different
subsystems improves the calculated dipole moments signtfic

As a second applicatiohwe use the frozen-density embedding scheme for modeling sol
vent effects and compare it to purely electrostatic solveatels, namely the discrete
reaction field model (DRF) — a QM/MM scheme using a polarigdbkce field — and
the COSMO continuum solvation model. As a model system, awmablecule in a solvent
shell consisting of 127 water molecules is investigatede @mparison is done for both
ground-state properties (dipole and quadrupole momentsye@sponse properties (elec-
tronic excitation energies and polarizabilities).
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An effective elongation method has been developed to shalglectron transport in nano-
electronic devices at hybrid density functional theornelevt enables to study electronic
structures and transportation properties of a 40 nm lorfggsskembled conjugated poly-
mer junction, a 21 nm long single-walled carbon nanotub@G8IT), and a 60-base-pairs
DNA molecule. This is for the first time that a finite system sisting of 10,000 electrons
has been described at such a sophisticated level.

Our simulations for polymer, SWCNT and DNA devices are alvémy good agreement
with experimental results availaBté. This allows us to conclude that the electron trans-
port in sub-20nm long SWCNT and short DNA molecules is dot@iddy the coherent
scattering through the delocalized unoccupied states. d€higed length dependence of
coherent electron transport in these nanostuctured sgstdlirbe useful for the future ex-
periments. Moreover, some unexpected behaviors of theseeddhave also been revealed.

References
1. A. Javey, P. Qi, Q. Wang, and H. Dai, PNAS81, 13408 (2004).
2. D. Porath, A. Bezryadin, Simon de Vries, and C. Dekker, NRE 403 635 (2000).
3. J. S. Hwang, K. J. Kong, D. Ahn, G. S. Lee and D. J. Ahn, S. Wahiyb, Appl. Phys.

J
Lett. 81, 1134 (2002).
4. B. Xu, P. Zhang, X. Li, and N. Tao, Nano Le#. 1105 (2004).

24



Low—Energy Defects on ZnO Surfaces and Their
Characterization by STM Image Calculations

Roman Kovacik, Bernd Meyer, and Dominik Marx

Lehrstuhl fur Theoretische Chemie
Ruhr—=Universitat Bochum
44780 Bochum, Germany
E-mail: roman.kovacik@theochem.rub.de

Atomic defects on surfaces have been found in many cases astikie sites for chemical
reactions. ldentification of the dominant surface defectherefore essential for micro-
scopic understanding of the activity of a catalyst on its neesnmon surfaces. Scanning
tunneling microscopy (STM) technique is an ideal tool fasttask, however the inter-
pretation of STM experiments in terms of atomic structurd elmnemical identity if often
difficult. Using density functional theory (DFT) in combitien with a thermodynamic
formalism we have calculated the formation energy for thetrsample atomic defects on
the ZnO(1Q0) surface as a function of the redox properties of a surrimgngas phase.
To give guidelines on how these defects may appear in an Sdrerent we have cal-
culated their STM images together with selected I(V)—pesfilscanning tunneling spec-
troscopy — STS) using our recent implementation of the Bamdéunneling formula into
the Car—Parrinello Molecular Dynamics (CPMD) code. We fiirgghicant differences in
the tunneling properties between the ideal surface and &—,ahd ZnO—vacancies, rang-
ing from increases/decreases in the tunneling current lmy@er of magnitude to contrast
reversal which may allow to identify these defects in STM sueaments.
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Density Functional Study of lon Hydration for the
Alkali Metal lons (Li T,Nat,KT) and the
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We performed first principles Density Functional calculas to study the effect of mono-
valent ions M~ (M=Li,Na,K) and A~ (A=F,CI,Br) in water with the aim of characterizing
the local molecular properties of hydration. For this reasgveral ion-water clusters, up
to five or six water molecules were considered; such strasturere optimized and the
Wannier analysis was then applied to determine the averadecmar dipole moment of
water. We found that with an increasing number of water mdés; the polarisation of the
water molecules is determined by the water-water intevactther than the water-ion in-
teraction, as one would intuitively expect. These resultiscansistent with those obtained
in previous Density Functional calculations and with otresults obtained by employing
classical polarizable water models. The main messagefbik is that as one increases
the number of water molecules the average dipole moment afaé¢r molecules and of
ones in the first shell tends to the same value as the averagsmflar sized cluster. This
implies that the use of non-polarisable classical modelsatér is valid.
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Orbital Functionals in Spin and Current
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In density functional theory (DFT), explicitly orbital-dendent approximations to the
exchange-correlation energy can be treated with the Optigniffective Potential (OEP)
method! Here we present two extensions of the OEP method to 1) ndimeat magneti-
zations in spin-DFT and 2) current-DFT which (unlike spif-D also takes the coupling
of magnetic fields to the orbital degrees of freedom into anto

In non-collinear spin-DFT, the exchange-correlation ggdrecomes a functional of two-
component spinor orbitals. We derive the corresponding €dtRtions for the exchange-
correlation scalar potential and magnetic figlfihe solution of these equations for a mag-
netically frustrated Cr monolayer shows how intra-atonga4tollinearity may be under-
estimated when using local functionals.

In current-DFT, in addition to the density and the magnétizedensity, the paramagnetic
current also becomes a fundamental varidtfi&€lectron-gas-based (LDA-type) function-
als of current-DFT exhibit derivative discontinuities aguaction of the magnetic field
whenever a new Landau level is occupied which makes theneuliffio use in practice.
On the other hand, the appearance of Landau levels intailhsis an orbital effect and
therfore it is particularly appealing to use orbital-degent functionals. We derive the
OEP equations of current-DFT and present a numericallyabde scheme for their so-
lution within a KLI-type approximation. Some preliminarymerical results, in exact
exchange-only approximation, for open-shell atoms andhyuma dots in magnetic fields
will be discussed.
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The inclusion of polarization in classical Molecular Dynamsimulations seems indis-
pensable to simulate heterogeneous environnténidle have developed new polarizable
models which reproduce the ab initio results for the indudipshle moment of selected
dimers'4. They include a substantial nonlinear damping (at segaratorresponding to
the first hydration shell) due to electron cloud repulsiorhede short range effects are
tackled with a new implementation of the Thole damping metifo
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Infrared Spectra of Protonated Water Clusters in
Bacteriorhodopsin: Identifying the Release Group by
QM/MM Molecular Dynamics
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The nature of the so called proton release group (RX) in thregatriven proton pump
Bacteriorhodopsin (BR) has been a long standing puzzleefRéeTIR measurements
combination with our findingssuggest that the excess proton, which is released from RX
to the extracellular membrane surface during the photecyslstored within an internal
water cluster. In particular, our computed FTIR spectranptmiward a Zundel like proton
solvation complex.

We present our latest investigations of this protonate@matister in the BR ground state
by QM/MM molecular dynamics simulations, as implementethia CPMD/Gromos in-
terfacé€. We address the question of hydrogen bonding dynamics anolkof a possible
protonation of the nearby Glutamic acids E194 and E204, whave been formerly sug-
gested to be candidates for RX.
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Oxide surfaces and oxide supported metal particles arerianutacatalysts for many indus-
trial applications. In some cases, for example for Cu/Zm@,dxides are not just carriers
for the metal particles but strongly modify their chemicedjperties and catalytic activity.
Experimental studies have provided evidence that thisfigfimetal-support interaction”
is caused by reversible and dynamical changes in the staugta composition of the metal
clusters in response to the redox properties of the suriogrghs phase: In an oxidizing
atmosphere the metal clusters are more spherical-likee@lsarnder reducing conditions
the metal particles start to wet the surface and reducec®yidcies are incorporated into
the clusters.

The driving force for such dynamical changes in the morpiplof the catalyst surfaces
has been investigated for the specific example of Cu suppont&nO by combining DFT
calculations with a thermodynamic description of the C@4nterface. Assuming that the
catalyst surfaces are in thermodynamic equilibrium witlaanbient gas phase, low-energy
structures of small Cu clusters on the ZnO surfaces withirgrstructure and composition
have been determined as a function of the oxygen and hydrdgemical potential. In
particular for the polar ZnO surfaces it is found that the ant@f adsorbed hydrogen and
of oxygen vacancies strongly depends on the environmendfdich in turn significantly
modifies the interaction of the surfaces with Cu [2]. Therefahe polar ZnO surfaces
allow for a wealth of different Cu/ZnO surface structurepaeding on parameters such as
coverage, defects and coadsorbates, in agreement witlpieeimental observations.
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The modern research in electronic technology envisagdsigrg the intrinsic functions
of biological systems to realize nanoelectronic compamnentparticular, the blue copper
protein azurin (Az) (see Fig. 1a), performing electron $fanin different biochemical
processes, seems to be a good candidate for the implenoerdébiomolecular electronic
devices. The increasing availability of both electron $fen kinetic data and powerful
computational tools enabled a number of comparisons bette®ry and experimeht

Figure 1. (a, left) Tertiary structure of Az. (b, right) L&t model of the Az dimer investigated in Ref. 3, in a
ball-and-stick representation. The two molecules dootiubh their hydrophobic patches.

In particular, since electron transfer matrix elementsqalalled transfer integrals) play a
key role in determining the rate constants of many biochahnéox processes, there have
been considerable efforts to compute them through sevaeaitgm chemical methotls

In this context, we have conceived and implemented a newadeth calculate transfer
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integrals between molecular sites, exploiting few quatitierived from DFT electronic
structure computatioAsThe method uses a complete multi-electron scheme, thiusiinc
ing electronic relaxation effects. Moreover, it does nojuiee the knowledge of the exact
transition state coordinate and makes no use of empiricahpeters. The computed elec-
tronic couplings can then be combined with estimates forébeganization energy through
mixed atomistic/continuum simulations, to evaluate ta@sfer rates (Marcus-Hush- Jort-
ner theory) that are measured in kinetic experiments: ttterlare the basis to interpret
electrontransfer mechanisms.

We have applied our approach to the study of electron selfi@xge processes in the en-
counter complex formed by one reduced and one oxidized Ar.o&oplane wave elec-
tronic structure calculations (realized through the PW®06#¢) we used the same ge-
ometry as in the crystal structure, after an accurate pguoirthe Az proteins (Fig. 1b).
The electron transfer rates obtained by the proposed méthaelbeen compared with the
results of previously suggested computational technigndsvith experiment-fitted mod-
els, showing a remarkable accordance with them. In additverhave found the expected
exponential decay of electron transfer rates with respettte distance between the redox
sites (Fig. 2). Thus, our method is a promising frameworklierpredictive investigation
of charge transfer mechanisms in biochemical environments
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Figure 2. Dependence of the electron transfer rates on thgecdo-copper distances R. The regression line is
superimposed to data-points.
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Photosystem |l is large membrane-bound molecular complékized by higher plants,
algae and cyanobacteria for trapping the light energy byritbans of rapid electron transfer
(ET). The non-heme iron center is located between two q@noolecules: @ and the
terminal electron acceptor,,;QHowever, its role in the electron transfer process remains
uncleaf3. Experimental studies suggest that, unlike in bacteriattien centers, in PS

Il the ET from Q, to Q, could be modulated by binding of various ligands to the iron
catiorf.

We present a quantum chemical (Density functional theowygstigation for molecular
models of the iron center. Some initial results for eledeatructure of the iron center
are discussed. Calculations on the small model systemabitbei high spin state to be the
ground state.
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Recently, a gold(l) catalyzed variaraf the Rautenstrauch reactfohas been described,
which displays a remarkable center-to-center chiralapsfer.

In this work, we have used DFT (B3LYP/6-31G*, SDD for Au) tody the mechanism of
the gold(l) catalyzed Rautenstrauch rearrangemeriEpi {ethynyl-2-methyl-but-2-en-yl
acetate to 3,4-dimethyl-cyclopent-2-enone, in order temine the origin of the experi-
mentally observed stereoselectivity.

Our results indicate that the C—C bond formation event fadlthe Au(l)-induced acetyl
transfer to the vicinal G- atom and that the chiral information is preserved on thecltgli
of the pentadienyl cation intermediate.

For this center-to helix-to center chirality transfer todféicient, both the helix interconver-
sion and the pivaloyl rotation should be disfavored retativ cyclization, as calculations

predict.
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Recently systematic first-principle study by Ferridioiund that V, Cr and Mn monolayers
on the W(001) surface exhibit a ferromagnetic ground statéle Fe and Co favor the
antiferromagnetic state. This surprising trend in magnetilering of3d transition-metal
monolayers on W(100) is in contradiction to that what waseobsd for other substrates,
e.g. Cu(100), Pd(100). We continue the theoretical ingatitn of above mentioned sys-
tems and concentrate our attention on the ground stated@uthmonolayer coverages and
binary alloy monolayers.

We employ the tight-binding linear muffin-tin orbital meth¢rB-LMTO) combined with
the surface Green function approach and the coherent mdtapproximation to study
the random systems. The effects of dipole barrier are irdud the present TB-LMTO
formalisn?. We investigated the stability of different magnetic confations (FM, AFM,
DLM) and estimated the concentrations at which a transhitmveen two magnetic orders
occurs. Full potential linearized augmented plane wavehate{FLAPW) is applied to
find the relaxed geometry of the surfaces and to check thdtsesie discuss in more
details the role of disorder as well as the influence of top oteyrer relaxations on the
phase transitions.
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Copper exchanged zeolites have been the object of manyestaitice an unusually high
activity of Cu(l)-ZSM-5 in NOx decomposition processes wagorted by lwamoto and
al.l Apart from deNOx processes copper exchanged zeolite/sataany organic reac-
tions.

In our studies we focus on Cu(l) sites in faujasite (FAU),thadumina zeolite. We have
investigated Cu(l) sites alone as well as their interastiaith CO molecule, which is
widely used as a probe molecule in infrared spectroscopyaMity the combined quantum
mechanic/interatomic potential functions method (QM)Pathich is particularly useful
in investigations of the extended systems. Within this apph system is divided into the
cluster, small enough to be easily described by advancduhadgbf the quantum mechanic
(QM) Density Functional Theory in our case, and the periatigironment, treated at
lower computationally expensive methods of the moleculecmanic (MM). Calculations
are performed using QMPOT program, coupling the Turbomatkpge in QM part with
the GULP program in MM part. QM-Pot gives more reliable réstihan simple cluster
models and is less computationally expensive than peri@icalculations.

Our calculations shows that stable positions of Cu(l) atessi and Il (with threefold
coordination), while site Il (with twofold coordinatio@ye much less stable. CO binding
is the stronger the weaker is Cu(l) binding. Reliable COdistries can be obtained using
semiempirical scaling based on the CO bond lengti®0 frequencies in FAU are site
specific, as well as they depend on the number of Al atoms in¢laeest neighborhood of
the adsorbed molecule. All results are in well agreemerit @iperimental data.
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Adsorption geometry, energetics and vibrational propsrtif water on Cu(110) surface
was computationally modelled.

The vibrational potential energy surface of the adsorbek:cute was calculated and rep-
resented as an analytical function. The kinetic energyaiperused was the exact ki-
netic energy operator for the isolated water molecule. €salting Hamiltonian was then
used to calculate variationally the wavenumbers of vibratl transitions of the adsorbed
molecule. The similar method applied to ammonia on Ni(11ltjexe is explained f

All electronic structure calculations were performed gsWiennaab initio simulation
package, Vasp The code is based on density functional theory with geiremligradi-
ent approximation (GGA), plane wave basis set, pseudopateand periodic boundary
conditions.

According to the premilinary results, there are many energty almost equivalent ad-
sorption geometries for water on Cu(110). It is common festhstructures that the ad-
sorption site is atop and the adsorption geometry is tiltéld espect to the surface. These
results are in good agreement with experimental resultdcu@ed adsorption energy
is 0.3 — 0.4 eV suggesting physisorption mechanism for adsorption. Irdgagreement
with experimental results, calculated vibrational wavabers for stretches are lower than
corresponding gas phase values.
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Because of the large separation of the Mn atoms in Heusleysallarn—am > 4 A)
the Mn 3 states can be treated as well localized. Therefore thst&es belonging to
different atoms do not overlap considerably. The availaidéastic neutron scattering ex-
periments support this point of view. The ferromagnetisnthef Mn moments in these
systems is thought to arise from an indirect exchange ictiera mediated by the con-
duction electrons. To reveal the nature of the ferromagnetf various Mn-based semi-
and full-Heusler alloys we perform a systematic first-piphes study of the exchange in-
teractions in these materials. The calculation of the exghagarameters is based on the
frozen-magnon approach. The Curie temperatfirg,is calculated within the mean-field
approximation. We use the-d model of Andersot?® to interpret the results obtained.
Our calculations show that magnetism in these systemsgiyraiepends on the number
of conduction electrons, their spin polarization and thsifimn of the unoccupied MnB
states with respect to Fermi level. Various magnetic ordgrhave been obtained depend-
ing on these characteristics such as ferromagnetismeamtihagnetism and non-collinear
behavior. In the case of large conduction electron spinrizaiion and unoccupied Mn
3d states far from the Fermi level an RKKY-like ferromagnetiteraction is dominating
while antiferromagnetic superexchange becomes impoinathie case of large peaks of
unoccupied Mn 8 states close to the Fermi level. The calculational resutisravery
good correlation with the conclusions made on the basisefthdersors-d model and
with available experimental data.
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The fixed node DMC method, FN-DMC, bases on the so called ga&lfunctions which
approximates the real wave function of the investigatetesys These guidance functions
are obtained from ab initio or DFT calculations. The quatifythe functions depends on
the used basis sets and on the calculation method.

One challenge in the calculation of the guidance functido Bnhance the approximation
of its nodes to these of the real wave function. Because, éf ltas the exact nodes of
the real wave function in the guidance function FN-DMC cédtions deliver exact results
within the statistical error.

We examine the properties of given guidance function’s sattnsidering as example
the carbon atom. We investigate the symmetry propertiesefisaw the local and global
properties of the nodes, like how the position of single tetets or the positions of some
electrons relativ to each other influence the nodal hyptaser The observed effects are
interpreted physically or related to the approximation e guidance function (the so
called nodes artefacts).
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The Isotope Effect in the Ferroelectric Phase Transition of
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We performab initio path integral simulations on protonated and deuterated K-
ferent temperatures and lattice constants in order to pituberigin of the isotope effect
of the ferroelectric phase transition in this material. Biihg into account the quantum
nature of the proton/deuteron our simulations are capddéstinguishing the direct ef-
fects of a pure mass change versus the indirect structdealtén the hydrogen bonding
geometry upon deuteration. In reality, the direct and imctieffects amplify each other
in a self-consistent manner, leading to the huge isotopcelin the transition temper-
ature. With our calculation we can selectively investigéte manisfestation of the two
phenomena. We characterize the ferro and paraelectriephaish the help of a recent
modification of the path integral implementation in the CPid&xkage which enables us
to compute momentum distributions of the proton/deuterth hbove and below the tran-
sition temperature in order to characterize the extent ofom/deuteron delocalization in
both phases.
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In atomic-sized ferromagnetic systems under external thieset electron flow, which
transfers both charge and spin, is expected to produce aiegent effect upon both the
spatial and magnetic degrees of freedom of the currenyiogrstructure. Thus the mod-
eling of such systems requires the combined descriptioheoétectron transport together
with a description of the local magnetization and strudtdyaamics at the atomic level.
We have developed a common-framework computational apprtmainvestigate the in-
terplay between magnetic and structural dynamics in feagimatic atomic point contacts
under bias. It is based on the non-equilibrium Green'’s foncfNEGF) solution to the
steady-state transport problem in a tight-binding Hamilia implementation and a de-
scription of the magnetization dynamics in terms of quasistransitions between sta-
tionary magnetic configuratiohs

This method is applied to investigate the effect of the atorelaxation on the energy
barrier for magnetic domain wall migration and, reverstig, effect of the magnetic state
on the mechanical forces and structural relaxation. We rebsehanges of the barrier
height due to the atomic relaxation up to 200%, suggestiranastrong coupling between
the structural and the magnetic degrees of freedonme reverse interplay is weak, i.e.
the magnetic state has little effect on the structural egiax at equilibrium or under non-
equilibrium, current-carrying conditions.
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Long range interactions often play a crucial role in detaing structure and dynamics of
charged and polar systems. Due to the inherent complexify( 62) a direct calculation
of electrostatic interactions imposes a computationati&umwhich makes large systems
intractable for this method. Therefore, reducing the cotaional complexity of eletro-
static calculations is still a field of active research arftedent methods were proposed
with complexityO(N log N) (P*M?, tree method§ or O(N) (multipole® and multigrid
method$ 5).

In the present work, a fast method of ord@(N) is proposed for the summation of
Coulomb interactions. The main idea is to formulate thewateon of the potential energy
,®, as matrix-vector operation, where the entries of the ma#j consist of fixed distances
between mesh points in a discretized space and the végtannsists of time-dependent
charge weights on these mesh points. A thresholded Watraletform is applied to the
matrix in order to make it sparse. Compression of matrixiestof more than 90% is
achieved in that way. During the simulation, fast Wavelahsforms are applied to the
time dependent charge-vector and the produet AQ is evaluated, wherd = W AW,

Q = WQ andW is a Wavelet-transform (in the present case Daubechie§)typack-
transformation of® then gives the potential energy on the grid points. In ordemke
into account short range interactions, self energies anttibations from near grid points
are subtracted and particle-particle interactions arertakto account explicitly. Forces
onto individual particles are calculated by high-ordertérdifference schemes. Results
for timings and errors indicate that the method has indeetpbtexity O(V).
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Theoretical and experimental investigations of weaklyrigbmolecular complexes are of
fundamental importance for understanding of molecularandtions responsible for prop-
erties of condensed phases. Carbon dioxide has been atsobieany papers in recent
years. Some deal with its role in the biosphere, mainly tleeghouse effect. Others have
mainly studied the structure of the dimer. The carbon diexdimer was first detected
in 1966 by Leckenby et &l. Its structure is slipped-parallélg; - geometry) which was
shown as a result of quantum-chemical calculafi@ra experiments (high-resolution in-
frared and Raman studie®). The dimerisation equilibrium constant was evaluatedifro
Slanind using partition function and second virial coefficient. Wavé calculated the
dimerisation constant from partition function, secondalicoefficient and molecular dy-
namics simulations. The dimerisation constant from partifunction has been calculated
with different basis sets in the dller-Plesse®nd order perturbation approximation and the
coupled-cluster method with and without counterpoiseeaxiion. The geometries were
optimized and the frequencies were calculated with the naragpackage aussian988.
The values obtained with these three methods do not difben fsach other more than an
order of magnitude and change approximately in the same \itayt@mperature.
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Hydrogen (H) is a clean energy carrier for the future, utiligin principle only water as
raw material for its preparation. Our research efforts @otbtical modeling have focused
on metal and complex hydride materials for storage purpobesnany metal hydrides,
H can be removed easily below 19D but such hydrides have a relatively low weight
percentage of stored H (1.5 to 2.5 wt.%). On the other handptex hydrides can store
more H (up to 18.2 wt.%), but here the problem is high opegatmperatures and slow
absorption/desorption kinetics. One main aim of our redeactivities has been to identify
materials that pack the H efficiently in the matrices. We haver alia been searching for
metal hydrides with short H-H separations and tried to fylahie reasons for such short
separations. We believe we have explained this featurederias of hydrides and theoret-
ically designed new hydrides with potentially very short+separationd.A challenging
problem for the experimentalists who do not have access utrare diffraction tools, is
to establish the correct H position(s) in hydrides because $tnall in size and has low
atomic number. We have demonstrated different site ocmrppatterns in a large fam-
ily of hydrides with the basis in the ZrNiAl-type structurgor these we have proposed a
new empirical rule named the “site preference rule” to idetikely H positions in metal
matrices by the use of theoretically calculated electrealiaation functior?

However, our basic challenge has all the time been to designpotential H storage ma-
terials and to get insight in the stability of various classé hydrides. We have studied
the structural stability of more than 50 different hydridesl their crystal structures have
been predicted/verified. For example the crystal struafikAIH 4 was first predicted by
theory® and subsequent confirmed experimentéllifor MgH, several pressure-induced
structural transitions have been predicteslhich in turn has been confirmed experimen-
tally. We have also explored the stability of predicted @saand in some cases pointed
out possible synthesis routes.
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Using VASP we calculated the potential, charge density acdlldensity of states for a
layered (001) Ge-GaAs system. We compare our results of GGALBA calculations.
The two types of polar interfaces give rise to new energgstatthe gap, depending on the
type of interface. These states are caused by the valeraantiisuity of the interfaces. We
show that these states are localised at the interface. Btasheling this simple system will
help us understand the similar but more complex heterafate system SrTigLaAlOg3,
which also has a valence discontinuity, and the interfadet efanowires on Ge, in which
there exist 1D surface states pinned down between the Piviraso
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The tunnel-magneto resistance (TMR) effect is one of theldnmental discoveries in the
field of spin-dependent electron transport and has beensx&dy studied in the last cou-
ple of years. Due to the complicated and mostly unknown atcamiangement of the
interfaces in tunnel junctions using amorphous barrikesdluminiumoxide, the theoreti-
cal description has often been restricted to simplified n®dehese models put typically
the focus on the density of states of the magnetic matenialh 8escriptions, like the Jul-
liere model, offer no clear framework to include neither éffect of the barriers nor of the
interfaces.

We present an ab initio method which allows one to calcula@ecbnductances of tunnel
junctions using a Green function formalism. In our singletipke treatment of electronic
transport we focus here on the effects of localized statab®weonductance. We discuss
the different physical nature of sequential tunnelling imiet localized states are involved
and of the frequently discussed coherent tunnelling desdrby the Landauer equation.
As model systems we use Fe/MgO}feand Fe/vacuum/Fe.

We use an embedded Green function formafisontreat the problem of an electron tun-
nelling through a barrier between two semi-infinite leadthimithe theoretical framework
of the density functional theory. Our method allows an aatiand realistic description
of the electronic structure of the tunnel junctions on &le&ron level and is particularly
suited for the treatment of magnetic systems involvingdition metals. We have refor-
mulated different schemes of elastic single electron tlimgdike the Landauer equation
of coherent transport and Bardeen'’s transfer Hamiltongmm@ach within our Green func-
tion framework. The similarities and the fundamental diéfeces of these schemes are
discussed and demonstrated for model setups.
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