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Modeling the Magnetic Properties of the Wheel-Shaped
Tungstophosphate Cyy

M. Allalen! and J. Schnack

! Leibniz Supercomputing Centre (LRZ) Garching, Germany
E-mail: allalen@Irz.de
2 Universitat Bielefeld, Fakultat fur Physik, D-33501dBfeld, Germany

In this work we report the magnetic properties of the large@shaped tungstophosphate
[CuzoCI(OH)24(H20)12(PsW450184)] %~

(CuyoPsW,g), in short Cuy which was synthesized in 2005 The theoretical model we
adopt for describing the magnetic molecule of,gis the Heisenberg spin Hamiltonian,
together with a Zeeman term of an applied magnetic field atbeg-axis. The numeri-
cal exact diagonalization method has been used to caldhl@tenergy spectrum and the
eigenstates of the compound. The results of these energiestieen used to get some
deeper understanding of the magnetic properties in thisnaht
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Structural and Dynamic Properties of Porous
Coordination Polymers:
A Molecular Dynamics Investigation

Saeed Amirjalayer and Rochus Schmid

Chair of Inorganic Chemistry I, Organometallics and MatlsrChemistry
Ruhr-University Bochum, D-44780 Bochum, Germany
E-mail: Saeed.Amirjalayer@rub.de

Porous Coordination Polymers (PCPs) are a class of furdtioraterials, which are
assembled in a “toolkit” approach from different buildingits. Due to their modularity
a wide range of networks are possible with an enormous straictiiversity. But for

an efficient application of these polymers a knowledge ohksituctural and dynamic
properties on a molecular and atomic level is crucial.

We present here our results for PCP systems using Molecylaamics Simulation tech-
nigues. The investigated systems range over different BG&asses - like Metal-Organic
Frameworks (MOFs) and Covalent Organic Frameworks (COFRg)m the methodolog-
ical point of view, we used force fields,due to the size of thdqulic systems, which are
parametrized based on ab-initio calculations of non-picionodel systems. In this re-
gard, for example, our recently parametrized force fieldM@F-5 allows the description
of structural parameters, elastic and thermal propertielsrrmal modes of the frame-
work!. Based on this work, we were able to investigate the diffusidtbenzene molecules
within the pore$3. Since the diffusion process is essential for the loadirdyativity of
the host-guest systems, we followed this work by analyziymathic properties of differ-
ent host-guest systems systematically (e.g. differemhatic guest molecules in MOFs).
Furthermore, we investigated the structure of some PCE$RIKIOFs (Isoreticular Metal-
Organic Framework&)or COFs, in which different conformational isomers are jies
in principle. This study is not possible experimentallyedo synthetic difficulties, yet.
Thus the theoretical approach allows a different insigimpared to experimental meth-
ods and provides the knowledge needed to design theseduoatthaterials. In addition,
we studied based on these results the influence of the topniodification of the network
on the mobility of the guest molecules.
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Isolated and Adsorbed NaCl Clusters

Maximilian Amsler, S. Alireza Ghasemi, and Stefan Goedecke

Department of Physics
University of Basel, Klingelbergstrasse 82, 4056 Baseli{&sland
E-mail: m.amsler@stud.unibas.ch

Recent experimental and theoretical results suggestuhface atoms are transferred onto
the tips of Atomic Force Microscopes (AFM) when scanningiéosurfaces. Different
low energy tip structures were calculated and used to fingth&erred orientations and
structures of (NacCl) clusters adsorbed on the apex of the tip. The calculatione we
performed with the BigDFT density functional theory pragrasing a wavelet basis det

The silicon tips for the simulations were obtained in a gysttic way by using the minima
hopping method (MHM} 3. In the Molecular Dynamics part of the MHM the temperature
was limited to some value used in experiménts Tight-Binding scheme was used to
evaluate energy and forces of silicon and hydrogen atontsiviHM.

Ground state configurations for several neutral NaCl ciastéth up to 512 atoms were
found using the MHM. The energy and forces were evaluatdutwiv different force fields
and the BigDFT program. Our results confirm that cuboid $tmes and the formation of
the{100} surfaces are preferred for isolated neutral NaCl clustéosvever, when (NaCl)
clusters are adsorbed on silicon tips both NaCl cubes anidoniehted NaCl dimers are
favored.
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Coupling Atomistic Simulations and the Phase Field
Method in Solidification Modelling

Stefano Angioletti-Uberti', Mark Asta?, Mike W. Finnis!, and Peter D. Leé

! Department of Materials and Thomas Young Centre
Imperial College London, SW72BP Prince Consort Road 20dban UK
E-mail: sangiole.imperial.ac.uk

2 Department of Chemical Engineering and Materials Science
University of California-Davis, One Shields Ave., Davislifornia, 95616-5294 USA

Mechanical performances of alloys depend on their micuastire, thus understanding the
solidification process is a fundamental step to obtain therel@ properties. Phase Field
Modelling (PFM) has proved a reliable technique to this pegobut its predictions depend
on input parameters such as interface free energy andipautiefficients. We show here
how it is possible to calculate these parameters using atmmsimulations, improving the
predictivity of the PFM approach.
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Conformations and Mechanical Properties of Single
Polymers - Langevin Dynamics Studies

Padmesh Anjukandi', M. A. K. Williams 12, and G. G. Pereira

! Institute of Fundamental Sciences, Massey University
Palmerston North, 11222, New Zealand
E-mail: P.Anjukandi@massey.ac.nz

2 The MacDiarmid Institute for Advanced Materials and Nashtelogy
New Zealand
E-mail: M.Williams@massey.ac.nz

3 CSIRO(CMIS)
5 Normanby Road Clayton, Victoria, Australia
E-mail: Gerald.Pereira@vuw.ac.nz

The mechanical properties of single biopolymers have ithcé&ecome experimentally
accessible with the development of tools such as AFM andc@pliveezers. In particular
the force-extension behaviour of polysaccharides hasmedtention as it deviates from
the predictions of existing standard statistical mechelmmdels. In particular, enthalphic
extensions depending on the fine structure of the polymeinctan be observed in
addition to the standard entropic restoring forces.

In our earlier work, using AFM experiments and DFT calcua$i, we recorded and
modelled the stretching of a single chain of pectin, an irtgrarplant polysaccharide
and a component of plant cell wall, which exhibits two enpidd extensions in its
force-extension profife More recently we have turned our attention to models thghini
be extended in order to incorporate more experimental Idetach as pulling speed,
solvent quality or even associations of chains. Browniamaglyics simulations offer one
such avenue?®,

Herein, we examine the conformation and stretching belavid different statistical
chains, both flexible and semi-flexible using Langevin dyitaraimulation techniques.

Acknowledgments

We acknowledge Royal society of New Zealand- Marsden garftihding the project.
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Adaptive Molecular Dynamics

Svetlana Artemova, Sergei Grudinin, and Stephane Redon

NANO-D
INRIA Grenoble - Rhdne-Alpes
655 avenue de I'Europe - Montbonnot, 38334 Saint Ismier £eff@ance
E-mail: {svetlana.artemova, sergei.grudinin, stephane.ré@imnria.fr

Modeling and simulation of natural or artificial nanosyssamstill a challenging problem,
however, for at least three reasons: (a) the number of iedotoms may be extremely
large (liposomes, proteins, viruses, DNA, cell membrarte,);e(b) some chemical,
physical or biological phenomena have large durations {eegfolding of some proteins);
and (c) the underlying physico-chemistry of some phenoneamaonly be described by
guantum chemistry (local chemical reactions, isomelreti metallic atoms, etc.). The
large cost of modeling and simulation constitutes a majgreidiment to the development
of nanotechnology.

Our group develops novel multiscale, adaptive modelingsimdilation methods, which
automatically focus computational resources on the mtestaiat parts of the nanosystems
under study 2.

This poster will present the basis of the adaptive simutatiamework being developed
in the group, as well as some of the results which have beeaingut with SAMSON, our

software platform for modeling and simulation of nhanosgsgSAMSON: System for

Adaptive Modeling and Simulation Of Nano-objects).
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A High-Dimensional Neural Network Potential-Energy
Surface for Zinc Oxide

Nongnuch Artrith, Marcus Maschke, and Jorg Behler

Lehrstuhl fur Theoretische Chemie
Ruhr-Universitat Bochum, 44780 Bochum, Germany
E-mail: nongnuch.artrith@theochem.rub.de

Oxides play an important role in many technical applicagjofor example as support
materials in heterogeneous catalysis. Studying manyestieig processes like structural
phase transitions and the mechanisms of these transitioedpormation of defects, as
well as the stabilization of surfaces by reconstructiomgimes long simulations of large
systems. These simulations are often beyond the capebibfi present-day supercom-
puters, if computationally demanding electronic struetonethods like density-functional
theory (DFT) are used. In order to address these problems efficient but sufficiently
accurate potentials are required.

A promising step towards the construction of such potentias been the introduction
of artificial Neural Networks (NN) to represent first-pript#s potential-energy surfaces
(PESY-2 This method has recently been extended to high-dimengiiEfss now enabling
simulations of condensed systeiris The NN potential is based on electronic structure
calculations, but once it has been constructed, it can Heatea several orders of magni-
tude faster, while the accuracy is essentially maintaifiéds enables routine applications
in molecular dynamics simulations of large systems, butasdhfe method has been ap-
plicable only to elemental systems. By combining the flditipbof the NN approach with
physically motivated terms we are now able to include loagge interactions. This is a
necessary condition for studying binary systems like oxigied general multicomponent
systems with significant charge transfer. The capabildfabe method are demonstrated
for zinc oxide as a benchmark system. We show that the stal@nd energetic properties
of various phases of zinc oxide predicted by the NN poteantialin excellent agreement
with reference density-functional theory calculations.
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Simulation of Organic Nanoelectronic Devices - From
Molecular Devices to Thin Films

Helder M. C. Barbosa, Helena M. G. Correia, and Marta M. D. Ramos

Centre/Department of Physics
University of Minho, Campus de Gualtar 4710-057 Braga, lryat
E-mail: helder@fisica.uminho.pt

In the last years the field of organic electronics has bedaring a huge development due
to the unique electronic properties of these materialsahat their application as active
components in electronic and optoelectronic devices. Neekess, the efficiency of these
devices is limited by the molecular properties or the areangnt of the molecules inside
thin films as a result of the deposition conditions. At expenmtal level it is possible
to study this type of devices, however, it is very difficultunderstand the effect of the
morphology at nanoscale and the molecular properties atghar

Itis in this context that computational modelling revealbé a powerful tool to understand
the influence of these two factors on the physics procesaeaté behind the functioning
of these type of devices. In this communication we will presame of our latest research
results on molecular devices made of small conjugated rat@s¢with and without spatial
symmetry) bond to two metallic electrodesising a suitable quantum molecular dynam-
ics method, and the influence of the morphology at nanosndtgn films of conjugated
polymer diode$*, using a mesoscopic model based on a generalized Montei@attmd.

References

1. M M D Ramos and H M G Correia, J. Nanosci. Nanotechramcepted for publica-
tion, 2008.

2. HM C Barbosa and M M D Ramos, Mat. Sci. Eng. B, 2008,
doi:10.1016/j.mseb.2008.09.031.

3. HM C Barbosa and M M D Ramos, J. Mater. Sc.: Mater. Electt®nS336, 2009.

4. HM C Barbosa, HM G Correia and M M D Ramos, J. Nanosci. Nafote. |,
accepted for publicatior2009.



Constrained Geometric Simulation of Diffusive Motion in
Proteins

William Belfield

Department of Physics
University of Cambridge, United Kingdom
E-mail: wjb35@cam.ac.uk

Conventional molecular dynamics (MD) simulations are higlemanding computa-
tionally relative to biological timescales. These methaedk/e Newton's equations of
motion for all the atoms in the system. Obtaining an accurajectory by these methods
involves a timestep of approximately femtosecond lengtmanding computationally for
problems of biological relevance.

A prominent example of this is the behaviour of proteins. d{ethe ability of the
proteins to undergo sizeable conformational changes cavitéleto understanding the
system. Rather than employing a Newtonian dynamical agprdtis possible to use a
Lagrangian constraint based approach. Instead of progcinajectory progressing in
time, a collection of conformers satisfying various coaistts is generated.

This approach is embedded in the software packages FIR®IDAR?, as created by
Thorpe, Wells et al. FIRST performs rigidity analysis in erdo provide the input
information as to what constraints each conformer has td ate&s to be considered valid.
This considers the protein as a network in which all covatemd lengths and angles are
fixed, along with identified hydrophobic interactions andlfogen bonds. The rigidity of
the protein is then determined by balancing constraintiatgdegrees of freedom, which
is done by use of the “pebble-game algorithm”. FRODA thersubés information to
explore the resultant mobility possible from the proteigglity.

Human serum albumin (HSA) is the most abundant protein inblbedstream and, as
such, is typically the first to adsorb on implanted surfattere, | use the FIRST/FRODA
programs, in conjunction with classical molecular dynasmnic investigate HSA adsorption
and subsequent deformation on a hydrophobic graphene sheet
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An Efficient and Tunable Colored-Noise Thermostat

Michele Ceriotti, Giovanni Bussi, and Michele Parrinello

Computational Science, Department of Chemistry and Ag@iesciences, ETH Zirich
USI Campus, Via Giuseppe Buffi 13, CH-6900 Lugano, Switzetla
E-mail: michele.ceriotti@phys.chem.ethg.ch

When performing constant-temperature molecular dynarttiesmostat efficiency affects
the time required for equilibration and the ergodicity oé tsampling, which depends
on the ability of the dynamics to generate uncorrelated garditions of the system.
Stochastic thermostats are known to bear good ergodiaitygsties, but - in their most
common forms - are poorly tunable. For example, a conveatibangevin thermostat
cannot be used in Car-Parrinello-like simulations, as itl@pply high-frequency noise
to the ionic degrees of freedom, causing the breakdown a@batic separation with the
electronic modes.

A thermostat based on a non-Markovian, generalized Langeguation is presented,
which combines the efficiency of white-noise stochastigrtizestats with a high degree
of tunability? Most importantly, the response of the system to the therabasin be es-

timated analytically, so that the parameters can be chosimowt the need to perform
time-consuming test runs. The behavior of the thermostdemonstrated for the Car-
Parrinello molecular dynamics of a heavy water moleculesiotum, and is compared to
white-noise Langevin and Nose-Hoover chains thermostats
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Structural Relaxation Properties of Polymer Electrolytes
Based on PEO and lonic Liquids Derived from
Imidazolium Cations: A Computer Simulation Study

Luciano T. Costa and Mauro C. C. Ribeiro
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University of Sao Paulo, 748 number, Sao Paulo, Sao PaulazBr
E-mail: luciano@ig.usp.br

Dynamical properties of polymer electrolytes based on(@hylene oxide) PEO and ionic
liquids (ILs) of 1-alkyl-3-methylimidazolium cations wecalculated by molecular dynam-
ics simulations with previously proposed modeThe effect of changing the ionic liquid
concentration, temperature, and the 1-alkyl chain lendth8-dimethylimidazolium]Pg
and [1-butyl-3-methylimidazolium]RF(dmim[PK;] and bmim[PF]), was investigated.
Cation diffusion coefficient is higher than those of aniod arygen atoms of PEO chains.
lonic mobility in PEO/[bmim]PF is higher than in PEO/[dmim]R§-so that the ionic con-
ductivity of the former is approximately ten times largeaittthe latter. The ration between
and its estimate from Nernst-Einstein equation / NE, whidhversely proportional to the
strength of ion pairs, is higher in ionic liquid polymer dietytes than in polymer elec-
trolytes based on inorganic salts with Li+ catidn€alculated time correlation functions
corroborate previous evidence from the analysis of equilib structure that the ion pairs
in ionic liquid polymer electrolytes are relatively weaktrigtural relaxation at distinct
spatial scales is revealed by the calculation of the inteiate scattering function at dif-
ferent wavevectors. These data are reproduced with séetekponential functions, so
that temperature and wavevector dependences of the beatdinpters can be compared
with corresponding results for polymer. This work revedaleel dynamical consequences
of the equilibrium structures in PEO/[dmim]P&nd PEO/[bmim]Pk reported in Ref 1.
and it also provided atomistic details on the ternary systdafined as PEO/ILs/lithium
salt. Clear indications of reduced strength in ion coriefet are the distinct time evolu-
tion of van Hove correlation functions for anions and cadiand the highek/x y g ratio

in comparison with, for instance, the PEO/LiGlI@olymer electrolyté:3
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OGOLEM: Global Optimization of Heterogeneous
Clusters of Flexible Molecules Using Genetic Algorithms
An Object Oriented, Massively Parallel Approach

Johannes M. Dieterich and Bernd Hartke
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Determining equilibrium structures of global minimal egneis one of the central problems
in simulating and understanding molecular aggregatiorcgsses, self-organizing nano
materials and molecular docking in biochemical systerince the problem isIP com-
plete a deterministiAnsatzs not feasible but a couple of stochastic-heuristic apgitea
have proven their potential during the last decades. Beshteapproach afvolutionary
algorithmg followed herepasin hopping andsimulated annealirfghave been applied to
a broad range of problefs

Using the experience gained in previous work by our gfpapnew development of a
program suite for global geometry optimization, OGOLEM svetarted from scratch. It
unifies the advantages of pure object oriented design witlassively parallel pool algo-
rithm. The communication layer is a library following the MiandardMPJexpress An
even higher scalability will be achieved in the next devetept stage by making use of
additional lightweight threading.

Since the general problem of finding a structure of minimargy on the hypersurface
can be logically separated into two parts, the global sefarchasins of attraction and the
local search of the minima therein, the program suite canenuale of existing program
packages for either gradient and energy calculations optatmlocal optimizations such
as MOLPRO and Mopac.

The present stage of development has been applied to a hylpisechmark sys-
tem, Lennard-Jones clusters, and is currently used fomarelseon the aggregation of
Kanamycin. Ongoing work is the implementation of more etalb® global optimization
algorithms, an approach to so-called cultural algorithmsetuce the search space size
and the possibility to globally optimize molecules withémal degrees of freedom.
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Magnetism and Magnetic Anisotropies of Small Organic
Molecules

Lucas Fernandez-Seivane, Jaime Ferrer Rodriguez, and Diego Carraat
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The ability to enhance and tailor the magnetism of small &amister and molecules will
determine whether nanospintronics can be used as a stecdgeblogy. We present here
our ab initio studies on the magnetism of small organic mdks containing transition
metal atoms. We focus specially on 5d atoms like gold, platimnd iridium. These have
a large spin- orbit interaction, which generates large mtiganisotropies in small atomic
clusterd. The work uses a previous simplification of the calculatibthe Spin-Orbit in a
self-consistent wadthat has been successfully applied to chaarsl clusters

Work supported by MICINN, project no. FIS2006-12117.
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Figure 1. Charge and Spin densitities of Gold Phtalocianine
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Microscopic Modeling of the Behaviour of Self Assembly
of Surfactants
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The stability and microstructure of self assembled suafatcsolutions for technologically
relevant systems are studied based on the use ofSingle Chain Mean-Field Thedry
Microscopic models and computer simulation programs aveldped capable of predict-
ing and explaining the link between molecular details ardftihmation of self-assembled
microscopic structures. Such a link would be highly advgetas in the optimisation
of molecular structure for current applications and thesfinlity to design tailor-made
molecules for specific purposes. For example, in the exptoraf new applications, such
as nanotechnological applications where self-assemlitdedtgres are being used as mi-
croreactors in order to form nanoparticles or as templatéstn nanomaterials which are
of importance for a number of technological applications|uding detergency, catalysis,
pharmaceutical, food and cosmetics formulations, mingratessing and petroleum in-
dustries etc. The main idea behind the SCMF theory is to dens single chain with
all its intramolecular interactions explicitly taking sficcount, within the chosen model
to treat the molecules, while the intermolecular intexaeiare considered within a mean-
field approximation. The probability distribution funatigpdf) of the chain conformations,
the distribution of solvent molecules within the aggregatd free energy of micellisation
associated with transferring a surfactant molecule froebthik solution into micelles are
determined by the theory. Other properties of surfactahittisms including the critical
micelle concentration (cmc) and cluster size distributioa also predicted. The cmc is

compared with literature Monte Carlo results for the santelamodel and the results are
in good agreement.
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Stability and Dynamics of Droplets
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Liquid droplets are very important in many scientific reshabranches and their study
has attracted much interest for a long time. In this work weegtigate the behavior of
droplets via a mesoscale computer simulation approach atiiee Boltzmann methdd®.
The model employed in the present studies is based on a CiilareHype free energy
functional, the link to the LB method being provided by thegsure tens6re.

In the first part, we consider the stability of a droplet arelsaturated vapor inside a
finite volume, an issue of considerable importance in naiotelogy 8. Results obtained
within our simulations show the same system size dependenodtained via analytic
approximations to the underlying free energy functionala#f as independent numerical
solutions of the problem. In particular, we find a certairticai radius below which a
liquid droplet becomes unstable and evaporates.

A second topic of fundamental interest is the behavior opliis on superhydrophobic
substratel'2, which are widely known for their remarkable self-cleanprgperties. We
investigate, for the first time, the case where the droplet comparable size to the rough-
ness scale. A simple analytical free energy model is pregehtt can explain all the es-
sential results of our simulations. Most interestingly,ave able to observe a new generic
metastable state of partial impalement that is differemnfthe known Cassie/Baxter or
Wenzel states. Furthermore, we study the stability of thes{@éBaxter state and its depen-
dence on the substrate geometry, contact angle and drgqdet s
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Atomic Scale View on Partially Molten Rocks
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The presence of melt or fluid in rocks has significant influeanetheir physical and
chemical properties. The electrical conductivity of a falst molten rock is influ-
enced by many factors, including melt conductivity, cortdity of the solid phases,
and melt fraction, each of which is influenced by temperatu@rain boundaries are
known to play an important role in the diffusive, mechaniaall electrical properties
of partially-melted rocks. Grain boundaries are usuallyuaszed to enhance conduc-
tivity since the transport of charge carriers (ions) alohg grain boundaries is faster
than through the lattice. They are also important pathwarystfemical transport in a rock.

Molecular dynamics simulation may provide a picture of tmelerlying processes at a
molecular and atomic level, something that experimen&nofannot produce. We con-
struct interfaces between mineral and melt with differepstal orientation and 'measure’
various properties in the simulation. We use polarizabte potentials to describe the
particle interactions. We examine how these properties differ between bulk melk bu
crystal and interface. Here we discuss structural andpamgroperties of MgSi@melt,
forsterite (M@ SiOy) crystal and the respective mineral-melt interface at TB£PK.
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Shallow Donor States Near a
Semiconductor-Insulator-Metal Interface
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Recently there has been an increased interest in the stugihatddéw donor impurities near
an interface because of its importance in nanoelectroiosthe case of a semiconduc-
tor/ metal interface the energy spectrum was recently tiyated in Reft using the finite
element technique. frthe ground state energy of a donor localized in Si near a sgmic
ductor/dielectric interface was studied using a varial@pproach.

Due to the increased miniaturization the oxide layer betwibe semiconductor and the
metallic gate is strongly reduced in thickness. Therefibtgecomes important to include
the screening effect of the metallic gate on the impurityesta This motivated us to de-
velop a variational approach for shallow donor states Ipedlin a semiconductor at a
semiconductor-insulator-metal interface. The image @haroblem in this case leads to
an infinite series of images. We introduce a term in the \iariat wave function that is
responsible for the interaction of the electron with th@sades, which leads to a consider-
able lowering of the energy, especially when the impuritpésted very near the interface.
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Membrane Curvature Effects and Excitonic Properties of
the Bent Rhodobacter Sphaeroides RC-LH1-PufX Dimer
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Photosynthesis is initiated when photon is absorbed byperal light-harvesting (LH)
proteins, which then transfer their excitation energy teaction center (RC), where charge
separation is started. Among LH proteins, the light-haimgscomplex 1 (LH1) directly
surrounds the RC, forming the RC-LH1 complex, which can dineawhen an additional
polypeptide PufX is present. Although there is currentlyhigh resolution structure for
LH1, electron microscopy and atomic force microscopy ssadiave shown that the RC-
LH1-PufX complex ofRhodobacter sphaeroidés an S-shaped dimer highly bent at the
dimerization interface. We have obtained a structural rhfmi¢he RC-LH1-PufX dimer
using a new fitting protocol, the molecular dynamics flexiiittthng method, based on the
recent 3D EM density map. The model elucidates the orgdaizaf the pigment array
within the RC-LH1-PufX dimer, and allows calculation of thecitonic properties of the
dimeric RC-LH1-PufX complex. The structural model alsoyides a basis for studies on
the membrane-bending effects of the RC-LH1-PufX dimer, sintllations showed that
the bent dimer curves its surrounding membrane environmahtthe resulting membrane
curvature agreeing to that of the native tubular photosstittmembrane.
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Materials
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Hybrid inorganic-organic framework compounds form an imaot class of materials in-
tensively studied in the last few years due to their potéapplications in catalysis gas
separation and storageHowever, the study of their mechanical properties has been s
far limited to MOF-5 and related structures for which exp@nt and simulations exist.
These study show that MOF-5 is an isotropic material with i bwdulus of 18 GPa
and a C11 elastic constant of 29 GP¥Ve present a detailed computational study of the
elastic properties of a new porous framework material Zihosphate-phosphonoacetate
hydrate? In contrast with MOF-5 this material is anisotropic. Withrazalculation we
have been able to correlate its elastic anisotropic behatiits properties such as den-
sity, presence of transition metal complexes and porogig.show that the conventional
approach of applying a finite strains to calculate the elagihstants, which for instance
has been applied to MOF-5, can fail badly. To remedy thistsbaring, we use here an
alternative and successful approach of application ofesstin either x, y or z directions.
Finally, we calculate the elastic behaviour of another énfravork non porous materials,
some of them have similar density to that of the porous Zinasphate-phosphonoacetate
hydrate. Surprisingly, the calculated bulk modulus of tbeopis and non porous materials
was calculated to be very similar, 30 GPa.
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Bottom-up Approach for Modeling Blood Flow
In Microscale Vessels
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Blood is a complex fluid with multiscale properties. While lange scales blood can be
modeled by a Newtonian fluid with effective viscosity, at drmaales & 30 um) its partic-
ulate nature has to be taken into account explicitly. It isn that the deformability and
the large packing fraction of the red blood cells (RBC) resuéffects like shear thinning,
Fahraeus and Fahraeus-Lindgvist effects or blunt velgeitfiles. A bottom-up approach
for modeling blood flow in microscale vessels can be realiaedsing a discretized mem-
brane spring model for the cells, the lattice Boltzmann mét{LBM) for the fluid flow
and the immersed boundary method (IBM) for the coupling efltquid and the cellular
phases.

The LBMY2 is a relatively new approach for solving the Navier-Stokgaations. Its
advantages are the possibilities to massively parall¢fizecode and to include complex
boundaries and large volume fractions of immersed pasticide discretized membrane
spring model is an efficient way to describe the cell membrane dynamics tigh ac-
curacy and at the same time simulate many cells simultahediise IBM* has proven to
be a fast and straightforward method coupling the motionefbanable particles to the
circumfluent fluid.

Combining those three ingredients, it is possible to effitjesimulate the 3D flow of a
dense suspension of RBCs. Such simulations are very impdatamedical applications:
The influence of vessel abnormalities (stenosis, aneurgsmjedication (changing the
hematocrit or RBC deformability) can be tested in silico,endas experiments are often
very difficult to perform.
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Ab Initio Ring Polymer Molecular Dynamics
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Daniel Pekez, Thomas Stecher, and Stuart C. Althorpe

Department of Chemistry
University of Cambridge, United Kingdom
E-mail: dp343@cam.ac.uk

In this work, we aim to establish a methodology based on timg Riolymer Molecular
Dynamics method (RPMDB)to compute accurately quantal canonical reaction rates for
simple chemical reactions in gas phase, sucH as H, or Hy + OH.

It is recognized that the RPMD constitutes an efficient wayemfovering most of the
guantum effects associated with the nuclear motion. Thiglgeved by computation of
the classical dynamics of a ring polymer of beads with fimti§ masses coupled by simple
harmonic potentials, what is known as the classical isotmienp? Moreover, its intrinsic
versatility can be largely enhanced by the combination@RPMD scheme withb initio
calculations® In this approximation each quantum partidle (nucleus) is represented by
a harmonic ring polymer subject to an exterahlinitio potential provided by a suitable
Electronic Structure code.

The calculation of the reaction rates is carried out by mednise Bennett-Chandler ap-
proach, for which a precise location of the transition stateot necessary. The ring
polymers are evolved according to a Velocity Verlet aldorit on anab initio Potential
Energy Surface. Since the most expensive stage is the catigyudf the forces acting on
each bead at every time-st&phe trajectories are not propagated on the actual Potential
Energy Surface but on a second order expansion of it, asquslyisuggestel” Ab initio
energy and two first derivatives are computed only at refaqroints around which the
second order expansion is set. Thus, up to a cettagtregion, forces can be computed
analytically® Once the boundary of the trust region is reached a new refergint is set
and the procedure is repeated until the trajectory is fimishe
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With two intramolecular hydrogen bonds, 2,2’-[BipyridlyB,3’-diol has the capability to
perform double proton transfer in the excited state. It isvian from the experiment that
within 100 fs after UV excitation both the single-transfesmo-keto (MK) and the double-
transfer di-keto (DK) tautomers are formé&duith a characteristic time of 10 ps MK is
converted to DK2 A vibrational signature of these processes is found in the-ilependent
transientt To get more insight on this process, mixed quantum-clals$yceamics simula-
tions at the RI-CC2 and TDDFT/B3LYP levels have been pertam

Contrary to the prevalent experimental interpretationolthionsiders a branched reac-
tion path with either direct MK or DK formatidin MK was almost exclusively found as
an intermediate even in sub 100 fs DK formation. This obdermacan be understood
by a ridge on the potential energy surface when symmetry ise@wed. A barrierless
symmetry-breaking di-enol (DE)» MK pathway gave rise to a 7 fs first proton transfer
(RI-CC2). The MK-DK barrier of about 0.1 eV allowed for a suBOlfs second transfer
and even the reverse reaction. The TDDFT/B3LYP results wiendar but small changes
in the relative energies caused reduced DK formation.

To get a better comparison with the experimental resukésdyimamics have been analyzed
in terms of normal mode motions. Strong coherent activitg faaund in the same modes
that the experimehbbserved. In particular it was noted that activity of a syrtrinenode
was not in contradiction to a symmetry breaking process.

To get more insight on the double proton transfer process;dbults are compared to the
analogue 2,2'-[Bipyridyl-]-3,3’-diamine.
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Polystyrene/Gold Nanoparticle Interfaces:
All Atom Structures from Multiscale Molecular Dynamics
Simulations
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Polymer nanocomposites based on nanometer—size metialgmére experiencing an ex-
plosive growth during the last years due to their technaiagapplications. Low fab-
rication costs, high mechanical flexibility, 3D trackingpedility, good scalability and
versatility of chemical structure are advantages at the fasthe development of poly-
meric materials—based memories. With the developmentdéfeoutes of synthesis, gold
nanoparticle coated with surface thiol layers are usednsitely as building blocks for
such mesoscopic structures. Programmable electricaldiisy was observed in devices
made up with a polystyrene film containing gold nanoparicad 8—hydroxyquinoline
sandwiched between two metal electrodesinderstanding and possibly manipulating
structural organization at the interfaces level is the layaf “bottom—up” fabrication ap-
proach to the development of nanoscale devices. A key issuatibnalize the behavior
and then, hopefully, to improve the performances of thes@materials is a fundamental
understanding of the effects of various molecular pararaete the interfaces structure.
With this purpose, using coarse—grain simulatfojuéned with reverse mapping tech-
niques, multiscale simulations have been performed in order taiakdetailed all-atom
models of the interface between polystyrene and a gold reatiole. Results of simula-
tions of systems containing a gold nanoparticle coated dgdecanthiols and non—coated
one, with or without 8-hydroxyquinoline, will be showed.
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Over the last decade, the interest in organic materialsigagisantly increased. It is due
to their wide spectrum of use in electronic and microeledtraevices. They are mostly
used as a very cheap screens, thin-film transistors andaittic cells.

The objective of this work is to obtain complex informatidmoat the interface between
Pt(111) surface and Ppy chain, diamond(111)-H surface gydcRain respectively. It
should support the present experiments, where Ppy wirebbareed via CVD between
platinum or microelectrodes.

The theoretical calculations based on Density Functioredofy (DFT). The transport
properties of the interface between polypyrrole (Ppy) waine platinum (111) surface will
be presented in conjunction with the comparison of trartspaperties of polypyrrole-
platinum interface and the polypyrrole-diamond(111)-kteiface. We perform the to-
tal energy calculation of selected structures using fastlibasis set DFT FIREBALL
code 3 Based on these calculations, the electron structure afttitbed Pt(111)-Ppy and
C(111)-Ppy interfaces was obtained, especially the mesimenf charge transfer over this
interfaces through projected density of states (PDOS) lamdedal-space density of states
(RDOS). The study of the electron transport and I/V-chanastics was calculated via the
Green function method for selected configurations of stidjstems.
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We present a method to reintroduce atomistic (AA) detaikhéostructures obtained with
lower resolution models (CG). Our idea is based on simulatetkaling, heuristic opti-
mization technique, designed to find a global minimum coméijan by lowering system
temperature in successive steps. Here searching procsssiied by restraints, that trans-
fer information from CG level onto positions of AA atoms. Weosy that after parameteri-
zation of annealing procedure, it is possible to generatecbensemble of AA structures,
that fully satisfies CG restraints. The influence of CG modsbtution on quality of re-
constructed structures is also investigated. Next, we shatthe method can be applied
for complex biomolecular systems, as an example helical /akptide in DPPC bilayer
is back-transformed to AA representation. Correct seconsiaucture of the peptide is
generated in reproducible way.
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Long range interactions often play an important role in astimsimulations, e.g. molec-
ular dynamics or Monte Carlo simulations. They are alwaysaagnt for charged or polar
systems, composed of ions or molecules with partially ab@iigteraction sites. Usually,
for the full determination of the electrostatic energy ametés the computational cost is of
the orderO(NN?), since all pair contributions have to be considered. Bezatigs impor-
tance for a broad class of different applications, e.g. lmjsgrs, chemical physics, material
sciences or soft matter, there is strong interest to deviaktpmethods, which reduce the
complexity toO(N log N) or evenO(N).

Based on a Wavelet representation, a method was proposeef.in Rhere the distance
matrix A;; = 1/||r; — ry||, is discretized on a fixed grid, onto which particle charges ar
sampled. Since this matrix may be precomputed with a 2-d&neal Wavelet transform,
the remaining problem during a simulation is reduced to Waeansform a charge vector,
from where a potential vector may be obtained via matrixtamegroduct in wavelet space
(® = A Q) and a back transform of the potential vectdr & W7 ®). In order to get
a fast algorithm, a threshold value is introduced forbelow which elements are set to
zero and which leads to a sparse representation of the déstaatrix in Wavelet space.
Consequently, the matrix-vector product, which has to emaed during a simulation is
notO(N?) anymore.

Since the distance matrix € RNs*Ng, whereN, = nznyn. andn, is the number of
space discretisation points in a cartesian direction, igefer large, a computationally ex-
pensive part is to generate the Wavelet transform of thigsima@lthough, in principle,
this must only be done once, it is nevertheless a challerrgadoory demands and com-
puting time. Therefore, it is worthwhile to have an efficigatallel implementation of a
2-dimensional Wavelet transform. Notewhorthy to say thabe has such an implementa-
tion, a versatile tool is set up also for a variety of diffdrapplications, e.g. digital image
processing. The 2-dimensional Wavelet transform can beulzded via a triple-matrix-
productA =W, A WlT whereW, contains all wavelet and scaling coefficients for a
Wavelet transform of level

To accelerate the calculation of the triple-matrix-pragiube Cell Broadband Engine
(Cell/BE) is considered here as target platform for a paratiplementation. The Cell/BE
is a heterogeneous multi-core processor consisting ofipleilheterogeneous execution
units, SIMD processing engines, fast local storages andtea®-managed memory-
hierarchy. An efficient implementation of the Wavelet tfans is developed by consid-
ering the architectural requirements of Cell/BE. Via thigplementation, the difficulties
and problems in porting code to Cell/BE and using sparsatiafgebra operations on the
processor are asseséed
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It is well-known that for high temperatures around 1500K B phase of CoAl up to
about 70% Co is stabilized by the existence of so calledigtsoms [1]. By quenching
the crystal to low temperatures, this phase separatesnritteal B2-CoAl crystal and pre-
cipitates consisting of Co antisites only. By the combimatf a density functional theory
based cluster expansion Hamiltonian with Monte-Carlo athons it will be demonstrated
that these Co clusters show a characteristic size-shapgetature dependence. Further-
more, we find a flattening of the precipitates at low tempeestaue to the anisotropy
of the interfacial energy which is wiped out at higher tenapare by entropy. A detailed
knowledge of the structure of these nanoclusters is of apenportance as they lead to
local magnetism in a non-magnetic intermetallic compound.

Supported by Deutsche Forschungs-Gemeinschatt.
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One of the most demanding scientific challenges is to makesadde renewable energy
sources — particular solar light — to bulk energy productidmajor bottleneck is the high
production costs for the presently available, mostly iamig solar cells. Alternatives, like
the much cheaper organic heterojunction solar cells, argetoccompetitive due to their
low energy conversion efficiency.

A combined experimental and theoretical sthidfthe latter type of solar cells shows that
the efficiency crucially depends on the exciton energy feanse. the transport process
of excited states within the solid organic material. This @& evaluated with recently
established approacltel which apply quantum chemical methods on different levéls o
approximation and accuracy for dye molecules with up to 16fha. In the context of the
research training school (Graduiertenkolleg) 1221, nevenas for solar cells are investi-
gated. In a recent work of our group it was shown that the duieganechanism of the ex-
citon transfer depends strongly on changes of the aggrggateetry in perylenebisimde
systemé&. Presently we develop a protocol for the optimization of eyahforce fields,
which will enable us to find promising dyes for solar cells.cRatly it was shown that it
is possible to predict the crystal structure of the peryésisnde PR179 with the simple
Williams99 force field, which contains only three tefnsTherefore, it is promising to
test the common general force fields for their ability to désccrystals ofr-conjugated
materials with known crystal structufes
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Mesoscale simulations of hydrodynamic media have attiagteat interest during the last
years in order to bridge the gap between mircoscopic simuniabn the atomistic level on
the one side and macroscopic calculations on the continevehdn the other side. Various
methods have been proposed which all have in common thastiteg the Navier-Stokes
equations in different types of discretizations, e.g. icatBoltzmann simulatiods’ on a
spatial grid or Multi-Particle Collision Dynamics (MPC) —sa called Stochastic Rotation
Dynamics (SRD) — using discrete particlés In the latter approach, pseudo-particles are
considered to carry both hydrodynamic information andrtte@moise. With a small set
of parameters (particle density, scattering angle, mesngath of a particle) it is possible
to reproduce hydrodynamic behavior. In particular, thémegf small Reynolds numbers
has been investigated in detail, e.g. Poiseuille flow, sfiear vortices or hydrodynamic
long time tails, to name a fetw.

One advantage of the MPC method is that a coupling to atasstiulations can be es-
tablished in a simple way. The main characteristic of MPQ& particles are sorted into
the cubic cells (with lattice constaa} of a randomly positioned collision grid. Different
variants of MPC vary in the way how the momentum exchange &etvparticles within
a collision cell is performed. In the SRD-version of MPC atale velocities are rotated
randomly by a given angle around a randomly chosen directiich mimics collisions
between solvent molecules. If coupled to atomistic sinofet of solute particles, e.g. by
molecular dynamics (MD), the MD-particles are sorted tbgetwith fluid particles into
collision cells and their velocities are included into thechastic rotation step. Because
atomistic time scales are typically smaller than hydrodyitaime scales, MD-particles
are basically simulated according to their force-fields.otder to establish a coupling
to the hydrodynamic medium, they are included eveith step into a stochastic rotation
together with the solvent particles.

Since in typical simulations of colloidal suspensions onisdiluted polymer systems, fluid
particles arel — 5 orders of magnitude more numerous than MD-particles, sysiges
get very large in simulations dfo* — 10° MD-particles. Therefore, although mesoscale
hydrodynamics techniques are algorithmically simple abeputational demand to study
large system sizes on long time scales requires an efficaatlpl implementation of the
simulation code.
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In the present work, a highly scalable implementation of eC algorithm, coupled to
MD is presente®l The current version uses a domain decomposition apprbasked on
MPI. For the SRD part communication between processorssicélly reduced to nearest
neighbor exchange of collision cell information. The MDgaimplemented via an eighth
shell (ES) communication for the force computation and aimmimm transfer scheme for
the particle export/import. It is demonstrated that thegpam scales for the SRD part to
the full capacity of the BlueGene/P architecture at JSC,6%536 compute cores. This
particle based multiscale implementation, including@asitypes of boundary conditions,
offers the large scale simulation of microscopic systemsgpta to a mesoscopic flow
model on extended time scales.
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We present an ab-initio investigation by means of densityctional theory (DFT)

simulation techniques of the electronic and magnetic ptagseof the antiferromagnetic
Crg molecular ring (i.e. [GyFsPivi6], where HPiv - pivalic acid, trimethyl acetic acid).
The all-electron linearized augmented plane wave methédP/) implemented in the
Wien2k packageis used to calculate the electronic states, exchange coupdirameters
and magnetic anisotropy of grusing an infinite chain model We demonstrate how
the chain models mimic with good approximation the eledtr@md magnetic properties
of the original Cg, and offers the reduction of the computational effort, farrging

out extensive investigations of molecules belonging ta@hbased molecular rings family.

We also present adsorption of sulfur at (100) surface of golalyzed with a help of the
DFT (SIESTA codé 4. Potential energy surface for a single S atom at Au(10Gasearis
computed and a simple analytical formula was found to repeedhe ab-initio results with

a good accuracy. The vibration frequencies of the adsortzdr8 are computed using the
harmonic approximation and a contribution of zero-pointioroto the adsorption energy
is evaluated. The role of effects of the surface Au atomsagian in the sulfur adsorption
is analyzed. The interactions between S atoms adsorbed imetirest and the next nearest
equivalent adsorption sites is computed and used to defiredfactive Hamiltonian to
describe the interactions between the adsorbed sulfursatom
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We consider classical two-dimensional Coulomb cludteensisting of two speciés
containing five particles with charge and five with charges, respectively. The particles
are subject to the Coulomb forces and the parabolic confinepmential. The subject
of the study is interesting due to some fundamental aspétie system dynamics and a
number of classical and quantum realizations.

We investigate the dependence of the ground state and af@asonfigurations as well as
radial and angular displacements of particles at finite t&natoire on the ratigQ = ¢2/4q1,
using Monte Carlo (MC) and molecular dynamics (MB)mulations and a new genetic
algorithm (GA) based approathAt T=0 the ground state configurations were generated
applying the MC simulation and their stability with respéxtemperature was analyzed
within the MD method. We found a new multi-step melting baba¥or q sufficiently
different from the uniform charge limij = 1. The melting scenario is rich and depends
on the q value. There are domains where the radial meltingedes the angular melting
or vice versa.

Due to some discrepancies present in the previous MC detatioin of the ground state
configurations and the limited accuracy of the simulatibie, geometrical structures and
structural phase transitions have been analyzed withiGtha@pproach. The recent liter-
ature results for T=0 (and these exploited in our MD simalat) have been qualitatively
confirmed but the global minima and localization of a secordkr phase transition point
have been estimated more accurately.

References

1. D. M. Tomecka, B. Partoens, and F. M. Peeters Phys. Ré¢, 82401, 2005.

2. W. P. Ferreira, F. F. Munarin, K. Nelissen, R. N. Costadsila M. Peeters, and G. A.
Farias Phys. Rev. £2, 021406, 2005.

3. G. Kamieniarz and P. Sobczak, Comp. Mat. Sci., in press
doi:10.1016/j.commatsci.2008.03.053.

33



First-Principles Study of the Growth Kinetics of
1D Pd Islands on SnQ

Alexander Urban and Bernd Meyer

Interdisciplinary Center for Molecular Materials (ICMM),
Friedrich-Alexander-Universitat Erlangen—Nurnberg
E-mail: alexander.urban@chemie.uni-erlangen.de

The vapor deposition of Pd on a reduced $(¥0D1) surface leads to the formation of one-
dimensional (1D) nanowires. Scanning tunneling microgeepeals the growth of islands
with a monoatomic height and a width ofdtand a length of up to 358, Nanowires
and 1D conductors are potential building blocks of nan@sdavices. For the design of
nanowires with specific properties it is essential to fullgarstand the atomistic processes
that lead to this for metal oxide substrates unusual overlgsowth. In order to gain insight
into the energetics and the kinetics of the growth of Pd ddaon SnQ@(101) surfaces, the
system has been studied by first-principles DFT slab caionlst as well as by kinetic
Monte-Carlo (kMC) simulations. It is found that a pronoudde diffusion, combined
with a strong interaction of Pd with the surface Sn atoms &edack of stable binding
sites at the sides of the nanowires are responsible for theation of the 1D islands.
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Numerical simulations can be extensively used in tribalabgtudies, not simply as a mean
of supplementing experimental investigations, but as agoiwtool for gaining unique
insight into the relevant processes, sometimes even gn@rtuconventional wisdom re-
garding the nature of friction. If it is not yet possible tdlfutreat all the characteristic
length scales that mark the dynamical mechanisms entdvingiction coefficient of engi-
neering materials, a rising number of efforts are nowadagsessfully devoted to increase
cleverly the accessible timescale and the possibility toutte really extended systems.
Here, we make use of the powerful molecular dynamics code MR8, developed at
Sandia National Labs, to tackle two distinct challenginlgatiogical problems in extended
systems: i) the Kr/Pb(111) island system with referencénéQ@CM instrumertt ii) the
dynamics of a confined boundary lubricant under shear angebaliar transition between
the high dissipative stick-slip motion and the smooth sligiegime?
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Systems of molecules embedded in superfluid helium cluatersf high interest, since the
helium clusters provide a unique matriX Rotational bands of embedded molecules can
be resolved in IR-spectra. These spectra are similar todhggase with a renormalized
moment of inertia which can be understood as a solvatiori shabn-superfluid helium
being dragged aloRg'. In previous theoretical investigations the solvated maleis only
described as either rigid or with simple force fi¢tds We aim at a better description of
the embedded molecule by using DFT as provided by CP2K This gives us a flexible
model for a wide range of embedded molecules including tissipdity of reactions inside
the droplet.
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If no screening effects occur, hydrodynamic interactioresiatrinsically of long range
nature. Therefore, simulation of dissolved particles inuaflwhich is treated on a hydro-
dynamic level, leads to a similar problem as in electros$atvhere the Coulomb potential
has to be summed up in order to calculate the potential ersardforces on a given par-
ticle. In hydrodynamics it is the velocity field, which is ated by a particle, onto which
a force is acting. In the idealized case of an uncompresbtu@, this particle creates
instantaneously a velocity field in the whole system, whidlegrise to an effective force
onto other particles, prescribed by Stokes |&v= 67nav, which relates the frictional
force to the velocity of the fluid via the viscosityof the liquid and the radius of the
particle.

In order to take hydrodynamic interactions between digsblparticles into account, an
established approximation is the treatment of hydrodyoaffécts with the Rotne-Prager
tensot, which is a positive definite extension of the Green’s fumcf the creeping flow
equations, the Oseen tensor. To simulate systems in arténdiystem, i.e. not taking into
account explicitly surface effects, simulations are ugua¢rformed for periodic bound-
ary conditions. In analogy to electrostatic problems, anfaation for an absolutely con-
verging Ewald sum was presented in R&fs. Applying this technique e.g. to Brownian
dynamics in the formulation of Ermak and McCamrfioine computation becomes very
expensive, since every tensor element 8M\ax 3N matrix has to be calculated separately.
Therefore a most efficient implementation in terms of patense which control (i) the
error tolerance and (i) the run-time behavior seems to beiak To our best knowledge
there is no consistent error estimate for the Rotne-PragalcEsummation. In order
to optimise the method for a given error tolerance, paramédte the cutoff radiusi,.,
maximal wavenumbet,,.... and splitting parametef are selected which (i) give rise to
the same error threshold in the real- and reciprocal-spaweand (ii) lead at the same
time to a minimum in the execution time.

An analytical framework is presented for the error estimatethe Ewald sum for the
Rotne-Prager tensor, which is also valid in the limitingecaéa — 0 for the Oseen tensor.
Both numerical and model results are presented for paramptinisations to minimise
the execution time. For all particle densities and erragremhces, the splitting parameter is
found to be¢ ~ 2.5 /L, whereL is the boxlength.
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Adsorption Processes on the Glass Surface Simulated by
First-Principles and Kinetic Monte Carlo

Chol-Jun Yu
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Center for Computational Engineering Science (CCES)
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In recent experimental work, Gross, et'ahbserved that upon adding organic acids into
the aqueous solution the dissolution rate of glass cati@sslawer than what is predicted
by thermodynamic models. In this work, we investigated thatsgies of inhibiting glass
dissolution in the presence of oxalic acid by first-prinegphnd kinetic Monte Carlo sim-
ulations.

In order to understand at the atomic scale the experimgraéerved glass corrosion
protection by oxalic acid, we have performed a systematidysbf the silicate minerals
diopside (CaMgSiOg) and akermanite (GMgSi,O-), usingab initio density functional
theory simulations. Surface structure, hydroxylationwofaces, and chemisorption of ox-
alic acid molecules on these hydroxylated surfaces werestad@nd studied. In the previ-
ous work it was observed that the silicate mineral surfasested by cutting the crystalline
solid are easily hydroxylated due to the interaction withiewanolecules present either in
the aqueous solution or in the atmospReteThe behavior of the three different surface
cations Si, Mg and Ca in the above processes has been iratestigt was observed that
the surface Si atom (for diopside) and the surface Si and Mgs{for akermanite) after
surface relaxation as well as after hydroxylation have #mescoordination numbers as in
bulk crystals. The surface Ca atom was not fully saturatér: dxalate or bioxalate ions
of oxalic acid bond to yet unsaturated surface Ca and/or Mgt keeping the saturation
of Si (and possibly Mg) unaltered. The surface complexetsatacreated this way form
a hydrophobic layer on the surface and thus protect the ilegcii metal cations from the
multicomponent glass surface. This provides a descritfidhe mechanism of glass cor-
rosion inhibition at the atomic level: the chemisorptiorergy of oxalic acid being larger
than the physisorption energy of water, the former is theg@se that will actually happen.
The developed KMC algorithm is an efficient method for theestigation of adsorption
processes for various multi-component systems. The deedlalgorithm allows to simu-
late non-equilibrium processes and to add dynamics to tisérexthermodynamic models.
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Vortex Configurations in Mesoscopic Superconducting
Triangles: Finite-Size and Shape Effects

H. J. Zhao,! V. R. Misko,! F. M. Peeters, S. Dubonos’
V. OboznoV?, and I. V. Grigorieva?®
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Belgium
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2 Institute of Solid State Physics, Russian Academy of SeisnChernogolovka 142432, Russia
3 School of Physics and Astronomy, University of Manches#anchester M13 9PL, UK

Triangular-shaped mesoscopic superconductors are tamsigith the symmetry of the
Abrikosov vortex lattice resulting in a high stability of ex patterns for commensurate
vorticities. However, for non-commensurate vorticitiestex configurations in triangles
are not compatible with the sample shape. Here we presefitshdirect observation of
vortex configurations imm-sized niobium triangles using the Bitter decoration teéghe,
and we analyze the vortex states in triangles by analyisallving the London equations
and performing molecular-dynamics simulations. We fodrat filling rules with increas-
ing vorticity can be formulated for triangles in a similaryas for mesoscopic disks where
vortices form shells.
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