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Presenter
Presentation Notes
report on our work in the BNT in the past few years
as you know, started before K was operational, wise decision
we were lucky situation to have JUGENE available to develop our codes. 
Juelich one of the largest supercomputing centers in Europe, JUGENE now replaced by JUQUEEN a BG/Q systems,
top computer in Europe
as you will see, enabled us to make use of K as soon as it came online.
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Outline

fundamental neuronal interactions

example of model construction: local cortical network
critique of local network models

necessity and challenges of brain-scale models
scalability of neuronal network simulations
state-of-the-art and comparison of K and JUGENE

I/0 challenges for simulations at the brain-scale
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Presentation Notes
the talk is 50min +5 min discussion
- mixed audience, intro
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Fundamental interactions

In vitro
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current injection into pre-synaptic neuron
causes excursions of membrane potential

supra-threshold value causes spike
transmitted to post-synaptic neuron

post-synaptic neuron responds with small
excursion of potential after delay

inhibitory neurons (20%) cause negative
excursion
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iNn Vivo

0 100 200 300 400 500
t (ms)

each neuron receives input from
10,000 other neurons

causing large fluctuations of
membrane potential

emission rate of 1 to 10 spikes per
second
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Presentation Notes
this is called integrate-and-fire dynamics
in contrast to approaches where the full morphological structure of neurons is represented
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Fundamental interactions

= connectivity ¢ = 0.1
= synapses per neuron = 104

2 1: slope

108t

— minimal network size = 10° |
g
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network N = 10° 5 10° | : Ny
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= considered elementary unit 10| : | fo
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= corresponding to 1 mm?® 107 10° 10° 107

neurons

[1071]

= possible
total number of synapses = (cN) - N

Morrison, Mehring, Geisel, Aertsen, Diesmann (2005) Neural Computation 17:1776—1801

Morrison, Straube, Plesser, Diesmann (2007) Neural Computation 19:47-79
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mainly developed by Abigail Morrison
was a postdoc at RIKEN BSI and is now a full professor at Juelich Research Center
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Minimal layered cortical network model

E 1 mms3 72277

m 1 billion synapses, 100,000 neurons background input

m 2 populations of neurons (E,l) per layer AN
—

m E and | identical neuronal dynamics

l
t |
RN

m |aterally homogeneous connectivity

thalamo-cortical input
|

= layer- and type-specific C;;”

©
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from the surface down, distinct structure of 6 layers
different neuron types and densities
identical dynamics
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in vitro physiology

Type of connection?

Connectivity ratio

L5 pyramid to L5 pyramid
L2/3 pyramid to L2/3 pyramid

L4 excitatory to L4 excitatory
L3 pyramid to L5 pyramid
[Postsynaptic apical dendrite]

-9
@ (Binzegger et al. 2004)
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L5 pyramid to L3 pyramid

L4 excitatory to L3 pyramid
(Presynaptic spiny stellates) (n = 4)
L5 pyramid to L5 interneuron

L5 intereuron to L5 pyramid

1:11 (15:163)
1:4 (65:247)
1:10 (8:81)
1:5.7 (4:23)
1:1.8 (16:29)

1:1(2:2)
1:29

1:3.6 (7:25)
1:10 (7:70)
1:10.4 (7:73)
1:8(9:73)

(Thomson et al. 2002)
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- describe both methods in sufficient detail
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Consistency of connection probabilities
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m inconsistent averages

m consistent architectural relations
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Lateral connectivity
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methodological differences
sample radius 
gaussian connectivity profile, need to take this into account
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another control
relative preference of neurons to target excitatory or inhibitory neurons
excitatory neurons have the longer dendrites
in opposite direction to feed-forward flow of sensory signal
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Convergence and divergence

dominated by within-layer
connections

e — e divergence reflects
"standard” loop

| — e
lIﬂ]Il e — i divergence reflects

B | | target-specific feedback

divergence

;O
N o
NN NN
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connectivity of system
don’t worry I am not going to discuss all the entries
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Local cortical microcircuit
- 105 neurons and 10° synapses :.5':_{.'."
= excitatory (80%) and inhibitory population (20%) o . - o

of neurons in each layer Ry’

taking into account layer and neuron-type specific N
connectivity is sufficient to reproduce 7
experimentally observed:

background input

- asynchronous-irregular spiking of A0 1

[
neurons =

= correct distribution of spike rates
across layers
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thalamo-cortical input

Potjans TC & Diesmann M (2012) The cell-type specific connectivity
of the local cortical network explains prominent features of neuronal

activity. Cerebral Cortex 10.1093/cercor/bhs358 100 200 300 400
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- inhibition higher rates than excitation
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Response to transient inputs
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Response to transient inputs
A . B
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- target specificity ensures well timed response without ringing
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Hypothesis on cortical flow of activity

. . = puilding block for further studies:
LZIBJ ol AN i Wagatsuma N, Potjans TC, Diesmann M and

- - \\ s / . Fukai T (2011) Layer-dependent attentional
L4 - 5 \ - . processing by top-down signals in a visual
L5 \ - !\ L eectorvard | cortical microcircuit. Front Comput Neurosci 5:31
input/output
& . \ .. / W excited state
L6 5 ; : # inhibited state

tirhe
The Cell-Type Specific Cortical Microcircuit:
Relating Structure and Activity in a Full-Scale

This Article

Cereb. Cortex (2012)

i]ii t“?, 1‘[ doi: 10.1093/cercor/bhs358
Sp llg NE l]l'k ﬂdEl First published online: December
2, 2012

1,2:31 1:2+4,5
Tobias C. Potjans Lr and Markus Diesmannls This article is Open Access

= Author Affiliations » Abstract Free
Unstitute of Neuroscience and Medicine (INM-6), Computational and Systems Full Text (HTML) Free
Meuroscience, Research Center Juelich, Juelich, Germany Full Text (FDF) Free
ZBrain and Meural Systems Team, RIKEN Computational Science Research - Classifications

Program, Wako-shi, Japan

3Facult',r of Biology III, Albert-Ludwigs-University Freiburg, Freiburg, Germany
“Medical Faculty, RWTH Aachen University, Aachen, Germany - Sarvices
SRIKEN Brain Science Institute, Wako-shi, Japan

Article

Alert me when cited
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Cortical flow of activity

|
frontlers Journals Events ~ Jobs~ People~ Videos~ MNews~ Blogs~
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Home Abstract
About Front. Comput. Neurosci., 08 July 2011 | doi: 10.3389/fncom.2011.00031 Full Text
Editorial Board Layer-dependent attentional processing -
3 1 1 1 Export Citation
G by top-down signals in a visual cortical ~ ®
Research Topics . . . XML
microcircuit model -
View Some Authors View Article Impact
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; 1,3,4 1,4,6
cubscribe to Alerts Diesmann"*" and Tomoki Fukai™ Frontiers
' RIKEN Brain Science Institute, Wako Japan
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! Research Fellow of the Japan Society for the Promotion of Science, Tokyo, Japan
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Research Center Juelich, Juelich, Germany

Article Type . - ) ) PubMed

| e Brain and Meural Systems Team, RIKEN Computational Science Research Program, Wako,
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Mitglied in der Helmholtz-Gemeinschaft

January 11, 2012 BGAS Workshop 15



Mitglied in der Helmholtz-Gemeinschaft

#) )0LICH

FORSCHUNGSZENTRUM

Brain-scale connectivity

Local Cortical Network Cortical Area Network Brain-scale
Connections: Connections: Connections:
v local connections v/ intrinsic connections v all connections
v/ realistic synaptic modeling 2 many synapses missing = bottom-up and

>ca major part of
synapses missing

input dependent local
network dynamics

27
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top-down approach
meet on this level

Functional Functional

Input§ 50utput
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This figure appears in the BioSoft11 talk
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Necessity of brain-scale models

= only 50% of incoming synapses of a neuron from local
source

= underconstrained model limits predictive power
= only brain-scale model represents majority of inputs
= self-sustained activity
= prain functions are distributed over many areas
= brain-scale models required to close functional circuits

= requires work on software technology

January 11, 2012 BGAS Workshop 17
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Architecture of the human cortex

Human cortex:

10! neurons

~10% synapses per neuron

a network of networks with at least three levels of organization:
= connectivity of local microcircuit

= within-area connectivity with space constant
= long-range connections between areas

Mitglied in der Helmholtz-Gemeinschaft
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Presentation Notes
better build up story
need to create mesoscopic and macroscopic measures. Can we visualize these measures?
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Meso- and macro-scale measures

Optical imaging __—EEG

brain-scale networks P /
provide the substrate for =

MesosCcopic measures
= |ocal field potential (LFP)
= voltage sensitive dyes (VSD)

and macroscopic measures
= EEG, MEG
= fMRI resting state networks

connecting biophysical modeling to the field of neuroimaging

January 11, 2012 BGAS Workshop 19
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- brain-scale networks enable the construction of meso and macro-scale measures for comparison with experimental data
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Collaboration

Places system ¢ [~ RST

About Us - NEST - Mozilla Firefox

File Edit View History Bookmarks Tools Help

$ v g @ & ‘M7htrp:,fj\-vww.nest-lnlﬂarlv:.nrgﬂndexphijhamﬁUs MG & Q)

% Most Visited~ @b Getting Started [FjThinkPadv EJNESTv [Fjofficev EJRIKEN™ ([ Tokyo-Travelv | Ejinsurance™ [iproviderv [jhardwarev [jpython [jConferencesv [ljournalsv  »

|| About Us - NEST + ¥

nest:: e

Major goals:

initiative
NEST Initiative About Us - - -
e systematica ubilsn new
= Members The Neural simulation Technology (NEST) initiative was founded in 2001 with the goal to collaborata in the development of simulation methods for biologically realistic neuronal networks.
» Projects
u Activities The main goals of the collaboration are: . .
e 2 cevelmertof e sy rd vhinion o0, simulation technolo
= Contact 2. Development of new analysis and visualizatien tools
Nisy Safimare 3. Collection of information and resources related to neural simulations
« About NEST These goals are in the joint ofa system for biologically realistic neuronal networks. It is an explicit goal of the NEST Initiative to share its results with the | =
« Download scientific community. This includes
* Documentation = publication of results in appropriate scientific journals, and
A Paatiyas » releases of simulation tools ta the scientific community (for non-commercial use). =
« Mailinglists
= Raeporting bugs The collaboration is based on the idea of mutual benefit, with each coilaborating party having the same rights (and duties] with respect to the other parties of the collaboration.
= License
« Authors What we do
The NEST Simulator ut lder GPI
The NEST initiative develops the NEST Simulator and releases it to the scientific community under the NEST License.
NEST 2.0 is available for download free of charge. To find out if NEST is suitable for your research needs, please see the list of features.
General neuronal network modeling methodology
The NEST initiative promotes the development of methods for simulation studies of neuronal networks. We are pleased to announce the publication of
Nordlie £, Gewaltig M-0, Flesser HE (2009). Towards reproducible descriptions of neuronal netwark models. 7105 Comput Biol 5(8) 21000456 .
The NEST initiative would like to encourage scientists in the field to follow the Good model description practice suggested in this paper, and to adopt the Model Description Tables proposed
|_init v maw dnwnlnad the L sTaX sourre coda for ane.of the table hass .. ;
Done

B [ d.. | m d... || € Inbox-Mozilla Thund... || (@) AboutUs-NEST-Moz... WEE=EE

= collaboration of several labs (since 2001)
= teaching in international advanced courses

= Okinawa Computational Neuroscience Course OCNC
= Advanced Course in Computational Neuroscience ACCN, Europe

Mitglied in der Helmholtz-Gemeinschaft
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MD:
- first GPL release presented at SFN meeting New Orleans 2012
- from here we need to think what the story line is leading us from the identification of the problem (memory) to the solution. Need supercomputers to aggregate memory and be able to answer new questions. Different from molecular simulations where increased computer power enables to simulate relevant longer stretches of time. Here strong scaling is important. In our case weak scaling.


Mitglied in der Helmholtz-Gemeinschaft

nest:: O JULICH

FORSCHUNGSZENTRUM

initiative

Scale-up to networks of 10° neurons

= gscale-up on K guided by 3 milestones

1. port NEST software to K 20*  Sep 2011 NEST 2.1
2. scale of 108 neurons 39 May 2012 NEST 2.2
3. towards full brain 49 Sep 2012 now

(*2g = 2nd generation simulation kernel)

= scale 108 relevant:
= larger than largest area (V1)
= enable visual cortex model respecting relative sizes
= |arger networks: long delays, sparse macroscopic connectivity

January 11, 2012 BGAS Workshop 21


Presenter
Presentation Notes
2g is contained in NEST 2.1 release, 3g is in NEST 2.2 release
2g, Sep 2011
3g, May 2012
4g, Sep 2012 (presented here for the first time)
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Characteristics of brain simulations

"= memory overhead increases with cores

= memory not simulation time limits network size

= intention to use full memory resources: maximum-filling scaling
= analysis based on mathematical model of memory consumption:

= Kunkel S, Potjans TC, Eppler JM, Plesser HE, Morrison A and
Diesmann M (2012) Meeting the memory challenges of brain-scale
network simulation. Front Neuroinform 5:35

= at different scales different components of the software dominate
memory consumption

January 11, 2012 BGAS Workshop 22
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- will not discuss the mathematical model here
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Memory layout of 3g and 4g kernel

3g memory layout
= accounts for sparseness in neuronal and connection data structures

neurons with

local targets used synapse
4g memory layout _ target A
= data structures account for : : e e
heterogeneity of synaptic oW
dynamlcs >3 local synapses of this type .
= for > 10,000 cores, neurons with
few local targets cause severe oo on| "
Overhead neurons with STOP K_plus 8B
local targets
= novel adaptive data structure 1o o -
o . . H B used synapse type an
E: copes with short target lists @\ <3 Iocal synapses of tis type
§ = not compromising on generality ot paner oS
ZE \r,f;gm 8B
E delay 8B
% STDP K_plus 8B
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the scaling is memory limited not communication bound. need to better parallelize data structure and remove “serial” overhead 
very much like we before did with computation (Morrison 2005).

- contrast to CPU bound molecular dynamics simulation?
- “memory bound” this is probably not a good term here, see below

-take out reference because is occurs on a later slide
-can we visualize the collapse?

from wikipdea:
“The performance of a computer can be measured using other metrics, depending upon its application domain. A system may be CPU bound (as in numerical calculation), I/O bound (as in a webserving application) or memory bound (as in video editing). Power consumption has become important in servers and portable devices like laptops.”

from stackoverflow:

CPU Bound means the rate at which process progresses is limited by the speed of the CPU. A task that performs calculations on a small set of numbers, for example multiplying small matrices, is likely to be CPU bound.

I/O Bound means the rate at which a process progresses is limited by the speed of the I/O subsystem. A task that processes data from disk, for example, counting the number of lines in a file is likely to be I/O bound.

Memory bound means the rate at which a process progresses is limited by the amount memory available and the speed of that memory access. A task that processes large amounts of in memory data, for example multiplying large matrices, is likely to be Memory Bound.

Cache bound means the rate at which a process progress is limited by the amount and speed of the cache available. A task that simply processes more data than fits in the cache will be cache bound.

I/O Bound would be slower than Memory Bound would be slower than Cache Bound would be slower than CPU Bound.

The solution to being I/O bound isn't necessarily to get more Memory. In some situations, the access algorithm could be designed around the I/O, Memory or Cache limitations. See Cache Oblivious Algorithms.
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How to measure scalability

runtime
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Weak scaling

weak scaling
neurons per core Nj; = const

slower update of
neuronal state

faster update of

.Y neuronal state ]
....................................................... 5

ol eyl el el eyl 1

number of cores

= faster element update (decreased t,) leads to worse scaling as
communication dominates runtime already at fewer cores

= or the other way round: a better scaling can be achieved by using an algorithm
which performs a slower element update (e.g. integration with smaller step
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Presentation Notes
so also, most of you will be familiar with strong and weak scaling, I will interpret them for you in the context of neuronal network simulations and subsequently introduce the notion of maximum-filling scaling, which turned out to be most useful for us.
need formula here to guide the discussion of the slide
we are interested in weak scaling, but anyway strong scaling is often discussed and required
separate transparency formula? Allgather assumed, parameters plugged in plots
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Limited memory resources

L strong scaling with
; limited memory ressources
o F
E
cF
S5 F
| -
E
. smaller .
E:_ network
[ lllll L Lk llllll L L I‘I‘I‘I‘Id

~

M number of cores

- network just fits on M cores

= Improving memory consumption

> larger network on M cores

weak scaling with
limited memory ressources

more neurons
per core

runtime

fewer neurons
per core

number of cores

extreme case: same network can be
simulated faster on fewer cores (dots
indicate equally sized networks)

»> communication dominates at larger number of cores

> better scaling

January 11, 2012
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need formula here to guide the discussion of the slide
we are interested in weak scaling, but anyway strong scaling is often discussed and required
separate transparency formula? Allgather assumed, parameters plugged in plots
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Maximum filling scaling of 3g on K

1000

500

simulation time (s)

STDP benchmark, K OpenMP(8), K=11250
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STDP benchmark, K OpenMP(8), K=11250
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| | | | |

xxxxx****

® ® mem. nodes

X > mem. synapses . _|
A A mem. simulation o

|o ® neurons per curel °
[ ]

2000

neurons / core

1000

a o o o °? | I

512 2048 8192 32768 13107
number of cores

neuroscientist interested in maximum use of resources

hold memory close to maximum available on node (16 GB)
neurons per core drop
simulation time increases due to increased communication

January 11, 2012
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what the scientist is interested in: represent as many neurons as possible
explain maximum filling because world is not ideal.
difference to weak scaling converges to weak scaling if no serial memory overhead
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Performance of 3g and 4g on Jugene and K

10°
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= end of dashed lines indicate machine size, the potential of K

= JUGENE largest number of MPI jobs tested 65,536 = 262,144 cores
= 74% of MPI jobs required for full K tested
= K largest number of MPI jobs tested 24,576 = 196,608 cores

= wall clock time 1 biological second of the largest 4g simulation on K: 1520s = 25min

January 11, 2012
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Dashed lines in left panel end at full machine size 
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Publication on technology of 3g kernel
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= Virtual Reality Group, Torsten Kuhlen, RWTH Aachen University
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/O characteristics of NEST

= currently no state-of-the-art simulator can write out data!

= we need to write small chunks of data continuously
= all processes write the data generated locally

= 108 neurons (each spiking at ~1/s) means 1.49 GB per simulated s
= recording membrane potentials once every 10ms means 149 GB
= recording synaptic weights multiplies by ~104

= In practice we only need data by a subset of neurons/synapses!
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Our planned use of BGAS

ront-end/batch system Terminal
Slrr_\ulatlon Analy_/5|s Results
script scrlptsv
Compute Cluster —> I/O cluster |
P \5 ‘nG\"
Spikes, membrane ? P
potentials

haft

Storage system

Long-term
storage

Mitglied in der Helmholtz-Gemeinsc

January 11, 2012 BGAS Workshop 31



Mitglied in der Helmholtz-Gemeinschaft

nest:: O JULICH

FORSCHUNGSZENTRUM

initiative

Software challenges to use BGAS

= Currently, data analysis is carried out after the simulation is over

= To use BGAS, we need to intertwine simulation and analysis

= Data might need to be collected before writing to minimize the
amount of files created on iI/0 nodes

= We have a prototype implementation for parallel i/o based on
SIONIib (with group of Dirk Pleiter)

= we require a high degree of portability; success of NEST is based
on the fact that it runs on laptops and supercomputers
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NEST code lines
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Summary

= model of local cortical network explains basic dynamical properties

" remains underconstrained because only 50% of connections are local
= functional loops only closed at the brain-scale

= 108 milestone achievable with 3g kernel (milestone 2)

= 10° barrier in sight with 4g kernel (milestone 3)

" no compromise on generality

= short run times enable use of K as discovery machine for neuroscience

" next steps:
* deliver 4g kernel to our partners
* concepts for exa-scale machines
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K, JUGENE, JUQUEEN

CPU clock speed 2.0 GHz 850 MHz 1.6 GHz
Cores / compute node 8 4 16
Hardware threads / core 1 1 4
Memory / core 2 GB 500 MB 1 GB
Total nodes 88,128 73,728 24,576
(864 racks) (72 racks) (24 racks)
Total cores 705,024 294,912 393,216
Total hardware threads 705,024 294,912 1,572,864
Total memory 1,377 TB 144 TB 384 TB
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How to measure scalability

Simple model of runtime

T = Nyt, + log,(M)t;+ (M — 1)t,m
‘_'_’ L . J
update of MPI Allgather

local neurons

N
Ny = - number of neurons per MPI process

N total number of neurons in the network
M number of MPI processes

ts start-up time

tw time to transfer 1 Byte

m message size in Bytes

~
=

time needed to update one neuron
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researcher is just interested in getting the problem solved but applications for computing time often requires the demonstration of certain scaling properties of the software, in particular strong scaling is often discussed and required
therefore we need to discuss the scaling of neuronal simulations and develop awareness of the particular constraints and requirements of neuronal simulations
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