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Activity 1: Exascale Code Scalability

Achieve exascale readiness by

- improving scalability

- facilitating portability and

- future-proofing

- increasing resource and

- energy efficiency

to enable ESM codes to run

- simulations at higher resolution
- resolving more processes

The Joint Lab activity can support this via

- fostering synergies

- optimising community-wide developments

- preparing the HGF ESM community for the first European exascale
machine
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With ESM dwarfs, architecture-specific optimizations are implement-
ed and explored, by employing low-level libraries or code develop-
ments, written as code in a domain-specific language (DSL).

Activity 2: Exascale Workflow Scalability

Prepare for extreme data processing by exploring
- Novel storage concepts for exascale

- Data staging and file size handling

- Extreme data services and exchange

- Postprocessing and analysis workflows

SSD-based fast storage tiers
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staging data to a faster
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SSD-based storage layers,
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Access to ESM data for anonymous users or user groups is
granted without knowing the authenticity of the user. HPC
administrators and ESM scientists work together on respons-
abilities and firewall settings to define service accounts which
can deal with the demands of such untrustable users.
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