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Plasma accelerators

Radiation Tumor Therapy
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Plasma accelerators

Radiation Tumor Therapy with Ions
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8 X-Ray Beams 2 Ion Beams



Plasma accelerators

Accelerators can become quite big machines
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HIF Heidelberg



Plasma accelerators

Can we make them smaller?
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Plasma accelerators

Lasers FTW!
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High
Power Laser

Metal Foil



Plasma accelerators

Making everything very easy with levitating platic spheres
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Plasma accelerators

In theory, theory is easy
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experiment

simulation



Plasma accelerators (2015 on ORNL TITAN / #1 Top 500)

From 4 PByte to 100 kByte
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18,000 GPUs7 Simulations @ full plasma density
= 60 MCPUh
ORNL INCITE Highlight
18,000 GPUs, 4 PByte of high quality data



Plasma accelerators

Spanning 6 orders of magnitude in time
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• “cleaning” of temporal 
contrast with plasma mirror 
techniques

[1]

ASE can be
suppressed by PM

Features on sub-ps scale remain!

• Shot-to-shot fluctuation

• Experimentally accessible but still 
challenging to measure



Plasma accelerators (2018 on CSCS Piz Daint, #3 Top 500)

That was in the olden days ─ things are surely much better now!
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18,000 GPUs

PIZ DAINT, CSCS Switzerland

109,000,000 CPUhs

“Overall , this is an outstanding proposal. The High Performance Computing resources requested are appropriate.
The PIs should try to reduce the data requirements and try to find a solution that is
technically possible for CSCS.”



Validating codes on the stomic scale

Towards higher energies
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2 μm titanium

Plasma-Instabilities may degrade
ion beam quality.

Clearly seen in experiment & 
simulation, but only simulations can
provide atomic resolution of plasma
dynamics….



Testing codes on the atomic scale

Looking at plasma dynamics at atomic resolution @ HIBEF / EU-XFEL

13



Testing codes on the atomic scale

Different instabilities create different scattering images
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Simulated Plasma Density

Small Angle X-Ray Scattering



Testing codes on the atomic scale

Inversion of data is hard ─ Learning from CERN
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SIMEX_PLATFORM

Each system imaged is a full High Performance Computing simulation



Testing codes on the atomic scale

Data is coming
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What we will (at least) need in the upcoming years

Data-intensive computing & Human in the Loop
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• Low-level software stacks for heterogeneous computing

• Data dependency and data flow descriptions

• Abstraction of communication and communication topologies

• A new way of thinking domain decomposition

• In-Memory workflow coupling

• Visual analytics combined with immersive UI interfaces, Machine Learning & Feedback

• Real time data fusion of experimental & simulation data and surrogate modeling
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The Particle-in-Cell algorithm

Domain decomposition in Super Cells
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The Particle-in-Cell algorithm

Particle caching via Particle Frames
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Abstraction Library for Parallel Kernel Acceleration

Single source heterogeneous many-core programming in C++
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Abstraction Library for Parallel Kernel Acceleration

Parallel, redundant hierarchy (CUDA, OpenCL, HIP)
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Abstraction Library for Parallel Kernel Acceleration
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FUTURE:

Parallel, redundant hierarchy (CUDA, OpenCL, HIP)



Abstraction Library for Parallel Kernel Acceleration

Mapping the abstract hierarchy to real hardware
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Abstraction Library for Parallel Kernel Acceleration

Alpaka Backends
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Abstraction Library for Parallel Kernel Acceleration

Memory allocation and kernel call
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Abstraction Library for Parallel Kernel Acceleration

SIMD optimized vector addition
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Abstraction Library for Parallel Kernel Acceleration

Zero overhead (DGEMM)
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Abstraction Library for Parallel Kernel Acceleration

Zero overhead (Vector Addition)
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Abstraction Library for Parallel Kernel Acceleration

Heat diffusion simulation
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Abstraction Library for Parallel Kernel Acceleration

CUPLA ─ CUDA2ALPAKA
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Abstraction Library for Parallel Kernel Acceleration

CUPLA ─ PIConGPU Plasma Simulation

René Widera
porting 80k LOC
in 3 weeks
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Abstraction Library for Parallel Kernel Acceleration

CUPLA ─ GAPD Diffraction Simulation
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In-memory coupling of two Alpaka-fied codes

In-memory workflow coupling
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The bandwith hierarchy is killing us

In-memory workflow coupling
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C++ JIT compilation and Jupyter Notebook integration

Cling and clang for Python-like C++ with GPUs and more
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https://developer.nvidia.com/gtc/2020/video/s21588



Strongly-coupled visualization of data with ISAAC

Visual analytics combined with immersive UI, ML & Feedback
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Next up: Creating task graphs from data dependencies

REsource-based, Declarative task-GRAphs for Parallel, Event-driven Scheduling
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Next up: Creating task graphs from data dependencies

redGrapes ─ Data flow much more complex than data dependencies
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Next up: Parallelism needs performant memory access

Low Level Abstraction of Memory Access
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Next up: Parallelism needs performant memory access

Parallel object-like memory allocation & optimized deep copies
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„mallocMC“



Modularizing code becomes more important

Exascale programming is not and should not be for everyone
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When going to Exascale, take babysteps inbetween

Using Summit/ORNL as a testbed
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Weak scaling from 27 nodes to 4600 on the #1 HPC system Summit



When going to Exascale, take babysteps inbetween

But think before you simulate
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PIConGPU on FULL Summit
Peak power: 8MW

Sustained power: 5.8MW

# NODES       :     4600

# GPUS        :    27600

# particles :  1.01e13

# cells       :  4.04e11



When going to Exascale, take babysteps inbetween

GPUs are pretty cool
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Specs Volta Ampére

FP32 cores 5120 6912

Memory BW 900 GB/s 1555 GB/s

VRAM 32 GB 40 GB

Interconnect 300 GB/s 600 GB/s



Exascale System Readiness

ORNL Center for Accelerated Application Readiness (Exascale)

https://www.olcf.ornl.gov/caar/Frontier-CAAR/
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Exploring Petabytes in real time 

Visual analytics combined with immersive UI, ML & Feedback

Laser-driven Ion Acceleration with PIConGPU & ISAAC 46



Make your code Exascale-ready
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Abstraction Library for Parallel Kernel Acceleration

Meet us on Github!

https://github.com/alpaka-group/alpaka
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