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Usage model of JSC resources
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User

Account: surname#
Grants: JUDOOR access

Re
se
ar
ch
Pr
oj
ec
t1 PID: CPRJ42, PI: PI1

Budget: PRJ42:
10000 core hours on JUWELS
Unix group: CPRJ42

PROJECT
20TB

SCRATCH
90TB

Re
se
ar
ch
Pr
oj
ec
t2 PID: CPRJ97, PI: PI2

Budget: PRJ97:
950 core hours on JURECA
Unix group: CPRJ97

PROJECT
20TB

SCRATCH
90TB

Da
ta
Pr
oj
ec
t1 PID: D172, PI: PI3

Unix group: D172

ARCH
400TB

DATA
20TB

Unix group: juser
HOME: 16GB (at least
access to one project
necessary)
SSH-Key per system

Budget name:
Necessary to submit
jobs to the cluster

Login name to the
system and into
JUDOOR

Dataspace:
Shared by all project members

System name:
Multiple systems and
partitions can be
granted per project
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Getting access to JSC resources

320.11.2023

Test project Compute project Data project
Apply anytime twice a year: mid Feb/Aug

next deadline:
14 February 2024, 17:00 CET

anytime

Compute time ~ (5.-20.) 000 core-h intensive ≥ (5.-10.) Mcore-h none
Duration up to 4 months 1 year 1 year
Systems JUWELS, JURECA,

JUSUF, JUDAC
JUWELS, JURECA, JUSUF,
JUDAC

JUDAC

Filesystems PROJECT, SCRATCH PROJECT, SCRATCH ARCHIVE, FASTDATA,
DATA

https://www.fz-juelich.de/en/ias/jsc/systems/supercomputers/call-for-applications-for-test-projects-
with-jsc-supercomputing-and-support-resources
https://www.fz-juelich.de/en/ias/jsc/systems/supercomputers/apply-for-computing-time
https://www.fz-juelich.de/en/ias/jsc/systems/supercomputers/call-for-proposals
https://www.fz-juelich.de/en/ias/jsc/services/data-services/data-projects



3 Steps to access the HPC systems
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Step 1: JuDoor account registration
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https://judoor.fz-juelich.de
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Step 2: Join a project
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in JUDOOR if you
know the project ID

Follow invitation link send
by PI or PA
https://judoor.fz-juelich.de/projects/join/...

Two alternatives

PI/PA receives notification and grants
project resource specific access
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If you are already a project member but don’t see all
available project systems, you can use



JuDoor
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Project list overview

A user can be part of multiple compute and data projects

Compute project

Data project
PI/PA access



JuDoor
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PI/PA
• receives notification
• manages project members
• grants access to specific resources
• manages data inheritance (PI only)
• has access to all project info on
LLview and Kontview

PM
• project specific permanent contact
point at JSC

• either from a SDL or ATML

Data access is possible up to
3 month after the end of the
project via JUDAC.

https://www.fz-
juelich.de/en/ias/jsc/services/user-
support/project-mentoring



JuDoor
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Projects connected to this resource

Usage agreement link must be visited
first before Manage SSH-Keys link
appears

Each projects grants access to various systems and partitions.
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Step 3: Upload your SSH-key
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Can be a list of static IP, a static
network range, a static hostname
or a hostname suffix using * as a
wildcard symbol

Your current public IP

More details on from-clause
handling and key generation



Further steps to get you going
Log in to JSC system of choice, over terminal:

ssh [–X] <username>@<system>.fz-juelich.de

alternatively you can use JupyterLab, favourite editor (upon set up of ssh connection), mount point (sshfs)

 This will bring you to $HOME on <system> (there is a separate home on each JSC system)

Note: $HOME has only 16GB and is not meant for production - go to: $PROJECT or $SCRATCH
Note: $SCRATCH has no backup and files that have not been touched 90 days are automatically deleted
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Talk tomorrow by
J.-H. Göbbert (JSC)



Further steps to get you going
Log in to JSC system of choice, over terminal:

ssh [–X] <username>@<system>.fz-juelich.de

 This will bring you to the Log in node:
• shared resource
• time spend on Log in node is not deducted from the budget
• number of parallel processes limited
• not meant for production but for setup, compilation and submission to:

 Compute node:
• exclusive resource, no node-sharing
• submit jobs using (PS)Slurm or get an interactive session
• all time a compute node is allocated for you is deducted from your budget also if no computations are performed!
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Talk tomorrow by
C. Paschoulas (JSC)



Documentation
& overview
preinstalled software

Supercomputers: https://www.fz-juelich.de/en/ias/jsc/systems/supercomputers(/<system>)
Storage systems: https://www.fz-juelich.de/en/ias/jsc/systems/storage-systems(/<system>)
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Talk tomorrow by
R. Schöbel (JSC)



Quota calculation
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#nodes x #physical_cores_per_node x runtime

• #physical_cores_per_node:
• JUWELS or JUWELS_BOOSTER: 48
• JURECA-DC or JUSUF: 128

• runtime: actual job runtime, not the provided walltime of the job

• There is no node-sharing on compute nodes
• The quota is fully placed on the day when the job ended
• The quota of a job is not taken into account in advance
• The base priority of a job based on the overall project quota and is updated on a daily basis



JuDoor quota status
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Budget name to
submit a job

Lost

Used Available

Over Budget

Consumed
last & this month

Consumable budget of
next month
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Budget left from
last month

Soft limit

Hard limit
Limit on memory Limit on number of inodes = files + directories



Jutil tool & budget monitoring
• The budget can be monitored using the command line tool jutil in the terminal
• jutil can also be used to activate a specific budget by default for a running shell:

complementary to providing the budget on a per job basis (using the --account or -A
option in the batch script)
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# See your projects
jutil user projects

# See your compute allocation
jutil user cpuquota

# See your disk quota
jutil user dataquota

# Activate environment (and optionally default budget) for a given project
# Sets $PROJECT and $SCRATCH
jutil env activate -p <project> [-A <budget>]

https://apps.fz-juelich.de/jsc/hps/just/jutil.htmlhttps://apps.fz-juelich.de/jsc/hps/just/jutil.html



Project quota overview: KontView
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3-month window used quotatotal quota now

Accessible from JuDoor:
User view PI/PA view



Project quota overview: KontView
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disc usage inodes usage

used quota totalused quota user

now

PI/PA view:
display quota per user:

Storage utilization:



Service status
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https://status.jsc.fz-juelich.de/
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Read the MOTD



Service status
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Job monitoring & reports: LLview
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https://llview.fz-juelich.de/<system>

Logindata: JuDoor username & password



LLview
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Job overviews

Job report
(interactive

HTML view, or
PDF download)

Total I/O traffic
Avg. network
traffic

Scheduler overview

Avg. load &
max. memory Error states

Job specific metric history for CPU, GPU, …

Efficiency scoreJob info (start, end, nodes)User info

Auto-Reload

Live View

LLview version 2.0
Dec. 2022



Job reports
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#!/bin/bash -x
#SBATCH --mail-type=BEGIN,END,FAIL
#SBATCH --mail-user=<email>

receive link to job report per email:



Job reports – further job stats
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Scheduler overview
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• Current usage
of system:
- clickable
- update 1min

• Mapping of
jobs to nodes

• Prediction of
system usage
using JuFo

JuFo: Simulator for Job Schedulers on HPC Systems, C.Karbach, T.Bauer, JSC



HELP

Contact SC support at sc@fz-juelich.de or your Mentor if you need any help.

• Which system did you use? What is your user ID?
• If there was an error, what is the error message?
• Is the error reproducible?
• If related to a job, what was the job ID?
• Which module environment did you use?
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mailto:sc@fz-juelich.de

