OPTIMIZING AN HPC LBM APPLICATION USING CUDA GRAPHS
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Introduction

With increasing focus on scalability and performance of high performance
computing applications, it has become important for the simulation softwares

cudaKernelNodeParams kernelNodeParams = { 0 };
kerneINodeParams.func = (void+)compute_kernel;

to be able to utilize the underlying hardware as comprehensively to its maxi- | / tg;zg:sgggiz:zmzglréciEE)r?m==_géllng
mum performance. L MPLreey I| kernelNodeParams . sharedMemBytes = O0;
. . . . . .-“r . . . -“*, ™ = id ** :
wal Berla [2] is a multiphysics software framework that has achieved high scal- el (on) () ' (o L“'\ - Eg:;g:mgggigzm: . l;irtrrmzlzarl\laai = (voids+)kernel_args;
ability and performance. It achieves this excellent performance due to archi- \ ; —
tecture specific code generation algorithms [1] combined with efficient com- | — C“daféiﬁﬁﬁi‘l’ﬁire”f!iﬁidi?fﬁ?;”ewﬁe’lNgoriﬁgaranrﬁgfDepe”denc'es'data()’
munication and parallel data structures like BlockForest. | MPL-Waitall 1
In this work, we attempt to improve the GPU utilization of an Lattice-Boltzmann v et | (oot (o) Lo e Caren joner graph Conclusions
I\/Ieetr]()(j <[L.E3I\/r) ES()ft\A/Elrfe. q‘. Sy "#H.F "HP A ."
SRR LA
NPT
D IRAIISEIRINA
[ X AARRRRIRIRIAN More than 100% i in perf f ller block si
Mﬁﬁhﬁtﬁg_‘ SSAN PN » More than o iImprovement in performance for smaller block sizes.
ObjeCtiVES and Motivation o ﬂ Zl‘%:.n.n;’lg > Between (7 and 237% improvement for large block sizes.
» Traditional MPI Calls not integrable into CUDA Task Graphs
end
Objective: » Possibility of further performance benefits by using communication frame-
= process P, works which can be integrated into graphs (NCCL instead of MPI).
m process P Fig. 4: Dependency Between Kernels in Walberla » Promise of performance improvement while using using Task Graph ap-
B process P3 (Yellow : Pack/Unpack Kernels, Green: MPI API Calls, Gray: begin/end, Orange: Outer Domain, Others: Inner Domain)

Exploit CUDA Graphs to improve GPU
utilization in Walberla for simulations

with small block sizes. Fig. 1: Domain Partitioning in Walberla. The whole

proach to GPU kernels in applications with smaller kernels.
Next Steps

— All pack kernels —Inner Domain Kernels » Port More Complex Use Cases to CUDA Task Graphs
— All unpack kernels —Outer Domain Kernels » Port MPl Communications to use NCCL

= process I » Port UniformGridGPU Benchmark to CUDA Graphs using 4 Graphs

domain is divided into blocks of possibly different

sizes. The blocks are then distributed among the _ _
available processes » Exclude CUDA-Aware MPI calls to avoid complexity of the structure of software.

Motivation » Use cudaStreamSynchronize to synchronize graph and non-graph components

» Empty nodes added at beginning and end to help the graph scheduler.
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