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1 Introduction

X-ray absorption spectroscopy (XAS) is a local probe of the electronic and geometric structure
of materials. It is element specific and can likewise be applied to gases, liquids, and solids.
Almost any material like catalysts, minerals, and biological tissue (in its natural aqueous envi-
ronment) can be investigated. It can be used to study surfaces (e.g. at grazing incidence or by
specific detection modes, see below), interfaces, buried layers, and impurities at low concen-
trations. Special techniques have been developed to study magnetic layers and small magnetic
structures which are now widely used in magnetic storage devices and magnetic sensors.
X-ray absorption needs intense tunable X-rays. Therefore,today, the synchrotron is exclusively
used as a source [1]. Prior to the synchrotron the continuousspectra of X-ray tubes had to be
used and monochromatized. Measurements were tedious and time consuming. Therefore, for a
long time the method suffered from the low brightness of conventional X-ray sources. This is
in contrast to X-ray photoemission spectroscopy (XPS) [2] which could use the much brighter
characteristic X-ray lines of X-ray tubes and X-ray fluorescence spectroscopy and Auger Spec-
troscopy which also could use electron excitation. Other like XPS and Auger Spectroscopy it
does not depend on ultrahigh vacuum conditions. In contrastto XPS which due to the limited
escape depth of the photoelectrons is restricted to near surface areas it is feasible to also inves-
tigate subsurface structures like buried interfaces in semiconductors devices or GMR-sensors.
A variety of books has appeared on the field of which only a few can be mentioned[3-7]. Varies
aspects of this contribution have also been dealt with in earlier Spring Schools of this series
[8-14]. The historical development of the field is describedin ref. [15].
The basics of the processes can often be interpreted in termsof a simple single particle picture
(independent electron approach) thereby ignoring many body effects.
In x-ray absorption spectroscopy one scans the radiation energy and observes the absorption.
The sample is irradiated with monochromatic x-rays of energy hν and an electron is excited to
an unoccupied state of the atom or even ejected into the continuum of states.
When the energy is sufficient to excite a new core level to above the Fermi level a jump in the
absorption cross section is observed. Discrete structurescan be observed just above the thresh-
old. They are divided into the x-ray absorption near edge structure(XANES) and the extended
x-ray absorption fine structure (EXAFS). In an atom one expects a few sharp(discrete) lines just
above the threshold, followed by a continuum. XANES is a probe of the local environment of
an atom or of the unoccupied density of electronic states (inaccordance with selection rules).
A core hole created by the absorption of a x-ray photon can decay by x-ray emission (emission
of a photon of lower energy) and transfer of an electron from ahigher occupied level into the
hole. In another decay channel the excess energy is transfered to another electron which is then
ejected as an Auger electron. The energy of the Auger electron is independent of the energy of
the exciting x-ray photon. Traditionally XAS spectra are measured in transmission mode. The
spectrum is given by the ratio of the intensity before and after the absorber. In order to avoid
saturation effects it is desirable to use thin absorbers 2-10 nm. The spectrum is then given as
a ratio of two large numbers and the shot noise is large. For low photon energies the preferred
method of detection is that of photoyield. Then, when the absorption length is much larger than
the escape depth of electrons or fluorescent radiation, the signal is proportional to the fraction
of the incident radiation absorbed in the surface region. The use of XAS in the photoelectron
yield mode is much more sensitive then photo-electron spectroscopy because in XAS the pho-
toelectrons are not energy selected. The probing depth is some ten nm, rather then 0,5 to 2nm
as in PES, because multiply scattered electrons are also detected.
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In the next chapter I will recall some basic X-ray features, then in chapter 3 we will discuss
the near edge structures (XANES). The XANES, also called NEXAFS, probes the projected
electronic density of empty states (local partial density of States LPDOS) and the valence of
absorber atoms. In chapter 4 the EXAFS which probe the interatomic distances and the co-
ordination number will be briefly described. Chapters 5 and 6are devoted to X-ray magnetic
circular dichroism (XMCD) and x-ray magnetic linear dichroism (XMLD). These address spe-
cial methods that have been developed to study magnetic filmsand nanoparticles. They are the
prerequisite for the photoelectron emission microscopy (PEEM) which allows to study magnetic
domains and the dynamics of magnetic particles on the nm scale [16].

2 Some X-ray Basics

Traditionally X-ray absorption is measured in transmission mode (we will later see that other
possibilities exist). A spectrum is obtained from the ratioof the beam intensities in front and
behind the absorber while the photon energy is tuned. Since X-rays are electromagnetic waves
their absorption in a homogeneous material is described by the Lambert-Beer’s law:

I = I0e
−µx. (1)

Here I0 is the incident X-ray intensity andI is the remaining intensity after the beam has
propagated the distancex inside the sample. The linear absorption coefficientµ = µ(~ω)
depends on the energy of the x-ray photons and is related to the absorption cross sectionσ(~ω)
[cm2/atom] as

µ =
ρNA

A
σ (2)

whereρ is the density of the target material,NA is Avogadro’s number andA is the atomic
weight of the target material. To get a quantity that is independent on the target density the
mass attenuation coefficientµm = µ/ρ is often given. For mixed targets the mass attenuation
coefficient can be calculated by summation of the contribution of the individual constituents.

µ

ρ
=

∑

i

(
µ

ρ
)ici, (3)

whereci is the weight concentration of the respective absorber atoms.
Four basic effects can contribute to the X-ray attenuation.These are the photoelectric absorp-
tion, the elastic (Rayleigh, Thompson) and the inelastic (Compton) scattering, and at energies
above 1.022 MeV the electron-positron pair production. In the spectral range of interest here
the photoelectric excitation is the dominant process, and we will consider only this contribution.
In textbook chapters on x-ray absorption one usually finds pictures like that in Fig.1. Here the
mass attenuation coefficient is plotted as a function of the X-ray wavelengthλ[Å], the photon
energy correspondingly increasing from the right to the left asEph = hν = hc/λ where h is
Planck’s constant and c is the vacuum velocity of light, respectively.
As we shall see, such pictures only permit a rough overview since they omit all the fine details
that we will be concerned with later. Anyway, in most of the spectral range plotted the atten-
uation coefficient decreases with increasing photon energy, approximately∝ 1/(~ω)3, except
for certain points where it raises drastically. It is the vicinity of such ”absorption edges” that
we will study in some detail below. At most x-ray energies, the absorption coefficient is a
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Fig. 1: X-ray attenuation coefficientµ/ρ [cm2/g] for a platinum foil (Z=78). Note the dra-
matic increase of the absorption with respect to the pre-edge background at the onset of the
L3 absorption edge. The absorption by 4 electrons in the2p3/2 subshell is much stronger than
the absorption by the 68 outer electrons of platinum altogether. Thus, X-rays are selectively
absorbed by certain core electrons once the demanded threshold energy is exceeded. This is
true for theK edge as well.

smooth function of energy, with a value that depends on the sample density, the atomic number
Z, atomic mass A, and the x-ray energy E roughly as

µ ≈ ρZ4

AE3
. (4)

For practical purposes it is often fit to so called victoreen functions [17] of the form

µ(λ) = a · λ3 − b · λ4. (5)

At the edges the photon energy reaches a value that is sufficient to excite an electron from a
strongly bound core level to some high energy unoccupied state. With increasing energy it
will even be ejected beyond the ionization limit into the continuum of states. The edges are
denoted by lettersK,L,M, . . . beginning this sequence with the edge of the highest energy.
This nomenclature was introduced by Barkla and Kossel and dates back to the time when the
quantum theory of the atom was not yet fully developed [18]. It has been kept since. Today,
we assign theK-edge to the excitation of a1s-core level electron, theL1 -edge to excitation
of a 2s-electron, theL2 andL3 -edges to spin-orbit split2p1/2 and2p3/2 levels and so on for
M1, . . . ,M5, . . . .
In the literature the basics of the processes are often visualized in terms of a simple single
particle picture (independent electron approach). Although this is convenient for discussion
one has to be careful with such a model. For a quantitative interpretation and an understanding
of finer details a consideration of electron correlation effects is indispensable. The simple single



X-ray Absorption Spectroscopy E9.5

particle picture cannot even properly explain the splitting of the2p levels in Fig.1. The reason
lies in the fact that the spin-orbit splitting of the2p-levels is a “final state effect” rather than an
“initial state effect”; that is to say, that in the initial state the2p-electrons are in a2p6 closed
sub-shell configuration. In this closed shell configurationthe angular momentum is completely
canceled and, thus, there is no spin-orbit interaction. To understand the level splitting we have
to argue in a more proper configuration picture [19] as follows:
X-ray transitions - like other optical transitions are usually electric dipole transitions1. We
therefore have to consider the following selection rules for excitations to be allowed:

∆l = ±1

∆ml = 0,±1

∆ms = 0

∆j = 0,±1

∆L = 0,±1

∆S = 0

∆J = 0,±1, not allowed0←→ 0.

For the2p levelsp → s andp → d transitions are allowed. Due to Fermis Golden Rule the
transition probability per unit time from an initial state|i〉 to a final state|f〉 is

Pif =
2π

~
| 〈f |ǫ · r|i〉 |2ρf(E) (6)

whereǫ is the polarization vector of the electromagnetic wave andǫ · r is the interaction op-
erator in the dipole approximation.ρf (E) is the energy density of final states. This equation
is derived from time dependent perturbation theory for an atom that is loosely coupled to a
classical radiation field [20]. The X-ray field is treated as aclassical plain wave.
In a metal the edge transitions occur to final states just above the Fermi level2. For a transition
metal, like Pt, with an incompletely filledd-electronic shell we therefore expect a dominance
of thed-final states over thes-final states. Because of this dominance ofd states we will ignore
here thep → s transitions. Thus, in a configuration picture the initial state can be described
by a2p65d9 configuration. Alternatively, because of the cancellationof the angular momenta
in a completely filled shell, this initial state can also be described as ad1 hole configuration
of thed states. The final state2p55d10 has a closedd-shell and can be described as ap1 hole
configuration of the2p states.
A L2,3-edge transition is then ad → p hole transition from a5d1 to a 2p1 hole configuration
3. In this final state we have an incompletely filled2p shell which naturally will show spin-
orbit interaction. The spin- orbit splitting of thep shell is therefore a “final state effect”. In a
Russell-Saunders coupling scheme theL3- andL2-edges then correspond to2D −→2 P3/2 and
2D −→2 P1/2 transitions, respectively. Note, that in this scheme theJ = 3/2 state has the
lower energy as required by the Hund’s rules [19]. Despite this described shortcoming of the
single particle picture it is widely used in the literature to display the X-ray transitions, and we
will also do so in the following.

1Quadrupole transitions are occasionally observed but weakin intensity.
2The Pauli-exclusion principle does not allow electrons to be excited into occupied states.
3Here again we have a single particle picture. This time with ad hole ground state and ap hole excited state.

In this picture the energy scale is turned upside down.



E9.6 P. S. Bechthold

The energetic position of the individual absorption edges increases with the atomic number
approximately according to Moseleys law [21]:

ν = C(Z − σ)2 (7)

whereσ is a screening constant (σ = 1.13 for theK-shell andσ ≈ 7.9 for theL - shell). That
is, the higher the number of nuclear charges the stronger bound are the core electrons and the
more energy will be needed to excite an electron to an empty valence state. This and the fact
that the energies are so well defined makes X-ray spectroscopy so element specific.4

Fig. 2: X-rayK-edge absorption of some3d transition-metal foils. This figure clearly proofs
the elemental selectivity of X-ray absorption. Above the edges the spectra clearly show some of
the fine structure which is the subject of this contribution [23].

Fig. 2 showsK-edge absorption spectra of the3d metals Cr to Zn. It clearly demonstrates
the shift of the absorption edge with atomic number. The figure also displays some of the fine
structure that we want to discuss.
Once created, a core hole will rapidly decay either by X-ray fluorescence or by an Auger tran-
sition. Thereby the core hole is refilled by an electron from ahigher level. In the first process
a characteristic X-ray Photon is simultaneously emitted. As an optical transition it also obeys
dipole selection rules. The photon energy matches the energy difference of the two levels and
is characteristic to the atom. The emission lines are denoted by the signature of the initial core
hole (K,L,M,. . . ) with a numbered Greek index identifying the shell and the level from which
the transition electron originates:Kα1

,α2
, Kβ1

, . . . .
As an example Fig. 3 shows levels and transition lines for Cu (Z= 29). The position of the
corresponding absorption edges which always are higher in energy are given as well [24, 25].
In the Auger process the excess energy is taken away by another electron5. Note that the

4Using the relationship (7) Dauvillier and Urbain in 1922 were able to identify element 72 (Hafnium) by itsL
emission lines [22]

5A review of the first 70 years of Auger spectroscopy has recently been given by W. Mehlhorn [26].
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Fig. 3: Correspondence of X-ray emission lines and participating atomic levels for the case of
Cu (Z=29). The position of the absorption edges are also given [24, 25].

Auger transition is not a two step process, but a single quantum mechanical transition. Auger
transitions are characteristic to the atom as well. They arenot restricted by dipole selection
rules. Auger transitions are denoted by the three electronic levels involved, e.g.KL2,3M2,3,
where the first letter labels the initial core hole. They are further classified as Coster-Kronig
transitions, if one of the final-state holes has the same principle quantum number as the initial-
state hole, e.g.,L1L2,3M , and super Coster-Kronig transitions, if both final-state holes have
the same principle quantum number as the initial state hole,e.g. L1L2,3L2,3. Their energetics
does not depend on the excitation process. This provides us with an easy means to distinguish
Auger electrons from directly emitted photoelectrons. By changing the excitation wavelength
the kinetic energy of direct photoelectrons will be shiftedwhereas the kinetic energies of Auger
electrons are fixed. Such experiments can even be done at laboratory XPS - machines because
usually two characteristic X-ray line sources are available, namely AlKα at 1486.7 eV and Mg
Kα at 1253.6 eV. The kinetic energy of the Auger electron can be estimated asEkin = Ecore −
E1 − E2. HereEcore, E1, E2 are the binding energies of the initial core hole and the other two
electrons taking part in the process, respectively. Corrections will be necessary to this equation,
however, because of correlation effects [27,28]. X-ray fluorescence and Auger transitions are
competitive processes. Their relative abundance depends on the atomic number as shown in
Fig.4. where the relative yield is plotted as a function of atomic number. ForK-shell excitations
the Auger transitions are dominant atZ ≤ 31 (Ga) whereas the fluorescent emission is stronger
at the heavier elements. For L-shell excitation the Auger transitions are dominant for all stable
elements. Both processes, X-ray fluorescent emission and Auger decay themselves form the
basis for widely used spectroscopies. Of course, Auger spectroscopy requires the better vacuum
conditions. Due to the smaller scattering length of the ejected electrons it is also more surface
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Fig. 4: Comparison of X-ray fluorescence- and Auger yield as a function of atomic number for
theK andL3 absorption edges [25].

sensitive than both, X-ray fluorescence spectroscopy and X-ray absorption spectroscopy.

For X-ray absorption the secondary processes imply the possibility of new detection schemes.
An energetic Auger electron will often produce an avalancheof secondary electrons. A frac-
tion of these will have enough energy to overcome the work function and leave the sample.
Therefore, in the most easy experimental detection scheme the sample is simply connected to
a pico-amperemeter and the drain current measured. This total-electron-yield (TEY) detection
is a popular technique in solid state physics and surface science. The short scattering length of
excited electrons limits the probing depth of this technique to about 10 nm. It is larger, though,
than in XPS- and Auger measurements because here all the electrons are simultaneously col-
lected, also the multiply scattered secondary ones. Alternatively, the emitted electrons and also
the fluorescent photons may be measured by a suitable electron or photon detector in front of the
sample. By choosing grazing incidence in reflection for the initial photon beam both detection
techniques can be made surface sensitive. The distance thatan electron can travel through the
solid, the escape depth, varies with energy. Therefore, surface sensitivity can also be achieved
by choosing only Auger electrons with a small escape depth for detection (partial-yield detec-
tion).

Fig. 5 shows a scheme of the experimental arrangement for a typical absorption measurement.
In transmission mode a thin sample is placed into the monochromatized synchrotron beam. The
beam intensity is monitored in front of and behind the sampleby ionization chambers. It is com-
mon practice to measure the transmission of a reference sample in a third ionization chamber
to eliminate fluctuations and to reliably detect small shifts of the samples absorption edge with
respect to the reference. Fluorescence detection is preferentially used for very diluted absorbers
because then the signal in transmission mode is the difference of two large intensities resulting
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Fig. 5: Arrangement of a typical X-ray absorption experiment[8,29].

in large background noise. Also the reabsorption of the fluorescence photons is minimized in
this mode. Energy dispersive Si(Li)- detectors, szintillation counters or gas filled proportional
counters may be used to discriminate the sample fluorescencefrom the background signal. Pho-
todiodes, channeltrons and channel plates are also used fordetection.

Fig. 6: X-ray absorption coefficient of copper in the region of theL andK edges. The inset
shows an expanded view of theK-edge region with the separation into a XANES and an EXAFS
range [30].

Fig.6 shows the absorption coefficient at theL andK edges of a Cu-foil and in more detail the
absorption fine structure in the vicinity of theK-edge. Such spectra are usually decomposed
into three parts: The first part is the so called ”pre-edge” region which contains the background
due to lower energy absorption transitions and sometimes also weak but specific absorption
features to be discussed below. The second part is the XANES (X-ray Absorption Near Edge
Structure) or NEXAFS (Near-Edge X-ray Absorption Fine Structure) - which basically means
the same and includes the actual edge and the area to about 30 eV beyond the edge. Because of
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the dipole selection rules XANES (NEXAFS) probes the projected electronic density of empty
states (local partial density of States LPDOS) and the valence of the absorber atoms.
The third region is the EXAFS (Extended X-ray Absorption Fine Structure) range which may
extend to about 1000 eV beyond the edge and essentially contains structural information about
the immediate neighbourhood of the absorber atom. EXAFS probes the coordination number
and the interatomic distance.

3 Near Edge and Pre-edge Structures

The XANES part starts at the first strong dipole allowed transition (s → p transition in case of
aK-absorption edge) below the ionization limit. This is nicely demonstrated in the gas phase
spectrum at theK absorption edge of Ne in Fig. 7.

Fig. 7: total cross section for photoionization of Ne in CO2 atK edge absorption. The curves
are fits to the data with a Gaussian with FWHM fixed to 66 meV [31].

The Ne atom has a1s22s22p6 configuration in its neutral ground state. Only transitionsinto
unoccupied states are allowed. Therefore the first available unoccupied state in accordance
with the∆l = ±1 selection rule is of 3p character, the next 4p, and so on. The ionization limit
is also given. Note, that these levels correspond to1s−1np configurations where the negative
exponent denotes the core hole. They do not give the positions of the atomic p levels but will
be shifted due to correlation effects (screening).
The situation gets more complicated at theL-edges. Fig.8 shows the excitation at theL-edge
of atomic Ar. Starting at the2p levels the∆l = ±1 selection rule allows transitions tos andd
levels. The first allowed transitions are to4s and3d. Due to the spin-orbit splitting of the2p
levels each peak appears twice. This is depicted in the levelscheme on the right (but see also
the discussion on the single particle picture above). The intensity ratio of corresponding levels
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Fig. 8: X-ray absorption spectrum of argon gas in the vicinity of theL2,3 absorption edges and
interpretation of the transitions in terms of the single particle picture. Such spectra are used
to calibrate monochromators. [Courtesy of Stephan Cramm, see contribution on Synchrotron
radiation in this Spring School].

is ≈ 2 : 1 because the electron occupation of the2p levels is 4:2 in favor of the2p3/2 levels.
Spectra like this are often used for monochromator calibration.
One might think that beyond the ionization limit of the1s shell the X-ray absorption spectra of
atoms will be smooth and flat as in Fig. 1. One rather observes multielectron excitations. These
occur due to correlation effects. A typical example is a resonant double excitation process.
The core electron is ejected by the photon and concomitantlya valence electron is excited to
an empty valence orbital or ejected from the atom. In the firstcase we call it a “shake-up”
process and in the second case a “shake-off” process. The shake- up and shake- off processes
occur concurrently to the direct photoemission process. Ofcourse, the total energy has to be
conserved. Photoelectron waves passing through these two different pathways interfere with
each other which results in an asymmetric line profile of the resonance in the photoabsorption
cross section. They are called Fano resonances after U. Fanowho predicted this lineshape [32].
One might see here a certain analogy to a double slit experiment. The electron has two optional
pathways to go (this time on the energy scale)which leads to an interference pattern.
Fig.9 shows as an example 1s2s and 1s2p resonant double excitation spectra of Ne. The fit to
the first peak shows a typical Fano profile [30, 31].
Fig.10 shows a high resolutionK-shell absorption spectrum ofN2 in the gas phase. Above the
ionization limit (≈ 410 eV) besides the multi-electron excitations this shows abroad ”shape”
resonance. Such resonances are absent for isolated atoms. They are attributed to quasi-bound
states in the continuum in which photoelectrons with high angular momentum about the cen-
ter of the molecule are trapped due to multiple reflections ina centrifugal barrier potential
l(l + 1)/2r2 which reaches into the continuum states. Since the energy and the width of the
resonances depend on the shape of the potential, they are called shape resonances [37]. Mul-
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Fig. 9: Double excitation spectrum of Ne with a Fano profile fit of the most intense line. The
bars show the energies of the[1s2p](1,3P )3pnp series of transitions [33, 34].

tiple Scattering of the photoelectrons also happens in larger Molecules and solids. This and
the occurrence of multi-electron excitations are the reasons why the XANES region is extended
to about 30 eV beyond the absorption edge. In the EXAFS range asingle scattering event is
assumed (see below).
For compounds, XANES shows characteristic features for different coordinations of the ab-
sorber atom. Increasing the oxidation state of the absorbershifts the position of the absorption
edge in the XANES to higher energies. This is demonstrated inFig. 11 for some Manganese
compounds [38].
The edge shifts linear with the valence state of the atom. This is qualitatively easy to understand:
The radial distribution of the valence-electron charges contributes to the screening of the nuclear
charge also in the vicinity of the nucleus. The transfer of valence electrons to the ligands reduces
this screening. As a consequence the core electrons get lessscreened and stronger attracted to
the nucleus and it will cost more energy to bring them to an excited state.
Some times one also observes peaks in the pre-edge region close to the onset of the absorption
edge. These could be due to quadrupole transitions (s → d at theK or L1 edge orp → f at
theL2,3 edges)to empty bound states. The selection rule for these tobe allowed is∆l = ±2.
However, quadrupole transitions are generally very weak inintensity. But, for transition metal
compounds the pre-edge peaks are sometimes quite strong. They are then attributed top − d
hybridization due to the interaction with ligands. In this case the transitions get dipole allowed
due to orbital mixing.
Fig. 12 shows as an example theK-edge absorption of oxygen coordinated chromium. First,
we see the expected edge shift to higher energies when going from the3+ to the6+ valence
state. TheCr3+ is 6-fold coordinated with an octahedral environment. Withthis coordination
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Fig. 10: High resolutionK-Shell photoabsortion spectrum of gaseous N2 showing multi-
electron excitations and a “shape resonance”. The N1s→ π∗ resonance and the double excita-
tion feature show vibrational fine structure. The Rydberg series merges in the ionization limit of
≈ 410 eV [5, 35]. The figure on the right shows a scheme of a molecular potential including the
centrifugal barrier (∝ l(l + 1)/r2) where herel is the angular momentum of the photoelectron
with respect to the center of the molecule atr = 0. This potential barrier temporarily prevents
the photoelectron from leaving the molecule and gives rise to theσ∗ shape resonance above the
ionization limit [36].

in the ideal octahedral geometry - one has a center of inversion andp− d mixing is not allowed
6. The small features observed in the pre-edge region are therefore either due to quadrupole
transitions or due to a weakp− d mixing induced by a slight distortion of the octahedron. The
Cr6+ in the chromate anion ([CrO4]

2−) is fourfold coordinated with a tetrahedral environment.
NeutralCr has a[Ar]3d54s1 configuration. Thus, in its formal6+ valence state theCr has no
d-electrons at all in its valence band. The strongp−d hybridization in the tetrahedral geometry
will therefore provide a large density of empty valence states for the transition7. This example
shows that the pre-edge region can give valuable information not only on the valence state but
also on the coordination of the absorber atom.
A similar pre-edge peak has recently been reported for Fe(VI)-oxide in solution and is also
interpreted asp − d hybridization with oxygenp-levels due to tetrahedral coordination. [40]
The Fe(VI) has 8 emptyd-orbitals and therefore also provides a high density of empty d-states
which together with the hybridization also gives raise to a strong pre-edge peak.
According to Fermi’s Golden Rule (eq. 6) the transition matrix element depends on the po-
larization of the X-rays. This can be exploited with anisotropic samples to determine bonding
directions of the final state. The absorption cross section depends on molecular orientation.
Therefore, XANES can be used to determine the orientation ofmolecules on surfaces [5, 41,
42].

6Orbitals can mix only if they belong to the same irreducible representation of the molecular point group.
p-orbitals are antisymmetric (“ungerade”) with respect to inversion andd-orbitals are symmetric (“gerade”), re-
spectively. Therefore they do not mix as soon as the point group contains a center of inversion

7Cr6+ compounds are very toxic. Therefore, this technique might help to identify them in critical cases



E9.14 P. S. Bechthold

Fig. 11: Shift of the MnK-edge position for three different manganese oxides. As shown in
the inset the position of the absorption edge forMn2+, Mn3+, andMn4+ compounds shifts
linearly with the oxidation state of the absorber atom. Thisproperty can be used to identify the
oxidation state of transition metal ions in unknown or complicated compounds like biomolecules
[38].

Fig. 12: Cr K-edge XANES for Cr3+ and Cr6+ oxides. Here the strong pre-edge peak in the
Cr6+ spectrum is a consequence of the tetrahedral symmetry causing considerable mixing of
the empty d-electron orbitals with the p-states that the photo-electron will occupy [39].

In conclusion, the XANES and the pre-edge structures tell usa lot about electronic structure.
XANES is element specific, it probes the local unoccupied partial density of states in accordance
with dipole selection rules. It is sensitive to the oxidation state and the coordination of the
selected elemental species investigated and can be used to determine the orientation of adsorbate
molecules. Difficulties arise, however, to interpret the spectral features in a quantitative way.
This can easier be obtained with the EXAFS that we will discuss in the next chapter.
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4 EXAFS (Extended X-ray Absorption Fine Structure)

About 30 eV beyond the absorption edge begins the EXAFS region [8,29,39,43-45]. In this
range the photon energy is far above the ionization threshold and the photoelectron is treated as
an outgoing spherical wave as schematically shown in Fig. 13.

Fig. 13: Scheme of the outgoing and backscattered electron wave leading to the EXAFS os-
cillations. E is the energy of the absorbed photon andE0 the core level binding energy [8,
29].

If there are other atoms surrounding the absorber atom they will scatter this wave. The outgoing
wave and the scattered waves will interfere. The final state is the superposition of the outgoing
and the scattered waves. For a constructive interference the signal will be enhanced leading
to a maximum in the EXAFS oscillation. A destructive interference will lead to a minimum.
The oscillations are absent in case of an isolated absorber atom. To quantify these ideas it is
convenient to convert the energy scale into a wave number scale of the photoelectron. From the
photoelectron’s kinetic energyEkin = E −E0 = p2/2m = (~k)2/2m we get

k =

√

2m

~2
(E − E0), (8)

whereE is the energy of the absorbed photon andE0 is the energy of the ionization threshold.
Then, using a plain wave approximation at the scattering atoms and allowing only for a single
scattering event one can derive the following equation for the EXAFS oscillations [29,39,43]:

χ(k) ≡ [µ(E)− µ0(E)]/µ0(E) =
∑

j

NjFj(k)Dj(k) exp[−2σjk
2]

sin(2krj + φj(k))

kr2
j

. (9)

Hereµ0(E) is the signal of the isolated absorber atom which has been subtracted from the
measured signal and to which the EXAFS oscillations are normalized. Of course, this function
is not known but can be approximated by an extrapolation e.g.of the Victoreen function below
and above the absorption edge8. The EXAFS oscillations are summed over all neighbouring

8there are other ways to handle this [29,39]
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shellsj of scatterers which are separated from the absorber by the same distancerj . Nj is
the number of scatterers in one shell. The periodicity of theoscillations is determined by the
sin function, where2rj is the double distance between the absorber and a scatterer and φj is
the total phase shift of one round trip of the wave.Fj(k) is the backscattering amplitude of
the neighboring atoms. The exponential is a Debye-Waller factor which describes the damping
of the wave due to statistical disorder of the atoms and due tothermal motion9. Inelastic
scattering of the photoelectron destroys its coherence. This is taken care of by the additional
damping factorDj(k) = e−2rj/Λ whereΛ(k) is the mean free path of a photoelectron.

The EXAFS formula has been derived under some simplifying assumptions: The photoelectron
is treated as a plane wave at the positions of the neighbors. Multiple scattering contributions are
not contained. These are largest for small k-values and for collinear arrangements of 3 atoms in
a row. Moreover, the energyE0 is not well defined. Therefore the EXAFS is often compared to
a well characterized model compound from which better parameters can be deduced. Thereby
it is hoped that the parameters are identical and that the uncertainties will cancel out. For
largerk values respective shorter wavelength the dephasing increases and the oscillations will
die away. Today computer codes are available which take corrections due to the curvature
of the photoelectron wave as well as multiple scattering events into account. Fig. 14 shows

Fig. 14: (a) k2 weighted EXAFSχ · k2 at the TiK edge of a diluted NiTi alloy containing 2%
Ti. The measurements were made at 77 K. (b) Fourier transformof the EXAFS. Four shells of
neighbours can be identified. The first shell peak is covered by a filter function.

as an example the EXAFS oscillations at the TiK edge of a diluted NiTi alloy with 2 at. %
Ti, measured at 77 K. Since the oscillations decay quickly they have been weighted byk2.
These oscillations are represented in k-space. To get real space information, that is to derive
interatomic distances, we have to fourier transform the data. This is done in Fig. 14b. One
clearly sees displayed the radii of the first four Ni coordination shells around a Ti atom. It is
found that the 12 nearest neighbours are shifted outwards by(0.022 ± 0.005)Å. The atoms in
the other coordination shells are at the Ni lattice sites.
In summary, the EXAFS is a superposition of sinusoidal wavesthat decay in intensity as the
incident energy increases from the absorption edge. The sine waves result from the interaction

9to reduce the latter effect it is advantageous to measure at low temperatures.
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of the ejected photoelectron wave with the surrounding atoms. The amplitude and phase depend
on the local structure in the neighborhood of the excited atom. This structure is determined by
fitting a theoretical spectrum to the experimental data. Theprocedure yields information on the
distance of neighboring atoms, their identity, and number,and by the Debye-Waller factor the
degree of disorder in the particular atomic shell.

5 XMCD: X-ray Magnetic Circular Dichroism

Dichroism denotes the property of anisotropic materials tochange color when irradiated with
light in different directions and/or of different polarization. It is associated with direction- and
polarization- dependent differences in optical absorption and with this understanding can be
extended to other spectral ranges, particularly X-rays. Circular dichroism refers to absorption
differences for left and right circularly polarized light,respectively10 , and if induced by the
presence of a magnetization we speak of magnetic circular dichroism.
XMCD can be observed with ferro- and ferrimagnetic systems11. It was first observed at the
K-edge of iron [46]. Yet, much stronger signals can be observed at the transition metalL2,3

edges of 3d transition metals. These are of particular interest because the d-electrons are the
primary carriers of the magnetism. Therefore, in this introduction the discussion will be limited
to these cases.
Fig. 15a shows the absorption-cross sections at theL2,3-edges of Fe, Co, Ni and Cu films [47].
The strong absorption peaks at the edges are often referred to as the “white lines”12. Their
intensities decrease with increasing occupation of thed levels. For copper they are nearly
absent, due to its almost completely filledd shell. To extract from these spectra the purep→ d
transition intensity a two step background (due to transitionsp→ s, p-derived delocalized band
states) is subtracted as indicated in the spectrum of iron. The step function for theL3 edge is
twice as high as the one for theL2 edge because of the different occupation numbers of the
2p 3

2

and2p 1

2

levels, namely 4 and 2, respectively. After background subtraction the integrated
white- line intensities reflect the number of holes in thed band (Fig. 15b) [47-49]:

I(L3) + I(L2) = Cnh = C(10− n) (10)

wherenh is the number ofd holes in the electronic ground state andn is the number of occupied
d states. This rule is called the ”charge sum rule”. Here, and in the following we will assume that
anisotropies caused by anisotropic charge and spin distributions in the crystallographic unit cells

10For circularly polarized X- rays the electric field vector rotates about the direction of propagation. According
to the classical definition of circular polarization the wave is called right circularly polarized if the light vector
turns to the right for an observer looking into the beam and left circularly polarized if the light vector turns left.
However, in X-ray spectroscopy not all investigators clingto this definition. Therefore it might be more adequate
to refer to the light helicity which is positive if the photonangular momentum points into the propagation direction
of the light (σ+ light; left circularly polarized according to the above rule)) and negative, respectively, if the photon
angular momentum points in the opposite direction (σ− light).
X-ray natural circular dichroism (XNCD) has been observed in the uniaxial gyrotropic single crystalLiIO3. [50]

11It has also been studied with paramagnetic samples. This requires low temperatures and strong magnetic
fields of several Tesla. Here the net spin orientation is obtained by the Zeeman interaction. Some applications to
bio-inorganic molecules and molecular magnets are summarized by Funk et al. [51]. We will not discuss this any
further.

12This nomenclature stems from the early days of X-ray spectroscopy when the absorption was still measured
with photographic films. The films were not exposed at the position of the strong absorption lines and therefore
appeared to be white.
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Fig. 15: L edge X-ray absorption spectra for Fe, Co, Ni, and Cu metal. (b) White-line intensity,
determined after subtraction of a double step function [52], shown dashed in the Fe spectrum
in (a), versus calculated number ofd holes [47].

are averaged out. Experimentally this can be achieved by averaging over three measurements
performed in three orthogonal directions [49]. In a tight binding approximation the constant
C is calculated to be:C = 2

15
Aℜ2 whereA = 4π2

~ωαf andℜ is the radial transition matrix
element [49, cf. appendix].~ω is the photon energy andαf = e2

4πε0~c
≈ 1

137
is Sommerfeld’s

fine structure constant.

If, in addition to relation (10), we could distinguish between spin-up and spin-down holes we
were able to measure the magnetic moments of the samples withelement selectivity on an
atomic level. This can indeed be done by XMCD. It requires thepresence of two basic inter-
actions, namely spin-orbit coupling and an exchange splitting of the electronic valence states.
With the aid of Fig. 16 we will explain the role of the spin-orbit coupling.

In Fig. 16 we study the transitions from2p 1

2
, 3
2

initial states to3d states when we excite the
2p- states withσ+ light. The transitions are energetically separated by the spin-orbit coupling.
The states can be described as linear combinations of|ml, ms〉 kets and it is sufficient to study
transitions between those. Transitions from the2p 3

2

and2p 1

2

initial states are treated separately.
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Fig. 16: Scheme of possible2p → 3d transitions when excited withσ+ light [53]. The upper
row shows the ten3d final state levels sorted by theirml andms quantum numbers. Spin-orbit
splitting is neglected for the3d states. They are labeled by rectangles (positivems) and ellipses
(negativems). It is assumed that alld levels are unoccupied prior to the transition (there are
no restrictions due to the Pauli-exclusion principle). Below, the spin-orbit split2p 3

2

and 2p 1

2

levels are given. The magnetic sublevels are indexed by their magnetic quantum numbermj .
The upper line shows uncoupled states|ml, ms〉 that contribute to the respective|mj〉 states
according to the Clebsch-Gordon series (see appendix). Allowed transitions - represented by
arrows - must obey dipole selection rules (forσ+ light: ∆ms = 0 and∆ml = +1 ). The line
thickness corresponds to the transition strength. Separately for each spin-orbit split component
the transition strength is also given in % as calculated in the appendix. For the2p 1

2

level 75 %

are spin down transitions(ms = −1
2
) and 25 % spin up(ms = 1

2
). This results in a net spin

polarization of−1
2

= −75+25
75+25

.

The spin-orbit splitting of thed states which is much smaller than that of thep states is ne-
glected. Forσ+ light the transitions have to obey the dipole selection rules with∆ml = +1 and
∆ms = 0. Here it is assumed that all thed-states are unoccupied and can be reached (no re-
strictions due to the Pauli principle) . The width of the arrows corresponds to the calculated
transition probabilities (In the appendix it is shown how this result is derived from calculations
of transition matrix elements). The transition strengths are also given in %. If for the2p 1

2

ini-
tial state we add all the transitions with identical spin we find a total probability of 75 % for a
transition withms = −1

2
(spin down) while transitions withms = +1

2
(spin up) contribute only

25 %. As a result we end up with a spin polarization of 50 % (spindown) in the finald-states
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if only 2p 1

2

states are excited. The spin expectation value is then〈σ〉 = −1
4
. 13 Similarly, if

only 2p 3

2

initial states are excited we get 37.5 % spin down and 62.5 % spin up electrons in
the excited states. This results in a net spin polarization of 25 % (spin up) electrons and a spin
expectation value〈σ〉 = 1

8
. Note, that the spin polarization is opposite in the two cases. Since

we have twice as many2p 3

2

states as2p 1

2

states the absorption strength of the2p 3

2

states is also
doubled. Thus, if there is no spin-orbit splitting and all the states are excited simultaneously the
net spin polarization in the excited state will be zero, as expected. One also observes an orbital
polarization in the excited states. The orbital polarization is 75 % for both excitation path ways
whereml = 2 is fully polarized,ml = 1 half-polarized andml = 0 non-polarized. When
the polarization of the exciting photon is reversed (σ− light), the polarization of the excited
electrons is reversed as well. Thus, if thed states are unoccupied there is no difference in the
absorption for both circular polarization directions of the light. The same is true if thed-states
are partially occupied with electrons but the same number ofelectron spins points towards the
beam as in the opposite direction.
The amazing fact, that spin polarized electrons can be generated by photoexcitation of unpolar-
ized atoms with circularly polarized light if the states canbe separated by spin-orbit splitting
was predicted by U. Fano in 1969 [54]. The effect is thereforecalled Fano effect14. It is now
widely used to generate spinpolarized electrons from GaAs sources [55-58].
Above, it was stated that besides spin-orbit coupling we need exchange interaction to observe
the circular dichroism. In the valence band of a ferromagnet(as well as in a ferrimagnet) the
exchange interaction leads to different densities of states for majority and minority spins,ρ↑ and
ρ↓. Then there are different numbers ofd holes available forσ+ andσ− light. This destroys the
absorption symmetry. The XMCD signal is just the differenceof the absorption for these two
cases. If we denote the cross sectionc+ andc− for σ+ andσ− light, respectively, we get [59]:

c+ = K(α+
↑ ρ↑ + α+

↓ ρ↓)

whereK is a proportionality constant andα+
↑ denotes the probability to create a spin up electron

in the excited state andα+
↓ a spin down electron.ρ↑ andρ↓ are the empty densities of states

available for transition. Similarly forc− we get:

c− = K(α−
↑ ρ↑ + α−

↓ ρ↓)

From the above considerations we know:α−
↑ = α+

↓ andα−
↓ = α+

↑ . The XMCD signal then
becomes:

IXMCD ∝ c+ − c− ∝ (α+
↑ ρ↑ + α+

↓ ρ↓)− (α−
↑ ρ↑ + α−

↓ ρ↓) = (α ′ρ↑ + αρ↓)− (αρ↑ + α ′ρ↓)

= α ′(ρ↑ − ρ↓)− α(ρ↑ − ρ↓) = (α ′ − α)(ρ↑ − ρ↓)
whereα ′ = α+

↑ = α−
↓ andα = α+

↓ = α−
↑ . Thus, without exchange splitting there is no XMCD

signal.
Fig. 17 (left) shows the magnetic circular dichroism spectrum of an ultra thin Co film on
Cu(001)[53,60,61]. In the upper panel, the absorption spectra in the photon energy range of
the Co2p → 3d transitions are shown forσ+ andσ− light. For a fixed sample magnetiza-
tion the absorption at theL3 peak (corresponding to2p 3

2

→ 3d transitions) is higher forσ+

13Note, that〈σ〉 = − 1

2
means 100 % down spin polarization.

14not to be mixed-up with the earlier mentioned Fano resonance.
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polarization (continuous line) compared toσ− polarization (dashed line), while the situation is
opposite at theL2 peak (2p 1

2

→ 3d transitions). The bottom panel displays the dichroism spec-
trum which shows different sign at the two Co absorption edges. The signal scales as the inner
productq ·M whereq is the propagation direction of the circularly polarized photons andM
is the sample magnetization15.

Fig. 17: Left: XMCD spectrum of a thin Co film on Cu(001). (a): Absorption spectra at the Co
L2,3 edges forσ+ (continuous line) andσ− polarization (dotted line) of the exciting X-rays. The
magnetic dichroism is visible as a difference in the absorption strength.(b): Difference of the
two spectra (XMCD spectrum). The sign of the dichroism is opposite at theL3 andL2 edges.
This is due to the inverse spin polarization of the2p 3

2

→ 3d and2p 1

2

→ 3d transitions. Right:
Scheme to illustrate the separate orbital and spin contributions to the XMCD spectrum. (a)
hypothetical XMCD spectrum obtained from orbital magneticmoments alone, (b) hypothetical
spectrum with contributions of the spin magnetic moments alone, (c) XMCD difference spectrum
of a sample with both spin and orbital magnetic moments. [60,61].

In the appendix we have shown how within a simple model we can calculate the XMCD signal
starting from a magnetic ground state with a givend orbital occupation. This procedure can
principally be inverted. Important sum rules have been derived to extract from the experimental
spectra the ground state expectation values of the orbital and spin angular momenta, separately
[63-68, see also 48,49,52,69]. The “orbital sum rule” [63,65,66] relates the average orbital

15This rule holds for absorption and total yield measurements. Deviations may occur when partial yield detection
is used [62]. Therefore, with electron detection modes special care has to be taken.
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moment per atom with the peak intensities according to

µl = − 2

3C
(A+B)µB.

The constantC is the same as the one for the charge sum rule given above (10).The notation
for theA andB is given in fig.17 (right panel). Correspondingly, the “spinsum rule” [64] links
the dichroism intensities with the size of the spin moment per atom according to

µs = − 1

C
(A− 2B)µB.

Note, that the area of B is negative. Therefore in the derivation of µl the difference of the two
areas has to be taken, which will lead to a considerable errorwhen both areas come close to
each other.
To make the sum rules plausible we follow the line drawn by Kuch [60,61] (Fig 17 right panel).
From Fig. 16 and the calculation given in the appendix we knowthat the orbital contribution
to the2p 3

2

→ 3d transition is twice that of the2p 1

2

→ 3d transition. Upon reversal of the light
helicity fromσ+ to σ− spin and orbital polarizations will both change sign, i.e. in a difference
spectrum they will both add in the same sense. Thus a hypothetical spectrum with only orbital
admixture would give a spectrum as plotted in Fig. 17(a)(right panel) where peakA has the
double size of peakB. If, on the other hand, we consider a spectrum with only spin contribution
the peaksA andB have opposite sign as shown in the middle part of the figure. The higher
spin polarization of transitions at theL2 edge compensates the lower electron occupation of the
2p 1

2

level leading to opposite peaks of equal size. This is also inagreement with our calculation
and Fig. 16. A realistic spectrum with both, spin and orbitalcontributions, would be a linear
combination of these two (Fig 17(c)). Now we see, that addition of peaksA andB will eliminate
the spin part and retain the orbital part only. If we take(A− 2B) we will eliminate the orbital
part and retain only the spin part. A more rigorous calculation gives the results reported in the
sum rules above.
So far, it was assumed that anisotropies are averaged out. This is acceptable for bulk transition
metals. More general forms of the sum rules are discussed elsewhere [48,52,69,70]. Particu-
larly, for thin films the spin magnetic moment has to be supplemented by a magnetic dipole
term which can be of the same order of magnitude as the orbitalmagnetic moment.
The sum rules are derived under some simplifying assumptions. For instance the electronic
transitions are considered to take place between states of free atoms. Many particle effects
are neglected. Nevertheless they are considered to be correct within≈ ±10 %. The reader is
refered to refs. [48,49,52,69,70] for more detailed discussions. A very readable article with a
user friendly discussion of the general sum rules is given in[69].
It is one of the major achievements of XMCD that it gives experimental access not only to the
spin magnetic moment but also to the orbital magnetic momentwhich is closely related to the
magnetic anisotropy energy [71]. The orbital moment is small in solids but its contribution to
the total magnetic moment/atom increases as the sample dimensions become smaller from thin
films to nanowires to clusters [72-79].
One of the major applications of XMCD today is the study of magnetic domains on a micro-
scopic level in a photoelectron emission microscope (PEEM). Due to its element selectivity
and its relatively large penetration depths it offers the unique possibility not only to study the
magnetic structure of multilayers layer by layer but also the coupling between layers that are
separated by nonmagnetic spacer layers. Such structures are of great technological importance
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in todays magnetic storage devices and for spintronic applications. Such aspects of XMCD to-
gether with magnetic relaxation phenomena are discussed inthe contribution of C.M. Schneider
to this Spring School [16].

6 XMLD: X-ray Magnetic Linear Dichroism

Besides the XMCD there exists a magnetic linear dichroism which can be observed with lin-
early polarized X-rays with the polarization direction aligned parallel and perpendicular to the
magnetic field, respectively [80,81].
The application of a magnetic field to a medium (internally orexternally) breaks its symmetry.
According to Curie’s principle [82]16 the medium gets uniaxially distorted, e.g. a cubic crystal
exposed to a magnetic field will show a uniaxial symmetry. This can be probed by linearly po-
larized light and will be invariant with respect to a reversal of the magnetic field. The anisotropy
will therefore scale as〈M2〉 to first order [80]. The largest anisotropy will occur when the prop-
agation direction of the light is perpendicular to the magnetic field and the polarization direction
is changed from parallel to the magnetic field to perpendicular. This is the basis of XMLD. It
is one of the major advances of XMLD that can be applied to antiferromagnetic materials as
well. Such materials are used in magneto-electronics to pinthe magnetization of ferromagnetic
layers by an exchange biasing interaction.

Fig. 18: L edge X-ray absorption spectra for Fe, Co, Ni, compared to those of some antiferro-
magnetic oxides.2p core electrons are excited to emptyd states in all the spectra. The oxide
spectra show more detailed fine structure due to multiplet splitting and crystal field effects [84].

Fig. 18 compares X-ray absorption spectra of Fe, Co, and Ni with those of some antiferro-
magnetic oxides. The spectra of the antiferromagnets have aricher structure which cannot be

16The Curie principle states that the symmetry group of the system with an influence (here the magnetic field)
Gm contains a common subgroup of the symmetry group of the system without this influenceGs and the symmetry
group of the influenceGi alone:Gm ⊇ Gs ∩Gi.
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interpreted in terms of a simple single particle picture. The structures occur due to multiplet
splitting and crystal field effects [83]. Fig. 19 demonstrates the XMLD at theL2 edge of a NiO
(100) thin film when the light polarization is changed from parallel to the magnetic field (solid
line) to perpendicular (dashed line).

Fig. 19: XMLD spectrum of a NiO film at theL2 edge. The spectrum was recorded by electron
yield detection for 45 nm thick NiO (100) film grown on MgO (100). The polarization of the
X-rays was changed from parallel to the magnetic film (solid line) to perpendicular (dashed
line) [85,86].

In NiO successive (111) lattice planes have opposite spin alignment. Thus ”uncompensated”
surfaces can be generated at the surface of a single crystal.Within the surface the magnetic
moment has three equivalent possibilities to orient, namely in [211], [121] or [112] directions.
Together with the four equivalent (111) surfaces this results in 12 possible spin orientations, and,
thus in 12 different possibilities to form antiferromagnetic domains. To proof that the anisotropy
is due to the antiferromagnetic alignment and not due to another anisotropic effect one can
heat the sample to its Neél temperature (520 K for NiO) wherethe magnetic contribution will
disappear.
XMLD can also be used for domain imaging by means of photoemission electron microscopy,
PEEM [16]. This is of coarse particularly useful for antiferromagnets.

7 Conclusion

X-ray absortion spectroscopy is a local element-specific probe of the electronic and geometric
structure of materials. It can likewise be applied to ordered and disordered samples. It can
be used to study subsurface structures and does not rely on UHV conditions. The latter is
particularly useful for catalytic interfaces and biological samples. At grazing incidence X-ray
absorption gets surface sensitive with probe depths of 2-5 nm. In the XANES (NEXAFS) range
it probes the projected electronic density of empty states (local partial density of States LPDOS)
and the valence of absorber atoms. EXAFS probes the coordination number and the interatomic
distance.
X-ray absorption spectroscopy probes transitions betweencore levels and empty valence states.
It is not only element specific but also sensitive to the chemical environment. It is particularly
useful for investigations of magnetic properties. XMCD measures the size of the magnetization
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per atom and its angle relative to the circular x-ray polarization vector. Sum rules exist for the
number ofd holes, the spin and the orbital moment. XMCD is used for the study of ferromag-
nets. XMLD measures the magnetic moment and the angle between the spin axis and the linear
x-ray polarization vector. XMLD is used for the study of ferro- and antiferromagnets. In con-
nection with photoemission electron microscopy (PEEM) X-ray absorption allows to visualize
magnetic domains with a resolution of better than 100 nm. Dynamical processes can as well
be studied. In connection with the free electron laser it will become possible to study transient
electronic and dynamic processes on a femtosecond time scale.

8 Appendix

To obtain the transition rates in Fig.16 we have to evaluate the transition matrix element in
Fermi’s golden rule (equ.(6)). The following approach was first used by J. L. Erskine and E.
A. Stern [87, see also:19,49,59,69]. For circularly polarized light propagating in the positive
z-direction the normalized polarization vector for positive and negative helicity of the electric
field is

ǫ± =
ex ± iey√

2

whereex andey are unit vectors pointing in the direction of the coordinateaxes.i =
√
−1

introduces the required phase shift. The position vector is:

r = xex + yey + zez.

Thus, the polarization-dependent dipolar operator is given as: ǫ± · r = x±iy√
2

. Introducing
spherical harmonics

Y1,0 =

√

3

4π

z

r
=

√

3

4π
cosθ

and

Y1,±1 = ∓
√

3

8π

x± iy
r

= ∓
√

3

8π
sinθe±iϕ

where(r, θ, ϕ) are spherical coordinates. With:

x = rsinθcosϕ = −
√

2π

3
r(Y1,1 − Y1,−1)

y = rsinθsinϕ = i

√

2π

3
r(Y1,1 + Y1,−1)

and

z = rcosθ =

√

4π

3
rY1,0

we get the polarization dependent dipolar operator:

ǫ±z · r =
1√
2
(x± iy) = ∓r

√

4π

3
Y1,±1 = ∓rC(1)

±1
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C
(l)
m =

√

4π
2l+1

Yl,m(θ, ϕ) is Racah’s spherical Tensor operator [88] and is introducedhere to

simply eliminate the numerical factor. Dividing the transition rate (Fermi’s golden rule) by the
photon flux gives the absorption cross- section in the dipoleapproximation:

σ± = 4π2
~ωα

∑

f,i

|〈f | ∓ rC(1)
±1 |i〉|2δ(Ef − Ei − ~ω)

whereαf = e2

4πε0~c
is Sommerfeld ’s fine-structure constant. The asymmetry of the circular

dichroic signal is then given asA = σ+−σ−

σ++σ−
.

According to dipole selection rules the transition matrix elements are non-zero only if∆l =
lf − li = ±1 and∆ms = 0 and∆ml = +1 for left circular polarization (positiv helicity) and
∆ml = −1 for right circular polarization (negativ helicity). The absorption intensity is given
as:

I ∝
∑

f, i

|〈ψf |x± iy|ψi〉|2δ(Ef −Ei − ~ω).

Because of the spin-orbit coupling the six2p states are split into two2p 1

2

- and four2p 3

2

- states
(at least in the final state configuration (see above)). Theseare eigenstates of total angular
momentumj2 andjz with quantum numbersj andmj . The new states|j,mj〉 are then related
to the uncoupled states|l,ml〉 and|s,ms〉 by the relation:

|j,mj〉 = |ls; j,mj〉 =
∑

ml,ms

〈ls,mlms|jmj〉|l,ml〉|s,ms〉

=
∑

ml,ms

〈ls,mlms|jmj〉|l,ml; s,ms〉

wherej = l ± s and mj = ml + ms. 〈ls,mlms|jmj〉 are the Clebsch-Gordon coefficients.
For the level with maximum values of the quantum numbersj andmj the Clebsch-Gordon
coefficient is 1. The others can be calculated with the aid of ladder operators or simply by
use of recursion formulas deduced with those [89]. Many people use to prefer the Wigner
”3j” symbol instead of the Clebsch-Gordon coefficients becauseof its higher symmetry. Both
coefficients are related by:

(

j1 j2 J

m1 m2 −M

)

=
(−)j1−j2+M

√
2J + 1

〈j1j2 m1m2 |J M〉

In our case we get for the new eigenstates:
a) for j = 3

2
(L3 - edge)

|3
2
; 3

2
〉 = |j = 3

2
, mj = 3

2
〉 = |l = 1ml = 1; s = 1

2
ms = 1

2
〉 = |11; 1

2
1
2
〉

|3
2
; 1

2
〉 = |j = 3

2
, mj = 1

2
〉 =

√

1
3
|11; 1

2
− 1

2
〉+

√

2
3
|10; 1

2
1
2
〉

|3
2
;−1

2
〉 = |j = 3

2
, mj = −1

2
〉 =

√

2
3
|10; 1

2
− 1

2
〉+

√

1
3
|1− 1; 1

2
1
2
〉

|3
2
;−3

2
〉 = |j = 3

2
, mj = −3

2
〉 = |1− 1; 1

2
− 1

2
〉

and b) forj = 1
2

(L2 - edge)

|1
2
; 1

2
〉 =

√

2
3
|11; 1

2
− 1

2
〉 −

√

1
3
|10; 1

2
1
2
〉
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|1
2
;−1

2
〉 =

√

1
3
|10; 1

2
− 1

2
〉 −

√

2
3
|1− 1; 1

2
1
2
〉

Here it has been assumed that the overlap of the radial wave function of the core state (n =
2, l = 1) and the excitedd-state (n = 3, l = 2) is fixed and does not change during the
transition:

ℜ = 〈R3,l=2(r)|r|R2,l=1(r)〉 =
∫ ∞

0

R∗
3,l=2(r)R2,l=1(r)r

3dr = constant.

It is the same for2p 1

2

→ d and2p 3

2

→ d transitions. Moreover, the dipole operator does not act
on the spin part of the wavefunction:∆ms = 0. The only transitions allowed preserve the spin.
Then the polarization dependence of the transitions is entirely contained in the angular parts of
the matrix elements:〈l = 2, ml± 1| ∓C(1)

±1 |l = 1, ml〉. Analytical solutions to this problem are
known [90]:

〈l + 1, ml + 1|C(1)
1 |l,ml〉 =

√

(l +ml + 2)(l +ml + 1)

2(2l + 3)(2l + 1)

〈l + 1, ml − 1|C(1)
−1 |l,ml〉 =

√

(l −ml + 2)(l −ml + 1)

2(2l + 3)(2l + 1)

The calculated values with the wave functions given above are summerized in the following
table.

j mj ml ms 30M2 M2 (CG)2 Icalc I%

1
2
−1

2
−1 1

2
2 1

15
2
3

2
45

10
1
2
−1

2
0 −1

2
6 1

5
1
3

1
15

15
1
2

1
2

0 1
2

6 1
5

1
3

1
15

15
1
2

1
2

1 −1
2

12 2
5

2
3

4
15

60

3
2
−3

2
−1 −1

2
2 1

15
1 1

15
7.5

3
2
−1

2
−1 1

2
2 1

15
1
3

1
45

2.5
3
2
−1

2
0 −1

2
6 1

5
2
3

2
15

15
3
2

1
2

0 1
2

6 1
5

2
3

2
15

15
3
2

1
2

1 −1
2

12 2
5

1
3

2
15

15
3
2

3
2

1 1
2

12 2
5

1 2
5

45

whereM2 is the square of the respective matrix element and(CG)2 the square of the cor-
responding Clebsch Gordan coefficient.Icalc = M2(CG)2 is the relative contribution to the
absorption intensity (also given in %). These data reproduce the values as given in Fig.16.

So far, we have assumed that alld states are empty and accessible by transitions. This is not the
case for a magnetic material, but we can now within this simple model sort out all occupiedd
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states and calculate the XMCD signal. (Transitions to the occupied states are forbidden by the
Pauli exclusion principle). For the simple case that allms = −1

2
states are occupied (half filled

d band:L =
∑

i li = 0) at theL2 edge we get a 25 %σ+ transition intensity:

Iσ+ = (
1

15
+

2

45
)ℜ2 =

1

9
ℜ2

and forσ− polarized light we get a 75% transition intensity

Iσ− = (
1

15
+

4

15
)ℜ2 =

1

3
ℜ2.

Therefore, for this ground state occupation the dichroism at theL2 edge is:

∆IL2
= Iσ+ − Iσ− = −2

9
ℜ2.

Similarly, at theL3 edge we get:

Iσ+ = (
1

45
+

2

15
+

2

5
)ℜ2 =

5

9
ℜ2

and

Iσ− = (
1

15
+

2

15
+

2

15
)ℜ2 =

1

3
ℜ2.

The dichroism at theL3 edge is:

∆IL3
= Iσ+ − Iσ− =

2

9
ℜ2,

that is, in this simple case the dichroic signal at theL3 andL2 edges has equal magnitude
but opposite sign as expected for a spin only signal. ( The orbital momentum for a half filled
band is zero.) In this example we have from a given ground state occupation deduced the
corresponding XMCD- signal. The sum rules discussed in chapter 5 invert this procedure and
deduce the ground state occupation from the observed XMCD signal.
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[11] G. Schütz,and P. Fischer, in:Magnetismus von Festkörpern und Grenzfl̈achen, 24. IFF-
Ferienkurs, Forschungszentrum Jülich (1993), ISBN 3-89336-110-3 (in German)

[12] H. Ebert and Ya. Perlov, in: Magnetische Schichtsysteme, 30. IFF-Ferienkurs,
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Jülich (1999), ISBN 3-89336-235-5 (in German)

[14] F.U. Hillebrecht, in: Magnetism goes Nano, 36. IFF-Ferienkurs, Forschungszentrum
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[46] G. Schütz, W. Wagner, W. Wilhelm, P. Kienle, R. Zeller,R. Frahm, G. Materlik, Phys.
Rev. Lett.58, 737 (1987)
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