How permeable is the edge of the Arctic vortex: Model studies of winter 1999–2000
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The edge of the Arctic vortex constitutes a strong barrier to transport; however, the extent of isolation of the vortex air as a function of altitude and season is relatively poorly quantified. In this study, by examining the transport of midlatitude air parcels across the vortex edge into the vortex, we analyze the permeability of the vortex edge. With the three-dimensional version of CLaMS (Chemical Lagrangian Model of the Stratosphere) we explore the dilution of the vortex air due to mixing in winter 1999–2000. An artificial, passive tracer was initialized on 1 December 1999 inside the polar vortex with a value of 100% and with a value of zero outside the polar vortex. Using several different definitions of the vortex edge, the resulting intrusions of midlatitude air into the vortex show the same mean features. This demonstrates that the diagnosed dilution does not strongly depend on the details of the definition of the vortex edge. At about the end of March 2000, the vertical structure of the vortex consisted of well-isolated, pure vortex layers around 500 K and 750 K, with some more diluted layers in between and at the vortex bottom. The influence of wave activity on the evolution of the intrusion layers is studied. The divergence of the Eliassen-Palm flux shows such a high variability during the whole period that it is not possible to assess a direct causality of certain intrusion layers and some specific patterns. Some characteristics of the vortex edge, in particular the shape of the gradient of potential vorticity (PV), can influence the dilution of the vortex. In cases without a distinct maximum in the PV gradient, the defined “vortex edge” may vary substantially from day to day. The comparison of some properties of the vortex (wind speed, PV field, area of the vortex, the maximum of the PV gradient) of undisturbed versus diluted layers and the variation in time of the intrusions were analyzed. All observed intrusions begin in conditions of weak PV gradient, indicating that the value of the maximum of the PV gradient may be used as a quantitative measure of the permeability of the vortex edge.


1. Introduction

The polar vortex in winter and spring is surrounded by the polar wind jet. These strong zonal winds act as a kinematic barrier that separates the air within the vortex from the midlatitude air masses [e.g., Randel et al., 1993; Pierce et al., 1994]. Commonly, the vortex edge is identified by the strongest potential vorticity (PV) gradient with respect to equivalent latitude [Nash et al., 1996] and acts as a flexible “eddy-transport barrier” [McIntyre, 1995], hindering the transport on isentropes across the vortex edge. An extreme view developed from theoretical arguments and modeling experiments by Juckes and McIntyre [1987] considers the polar vortex as a completely isolated “containment vessel.” In studies of diabatic descent the assumption of a completely isolated vortex has been employed [e.g., Rosenfield et al., 1994]. Both trajectory calculations [Manney et al., 1994b] and Lagrangian transport studies (trajectory or contour advection) [Chen, 1994] indeed show strong barriers to latitudinal mixing above about 420 K and 400 K potential temperature, respectively, throughout the winter, with more mixing below this isentropic surface. Similar conclusions are reported by Abrams et al. [1996] for the 1994 Antarctic winter, using ATMOS tracer observations. According to the calculation of isentropic trajectories, in the Arctic winter a strong mixing barrier usually forms near the vortex edge in January and February [Dahlberg and Bowman, 1994]. Weaker barriers are found during the months of December and March.

However, the degree of isolation of the polar vortex is not well known [e.g., Jost et al., 2002]. In particular, during its formation in December 1999, midlatitude air can be entrained in the lower stratosphere within the vortex [e.g., Greenblatt et al., 2002]. Their analysis of quite variable balloon profiles (from in situ and remote sensing instruments) and ASUR data (retrieving complete vertical profiles of several gases) in late fall indicated that the polar vortex
was still inhomogeneous at the beginning of December. Similarly, in late December 1996 and early January 1997 the Arctic vortex was not as strongly established as usual; this led to intrusions of midlatitude air masses into the vortex that were diagnosed in N$_2$O$_3$ relations measured by the ILAS instrument on the ADEOS satellite [Tilmes et al., 2003]. Further, the analysis of PV maps with low PV gradients at the vortex edge in December 1999 [Newman et al., 2002] and the study by Ray et al. [2002] support the idea of a weak, inhomogeneous vortex in the lower stratosphere in early December 1999. Above 500 K the vortex circulation is well established by late November [Kawa et al., 2002]. In winter 1999–2000 the Arctic polar vortex was unusually cold in the early winter lower stratosphere [Manney and Sabutis, 2000]. Comparing winter 1999–2000 with 21 previous winters, this study shows the complexity and variability of vortex development: despite unusually low temperatures in the lower stratosphere in winter 1999–2000, the lower stratospheric vortex developed more slowly than in previous cold years and was weaker than average until late December [Manney and Sabutis, 2000]. Ray et al. [2002] compared two models of mixing: constant horizontal entrainment of midlatitude air across the vortex edge and mixing within the vortex, versus an isolated vortex where differential diabatic descent of air masses occurs with subsequent mixing. Changes in tracer profiles can as a first approximation be attributed to descent, except for the bottom of the vortex where mixing with midlatitude air was required, indicating at 400 K that possibly 15–25% of the air in the vortex was entrained from midlatitudes.

[1] From mid-December 1999 to March 2000 the vortex was quite strong and large [Newman et al., 2002]. The extent and distortion of the polar vortex varies from year to year, and is influenced by planetary wave activity [e.g., Waugh and Randel, 1999]. With increased planetary wave activities, we also expect increased mixing into the vortex of midlatitude air. Here we carried out high-resolution transport studies with the three-dimensional (3-D) version of the Chemical Lagrangian Model of the Stratosphere (CLaMS) [McKenna et al., 2002; Konopka et al., 2004] from the beginning of December 1999 until mid-March 2000 in order to quantify the vortex dilution over the course of the winter and to trace the mixing across the vortex edge into the vortex to particular dynamical properties of the stratospheric flow. CLaMS is based on a Lagrangian formulation of the tracer transport and a mixing algorithm where the intensity of mixing is driven by the local horizontal strain and vertical shear rates. The parameters controlling the deformation-induced mixing are optimized by finding the best agreement between the simulated distributions of long-lived tracers and high-resolution in situ observations [Konopka et al., 2004, 2005]. In CLaMS, the dilution of the vortex is quantified in terms of an artificial tracer that at the beginning of the simulation (on 1 December) marks the air parcels (APs) inside and outside the vortex by 100 and 0%, respectively. This tracer describes the percentage of the pure vortex air defined in this way in each AP throughout the model run. Using this technique, we show in section 3 that around the end of March 2000, intrusions of midlatitude air into the arctic polar vortex produced a layered vertical structure of the vortex with some “well-isolated” pure vortex air layers and more mixed layers seen. To demonstrate that this structure is independent of the definition of the vortex edge, several criteria defining the vortex edge [Nash et al., 1996; Tuck et al., 2002; Chan et al., 1989; Konopka et al., 2005] were tested. To investigate the dynamical origin of the sharp layer-wise intrusions into the vortex, an analysis of planetary wave activity was carried out both in terms of amplitude and of the Eliassen-Palm flux (see section 2). Whereas we cannot trace all these intrusions to events of enhanced wave activity, we show in section 4 that the steepness of the (modified) PV gradient with respect to the equivalent latitude seems to be a good measure of the permeability of the vortex edge.

2. Wave Activity and Dynamics

[5] Significant amounts of lower latitude air may be mixed into the polar vortex due to disturbed meteorological conditions [e.g., Dahlberg and Bowman, 1994; Rosenfield and Schoeberl, 2001]. Using the contour advection technique, Plumb et al. [1994] describe for winter 1991–1992 three events where there was substantial intrusion of midlatitude air into the vortex. The reality of these intrusions was confirmed by aerosol observations from the lidar aboard the NASA DC-8 and in situ measurements [Plumb et al., 1994]. Analyzing the ozone loss of winter 1991–1992, Grooß and Müller [2003] conclude that in January 1992 the major fraction of the change in the vortex average ozone mixing ratio is due to dynamically caused intrusions into the vortex. The degree of mixing in the lower stratosphere depends particularly on the position and evolution of the polar night jet [e.g., Manney et al., 1994b]. Disturbances of the polar night jet can be broadly explained by examining the wave energy propagating out of the troposphere into the stratosphere, with strong wave events decelerating the jet and warming the polar vortex [e.g., Newman et al., 2002]. Wave activity in the stratosphere is driven by forcing of planetary waves from the troposphere. The most important waves propagating into the stratosphere are Rossby waves or planetary waves typically with wave number 1 or 2 [Schoeberl and Hartmann, 1991]. Mixing arises from breaking waves. Similarly, experimental observations of fine-scale layering and filamentation in the ozone field between 350 and 400 K were explained by breaking Rossby waves with higher wave numbers [Bradshaw et al., 2002a, 2002b]. Rossby wave “breaking” describing the erosion of the polar vortex [McIntyre and Palmer, 1983] reduces the area of the polar vortex [Butchart and Rensberg, 1986]. Large wave amplitudes are correlated with large values of the Lyapunov exponent and thus suggest strong mixing [Schoeberl and Newman, 1995]. Generally speaking, the Lyapunov exponent is a measure of the deformation of the flow. In CLaMS, where mixing is deformation-induced, the critical Lyapunov exponent is one of the optimized mixing parameters with the highest mixing rates occurring in flow regions with the largest Lyapunov exponents [Konopka et al., 2004b]. We intend to find a parameter which indicates coupling between wave activity, increased values of the Lyapunov exponent, amplified mixing in CLaMS, and intrusions into the vortex. Nakamura [2004] presents a method (effective diffusivity) for estimating the permeability of the stratospheric polar vortex. This diagnostic method successfully quantified two-way transport
and hence the direction of wave breaking: the predominantly outward breaking (equatorward) and the rare inward breaking of Rossby waves. Thus, only in the rare cases of inward-breaking waves can midlatitude air parcels cross the vortex edge into the vortex.

Figure 1 illustrates the amplitudes of wave number 1 (top panel) and wave number 2 (bottom panel) using ECMWF data. These findings are in good agreement with the results of Manney and Sabutis [2000] and Sabutis and Manney [2000]. In particular, in mid-December at 600 K and toward the end of December above 1000 K, strong activity of wave 1 is noticeable. At the end of January and at the beginning of February the activity of wave number 1 increases at all levels. The amplitudes of wave number 2 shows increasing activity in the first half of January and in about mid-January 2000. Manney and Sabutis [2000] and Sabutis and Manney [2000] studied the evolution of the polar vortex in winter 1999–2000 and reported minor warming or wave amplification events occurring on 11 and 23 December and 16 January. The vertical gray lines in Figure 1 and in Figure 3 in section 3 mark these dates, complemented by an additional warming event on 1 February 2000, as indicated by the extremely high activity of wave number 1 in Figure 1. The minor warming events in December were dominated by wave 1 and the January event by wave 2 activity [Manney and Sabutis, 2000].

Pierce and Fairlie [1993] determined three preferred flow regimes for the Arctic winter stratosphere from the analysis of the combination equency distributions of the mean zonal wind and wave number 1 heights during December to February on the 10-mb level. Analyzing 10 years of daily Stratospheric Sounding Unit data from the NOAA satellites, they defined three preferred flow regime modes: mode 1B, with large zonal mean wind velocities ($\geq 27.1$ m s$^{-1}$) and small wave-1 geopotential heights ($\leq 285$ gpm), mode 1A, with weak zonal mean wind ($\leq 25.7$ m s$^{-1}$) and weak wave-1 heights ($\leq 285$ gpm), and mode 2 regimes, with large wave-1 amplitudes ($\geq 375$ gpm). Low mean polar geopotential heights are associated with low polar temperatures. Mode 1B is associated with a deep, cold polar vortex and is characteristic of cold, undisturbed conditions. All anomalously cold winters are associated with persistent mode 1B flow regimes. The mode 1A days show a weak vortex and generally weak gradients of geopotential heights. This mode is associated with major sudden warmings, although it does not appear in all known cases when major warming occurs. Mode 2 days occur most frequently and are characteristic of normal midwinter conditions. Pawson and Kubitz [1996] extended the work of Pierce and Fairlie [1993] to a 30-year climatology. Using daily FUB data at 10 hPa and 60°N, they isolate the same regimes for the winter stratosphere. On the basis of the empirical distributions of the 30-year data, different boundaries for the flow regime modes were used: mode 1A days are considered to be days with a mean zonal wind $\leq 15$ m s$^{-1}$ and with wave-1 geopotential heights $\leq 600$ gpm, mode 1B days with mean zonal wind $\geq 5$ m s$^{-1}$, and wave-1 geopotential heights $\leq 400$ gpm, while mode 2 is assumed for large wave-1 amplitudes. Following the categories of Pierce and Fairlie [1993], the analysis of the mean zonal wind and geopotential heights at 10 hPa and 60°N for December 1999 to February 2000 yields about 70% mode 2 days and 13% mode 1B days, without any mode 1A days. The missing 17% do not belong to any category. Using the categories defined by Pawson and Kubitz [1996] leads to similar results: about 63% mode 2 days and 37% mode 1B days. With this percentage of mode 1B days, winter 1999–2000 ranges among other very cold winters, such as the winter of 1980–1981. The lack of mode 1A days, associated with major warmings, is also consistent with the lack of major warmings in winter 1999–2000. Consequently, our findings regarding mixing into the vortex for winter 1999–2000 indicate a relatively undisturbed vortex.

The divergence of the Eliassen-Palm flux (EP flux) is used as a measure of the zonal mean flow forcing by planetary waves [e.g., Sabutis and Manney, 2000]. Breaking of planetary waves has an impact on the mean zonal wind, causing its acceleration or deceleration, and is indicated by non-zero values of the divergence of the EP flux [e.g., Sabutis and Manney, 2000; Rao et al., 2003; Oberheide, 2000]. Negative values of the EP flux divergence (which are equivalent to convergence) effect deceleration of the zonal wind [Rao et al., 2003]. However, although the EP flux divergence may affect the zonal wind field and thus the polar jet, we are focusing here on intrusions into the vortex, which depend on the strength of the vortex edge, defined by the maximum of wind speed and of the gradient of PV (following the Nash et al. [1996] criterion). The strength of the vortex edge is related to the strength of the polar jet, but the relationship between the mean zonal winds and the vortex strength seems to be more indirect. Another way of
Day-to-day EP flux and its divergence were calculated on isentropic coordinates according to Andrews et al. [1987] for θ-levels in the range between 350 and 2000 K potential temperature. For the above-mentioned days with increased wave activity, we find similar EP flux divergences as reported by Sabutis and Manney [2000] (e.g., on 23 December 1999; see Figure 2, left panel). However, we find a high day-to-day variability of the EP flux divergence even on days when no significant wave activity was observed (e.g., on 3 January; see Figure 2, right panel). Also, the location of the minima and maxima of EP flux divergence fluctuates intensely from one day to the next, and furthermore in latitude and altitude as well. These rapid fluctuations of the EP flux divergence, reflecting variations in large-scale forcing, did not affect the strength of the vortex edge in any obvious way.

3. Mixing Across the Vortex Edge During Winter 1999–2000

Using an artificial, passive tracer that is transported in CLaMS, we now diagnose the dilution of the vortex air during winter 1999–2000 caused by intrusions of midlatitude air into the vortex. The model was initialized with air parcels (APs) covering the northern Hemisphere in the potential temperature (θ) range between 350 and 1400 K. The horizontal resolution was 80 km and the vertical resolution 320 m, the latter being determined by the constant aspect ratio $a = 250$ [Konopka et al., 2004b]. The horizontal (isentropic) winds were interpolated from ECMWF data with a horizontal resolution of 1.125/C176, and the cross-isentropic velocities of the APs were calculated with a radiation model [Zhong and Haigh, 1995; Morcrette, 1991; Konopka et al., 2004b]. The wind data were interpolated from the ECMWF pressure levels to 27 irregularly spaced isentropic levels between 300 and 2000 K. We used 25 K intervals between 400 and 600 K, rising to 100 K intervals above 800 K, and 50 K intervals elsewhere. Model runs of CLaMS using Met Office data (not shown) showed a difference of 10 to 20 K in the total descent of the vortex air during the winter (1 December 1999 to the beginning of March 2000), compared to ECMWF data [Konopka et al., 2004b]. The cause of these different descents are different temperature data; temperature discrepancies between the Met Office and ECMWF data are discussed for winter 1999–2000 by Manney et al. [2003] and Davies et al. [2002]. Starting on 1 December 1999, an artificial, passive tracer was initialized with values of 100% inside and 0% outside the vortex. For the purpose of initialization, the edge of the polar vortex was calculated according to the Nash et al. [1996] criterion, which defines the vortex edge as the location of the strongest PV gradients with respect to equivalent latitude constrained by the proximity of the maximum wind velocity in the polar jet.

Figures 3a–3c show the evolution of the artificial tracer from 1 December 1999 to 20 March 2000, averaged over the area of the vortex that was defined by three different criteria of the vortex edge. In particular, in Figure 3a the Nash criterion was employed for every day and each isentropic level. The vertical gray lines mark dates with minor warming events, as described in the previous section.

Figure 3a shows three major dilution features: layerwise intrusions beginning at about 550 K, at about 1200 K, and at 1300 K (with dilution noticeable as yellow, green, and blue), and the vortex bottom at about 420 K. The vortex bottom appears as a sharp border below 420 K and descends slowly in the course of the winter. Near 550 K, the dilution of the tracer indicates an intrusion layer starting in the first
Figure 3. Vortex exemplified by three definitions of the vortex air parcels (APs). (a) Vortex APs [Nash et al., 1996] criterion. (b) Inner vortex APs [Tuck et al., 2002; Chan et al., 1989]. (c) Relative contribution of “pure” vortex APs to the total number of APs northward of 30°N [Konopka et al., 2005]. For detailed definitions see text. The black line denotes the contour of the maximum of the gradient of the modified PV = 1.5 PVU deg⁻¹, with MPV values greater than this threshold inside this contour. The vertical gray lines mark the dates of minor warming or wave amplification events reported by Manney and Sabutis [2000] and Sabutis and Manney [2000] occurring on 11 and 23 December 1999 and 16 January 2000, together with an additional warming event on 1 February 2000.
days of December 1999. This altitude band is of greatest interest regarding ozone in the debate about exchange across the vortex edge because most of the ozone column resides and the associated loss occurs between 350 to 500 K. Furthermore, this is the region where aircraft data with high resolution are available. Therefore Figure 4 displays a zoom into the lowermost layers of Figure 3a. Using high-resolution aircraft tracer measurements from January to March 2000, Jost et al. [2002] detected that during this period, mixing into the polar vortex occurred preferentially at potential temperature levels of 450 K, 410 K, and 380 K. In Figure 4, between January and March we see enhanced dilution around the 450 K potential temperature level (this dilution feature starts at 550 K in December 1999). In March, the vortex bottom is located around 410 K. We cannot separate any distinct dilution layer below this altitude, probably since mixing in the model is still too strong. It is worth mentioning in this context that the altitude of the vortex bottom results from the initialization condition: on 1 December 1999 only those air parcels were labeled as vortex air which exceeded a given threshold of potential vorticity. If a transport barrier was established later in the winter, we would not be able to see it in our results. Actually, in December 1999 the lower stratospheric vortex strengthened rapidly, the maximum PV gradients only in the front layer of CLaMS after each model time step (1 day). According to the value of the potential vorticity, the air parcels were classified as part of the polar vortex or the midlatitudes. The artificial tracer in the top layer of the model was initialized with values of 100% (vortex) or 0% (out of vortex), without any intermediate values. The vortex edge in the top layer of CLaMS was defined for the whole model run at a constant PV value (26.9 PVU, modified after Lait [1994]) as proposed, for instance, by Waugh et al. [1999], who defined the polar vortex for 19 years with an adjusted threshold value of potential vorticity. Because we use relatively simple assumptions for the upper boundary update, in Figure 3 the three highest model layers were omitted and the upper right-hand corner is intentionally left white (to avoid misleading interpretation).

[14] In the first days of February, another intrusion appears above 1300 K. To some extent, these major dilution features correlate with planetary wave activities (see Figures 1 and 3). In Figure 3b, the definition of the vortex edge is based mainly on the properties of the wind velocity field. We divide the already defined polar vortex [Nash et al., 1996] into an inner and outer vortex area with the inner vortex characterized by wind speed below 30 m s⁻¹. This definition is derived directly from meteorological observations in the altitude range from 350 to 500 K, obtained by ER-2 aircraft measurements [Tuck et al., 2002; Chan et al., 1989]. Restricting the analysis to the inner vortex APs, the dilution of the vortex (Figure 3b) shows the same pattern as discussed above (Figure 3a), although the dilution in the inner vortex region is in general smaller.

[15] A further possibility of studying the dilution and mixing of vortex APs without an explicit definition of the vortex edge is the study of the contribution of “pure” vortex APs relative to the total number of APs in a given region (here poleward of 30°N) derived directly from the model [Konopka et al., 2005]. In this setup, the Nash criterion was only applied for the initialization procedure.
to determine the vortex APs on 1 December 1999. The APs with a percentage of more than 80% vortex air are considered as “pure” vortex APs (Figure 3c). In contrast to Figures 3a and 3b, the contours in Figure 3c are logarithmically scaled.

[16] This kind of diagnostic shows similar features to the results presented in Figures 3a and 3b. We conclude that the derived pattern of mixing does not depend on the specific definition of the vortex edge: The results of all dilution studies show the same basic features. However, even if the pattern of mixing does not depend explicitly on the vortex definition, the quantification of mixing does of course depend on this definition. Therefore we would like to emphasize that in this study, we confine ourselves to the discussion of the conditions for weak or strong permeability of the vortex edge to intrusions into the vortex and do not intend to quantify the mass fluxes across the edge.

[17] Despite the temporal coincidence of the intrusions with increased wave activity spanning a vertical potential temperature range of several hundred Kelvin (Figure 1), wave activity alone cannot satisfactorily explain the observed, layer-wise intrusions that are amplified abruptly at particular altitudes. Intrusions into the vortex frequently seem to possess a shallow vertical structure [Plumb et al., 1994; Schoeberl and Newman, 1995].

[18] The greatest day-to-day fluctuations of the EP flux divergence over the winter were found at above 1400 K (not shown), which is above the upper boundary of our model runs. This might explain the fact that two of the observed intrusions begin at the upper boundary level of the model data. With backward trajectory calculations, we found that the disturbed layers were exposed to increased wave activity (convergence) some days before the intrusion. However, high values of the EP flux divergence were also observed on other days without any significant influence being noticeable on the strength of the vortex edge and ordinary wave activity (Figure 2, right panel). Even similar patterns of EP flux divergence do not have similar effects on the strength of the vortex edge. Thus, considering only the EP flux, the relationship between the EP flux divergences and the intrusions into the vortex is apparently too indirect to explain the observed patterns of dilution.

4. Variability of the Vortex Edge

[19] The analysis of the vortex edge, calculated using the Nash criterion, shows variations of the edge of up to 20° of equivalent latitude from day to day, making the vortex area smaller or greater. Even Chan et al. [1989], defining the inner vortex (as described in the previous section) lying poleward of the polar jet, note that the boundary of the inner vortex is not stationary on different days, due to the variation of the wind maximum. Variations of the inner vortex of up to 10° in latitude in 4 days were documented for the Antarctic vortex in winter 1987, in an altitude range of 425 to 475 K potential temperature [Chan et al., 1989]. In particular, on 2 days (from their sample of 12 days) the jet core was not identifiable, so the vortex boundary could not be determined [see Chan et al., 1989, Figures 7b and 7k].

[20] However, the Nash criterion also requires knowledge of the location of the m-m of the wind jet. The vortex edge is defined as the location of the highest PV gradient on equivalent latitudes, constrained by the proximity of the polar jet, and both distributions will have strong peaks at the true vortex edge [Nash et al., 1996]. Nash et al. [1996] used 15.2 m s⁻¹ as an empirically determined limit below which the vortex edge could not be defined. This precondition is fulfilled in our study for all days and all altitudes. Comparing three diagnostics (Nash criterion, the area within PV contours, the area within contours of zonal winds), Waugh et al. [1999] studied the breakup criteria of the polar vortices for 19 years and found in general good agreement between them. Manney et al. [1994a] discuss the difficulties of defining the polar vortex due to strong spurious gradients caused by noise at high PV values and define preconditions for the existence of the polar vortex. Testing some of these criteria for winter 1999–2000 does not indicate much difference from the application of the Nash criterion.

[21] Figure 5 shows the distribution of the wind speed and of the gradient of modified PV [Lait, 1994] (MPV) with respect to equivalent latitude for several days between 1 December 1999 and 20 March 2000 for two levels of potential temperature. Following Nash et al. [1996], we first determined the distribution of PV and wind on equivalent latitudes and then we searched for the maxima. On the 600 K level for all days the wind speed and the gradient of PV show an explicit maximum at about 60°–70° equivalent latitude, similar to the conditions shown in Figure 1 of Nash et al. [1996]. In contrast, on the 1300 K level, we see day-to-day variations of the intensity and location of the peaks. For the upper stratosphere, Manney and Sabutis [2000] also report highly variable gradients of PV and wind speed, explained by a double jet. Only some days in January show the expected maximum. Mainly at the beginning and around the end of the winter, the location of the maxima varies between the midlatitudes and the North Pole. Consequently, we restrict the possible range for the maximum of the gradient of PV to equivalent latitudes between 45°N and 72°N. The restriction to this equivalent latitude range in fact draws a distinction between those cases with a double-peaked jet and the situation with a single jet, which in general lies in this range. If there is a double-peaked jet, the Nash criterion finds, in general, a very broad or very small vortex, and the vortex edge often jumps between these two peaks from one day to the next. It was observed that intrusions into the vortex often begin under such conditions, suggesting weakening of the vortex edge in the case of a double-peaked jet.

[22] Figure 6 shows the day-to-day evolution of the maximum of the gradient of modified PV [Lait, 1994], hereinafter referred to as ∇MPV. Between 600 and 800 K the maximum gradient of MPV was strong throughout the winter. Below 550 and above 1000 K the intensity of the maximum of ∇MPV varies considerably, showing regions without an explicit maximum, and indicating only very weak gradients of MPV. However, it should be noted that weak gradients of MPV do not necessarily imply a weak transport barrier along the equivalent latitude contour; see, for example, the MPV field of Figure 7. Rather, we expect that along such a contour, segments with stronger gradients alternate with segments characterized by weaker gradients, i.e., enhanced permeability. Studying intrusions into the Arctic polar vortex of winter 1991–1992, Plumb et
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Figure 5. (left) Gradient of modified potential vorticity [Lait, 1994] and (right) wind speed of several days (colored lines) of winter 1999–2000. The two vertical lines mark the range of equivalent latitude where the vortex edge is expected.
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Figure 6. Maximum gradient of modified potential vorticity [Lait, 1994] in the range of $45^\circ$ to $72^\circ$ equivalent latitude. The black line is the contour of $\nabla \text{MPV} = 1.5 \text{ PVU deg}^{-1}$. 

Figure 7. Evolution of the polar vortex (modified potential vorticity [Lait, 1994] and vortex tracer) from (left) 28 January 2000 to (right) 1 February 2000, for the potential temperature levels 1200 and 1100 K. The bold contour indicates the vortex edge defined by the Nash et al. [1996] criterion.
al. [1994] notice difficulties in defining the vortex edge during such disturbed conditions. They describe the vortex edge as sharp in many places, but not continuously so, especially in regions of intrusion or extrusion.

If there is no pronounced maximum of $\nabla \text{MPV}$, the underlying assumption of the Nash criterion (strong PV gradient) is not fulfilled and, consequently, it is difficult to uniquely define an edge of the vortex. In such cases the “apparent edge” may vary considerably from one day to the next, leading to spurious intrusions into the vortex being diagnosed. If the wind speed shows a double peak, as was documented by Manney and Sabutis [2000] for the early 1999–2000 vortex in the upper stratosphere, the apparent vortex edge can suddenly “jump” from one wind peak to another.

A period with enhanced wave activity, we compared, the evolution of the polar vortex from an initially mostly undisturbed state to a highly diluted situation for a sample of vertically adjacent isentropes and several wave events. Figure 7 exemplifies the evolution of the polar vortex (MPV and vortex tracer) during a period of enhanced wave activity from 28 January 2000 to 1 February 2000 for two adjacent isentropes: 1200 K (upper panels) and 1100 K (bottom panels). The deformation of the vortex shape and its filamentation resembles the examples of wave breaking given by Schoeberl and Newman [1995] and Dritschel and Saravanan [1994]. Compare, for example, Figure 7 with Figure 1 of Schoeberl and Newman [1995] showing upper level wave breaking. Of all the studied vortex properties (wind speed, PV field, area of the vortex, $\nabla \text{MPV}$), the maximum of $\nabla \text{MPV}$ shows the best correlation to the dilution of the vortex tracer, indicating increased mixing of midlatitude air parcels into the polar vortex during periods of weak maxima of $\nabla \text{MPV}$. Figure 7 illustrates the progressive dilution of the vortex tracer at the 1200 K level from 28 January to 1 February 2000 (top panels), in contrast to the largely undisturbed situation at 1100 K (bottom panels). Though both levels show similar wave activity and vortex deformation, at 1100 K, the vortex edge was almost impermeable until 1 February 2000, while by this time the vortex air looks patchy at 1200 K, with massive intrusions of midlatitude air parcels. The maximum of $\text{MPV}$ values at 1100 K is higher than at the 1200 K, where it drops on 1 February 2000 below the value of 1.5 PVU deg$^{-1}$.

It seems possible to characterize the permeability of the vortex edge, deduced using the Nash criterion, to intrusions into the vortex by defining a threshold value for the maximum of $\nabla \text{MPV}$, which characterizes a “sufficiently permeable” vortex edge, i.e., a transport barrier. Manney et al. [1994a] used such a criterion, namely the maximum average daily PV gradient as a diagnostic for the lifetime of the polar vortex.

We determined the best value of this threshold empirically by comparing the behavior of the maximum of $\nabla \text{MPV}$ for isentropes and periods when midlatitude air parcels succeeded in crossing the vortex edge into the vortex with those cases when the vortex edge was largely impermeable. The threshold value of the maximum of $\nabla \text{MPV}$, valid for winter 1999–2000, was found to be 1.5 PVU deg$^{-1}$. Therefore the contour of $\text{MPV} = 1.5 \text{PVU deg}^{-1}$ (meaning PV units per degree of latitude) is drawn in Figure 6, as well as in Figure 3, to indicate the “sufficiently impermeable” vortex edge. If the maximum of $\nabla \text{MPV}$ is less than this threshold, we do not assume that mixing into the vortex occurs across the whole contour, but rather locally in some segments with weak gradients.

The results of wave breaking studies show that in most cases, the forcing of breaking Rossby waves deforms the polar vortex, pulling out filaments of vortex air to the midlatitudes [e.g., Polvani and Plumb, 1992; Dritschel and Saravanan, 1994]. Only in more active situations can extra-vortex air be entrained into the vortex [Polvani and Plumb, 1992]. It is expected that such active phases will influence MPV and the steepness of its gradient, too. Thus, defining a “sufficiently impermeable” vortex edge by the maximum of $\nabla \text{MPV}$, accounting for the dilution of the vortex, connects the resulting intrusions to the original wave activity. Analyzing the behavior of breaking waves, Nakamura [2004] distinguishes between inward (into the polar vortex) and outward (equatorward) wave breaking, detecting predominantly outward breaking waves. Accounting for these findings, it is consistent that although enhanced wave activity was observed, as seen in Figure 1, only in a few cases did inward breaking of the waves occur, leading to the diagnosed intrusions into the vortex.

Considering the maximum of $\nabla \text{MPV}$ as a measure of the permeability of the polar vortex, we can explain the vortex dilution by a weak vortex edge with intrusions into the vortex beginning in regions of weak gradients of $\nabla \text{MPV}$; that means under conditions where the underlying assumptions of Nash criterion are de facto not fulfilled. Under such conditions, mixing of midlatitude air parcels into the vortex occurs and the otherwise quite isolated vortex preserves the mixed air parcels from December to spring, subjecting them to diabatic descent, as can be seen in Figure 3. Consequently, it seems reasonable in studies of mixing across the vortex to also check the value of the maximum gradient of PV. Further studies with data from winter 2002–2003 (not shown) confirm these observations.

5. Conclusions

The analysis of the polar vortex in winter 1999–2000 indicates a complex, layered vertical structure of the vortex with layers consisting mostly of vortex air alternating with a few more diluted layers. At about the end of March 2000, the vertical structure of the vortex consists of well-isolated, pure vortex layers around 500 K and 750 K and some diluted layers in between and at the vortex bottom. Even such a cold Arctic vortex as that in 1999–2000 was not completely isolated from midlatitudes. Especially during December 1999, some air parcels from midlatitudes were mixed into the vortex, where they remained until the vortex breakup in spring. The diagnosed dilution patterns of the vortex do not depend explicitly on the definition of the vortex edge. The results of the studies using different definitions of the vortex edge show the same patterns. However, this is an example of a deep, cold polar vortex, with a mostly strong vortex edge. The application of this threshold to the data of winter 2002–2003 (not shown in this paper), which is characterized by an unusually cold period in December, but later showed much more wave
activity than winter 1999–2000 (major warmings, splitting of the vortex), supports the results presented here. [30] The value of the EP flux divergence did not allow a differentiation between the disturbances where mixing into the vortex occurs and disturbances without intrusions. More promising results were obtained by the analysis of the maximum of the gradient of MPV, with respect to equivalent latitude. On some days and levels, MPV showed only weak gradients, without a clear maximum. In this case, the underlying assumption of the Nash et al. [1996] criterion (strong gradient) is not fulfilled and the determined “edge” does not constitute a transport barrier. In these cases we found intrusions into the vortex during winter 1999–2000 in our model results. Therefore it seems that mixing into the vortex is coupled to the steepness of maximum of the gradient of MPV. We conclude that by using the Nash criterion, the steepness of the maximum of MPV gradient should be considered, with an empirical threshold value of 1.5 PVU deg^{-1} suggested here, which is deduced on the basis of our study of winter 1999–2000. If this condition is valid, then the vortex edge should be considered as a largely impermeable barrier to transport into the vortex. [31] Acknowledgments. We thank the European Centre for Medium-Range Weather Forecasts (ECMWF) for meteorological data support. The authors thank J. Oberheide for helpful contributions to the calculation of the Eliassen-Palm flux divergence and E. Nash for providing the code for the calculation of a criterion for the vortex edge. The authors gratefully acknowledge two reviewers for helpful comments on earlier versions of this paper.
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